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Abstract—The different level of interest in deploying the new it was still too early to feel the scarcity of the address spac
Internet address space across network operators has kept 8 in their bones. Furthermore, it was commonly acknowledged
tardy in its deployment. However, since the last block of IP4 hat jnequalities of the benefit of and the demand for the new

addresses has been assigned, Internet communities took the e
concern of the address space scarcity seriously and startei Internet protocol among network operators made it difficuilt

move forward actively. After the successful IPv6 test on 8 Jue, adopt IPv6 all together.
2011 (orld IPv6 Day [1]), network operators and service/content However, the situation has changed since the last block of

providers were brought together for preparing the next stepof the  the |Pv4 addresses has been assigned to the RIRs in mid-2011.
IPv6 global deployment (orld IPv6 Launch on 6 June, 2012 [2]). - gq4 after the IPv4 address depletion of the Internet Assign
The main purpose of the event was to permanently enable their . . o .
IPV6 connectivity. Numbers Authority (IANA), Asia Pacific Network quormatlon
In this paper, based on the Internet traffic collected from Centre (APNIC) reported that they reached the final stage of
a large European Internet Exchange Point (IXP), we present the IPv4 exhaustion [4]. After all, major network operators
:he St|atgs|o|fp”36\/6 traftﬁc n(;aimy f0<|3tUSinhg Ont;h‘i ?F?figdts ?f_f tte  nodded at an implicit agreement that there is no more time to
WO global Vo events. ur resulits snow al V raffic Is H H
respgnsible for a small fraction such as 0.5% of the total trdfic calculgte gains and losses. To this end.’ the Internet &kt
in the peak period. Nevertheless, we are positively impressl by organized a 24-hour global IPv6 test flightcfid IPve Day_ (1) .
the facts that the increase of IPv6 traffic/prefixes shows a sep ©On 8 June, 2011 and more than a thousand globally influential
increase and that the application mix of IPv6 traffic starts o service providers have participated in the event. As norseve
imitate the one of IPv4-dominated Internet. problems have been reported from participants, the comgnuni
has decided to move a step forward, which is Weid IPve
Launch [2] event held on 6 June, 2012. Therld IPv6 Launch
Although designing a new Internet protocol was not thevent was expected to be an important turning point in the
most pressing matter within the Internet community in thiternet history, because participants agreed to keep [P
beginning of the 1990s, the unforeseen growing speed of tt@nnectivity permanently enabled after the event.
Internet usage had started to cause worries about the exhaun this paper, we study the changes to the IPv6 traffic from
tion of the Internet address space. Despite these concethe, viewpoint of a large European Internet Exchange Point
the exhaustion of the current Internet address space (IP¢¥®P). We analyze 14 months worth of traffic traces which
became inevitable due to the consequence of overstayingriolude the two world IPv6 events.
the decision process of the movement to the new InternetThe remainder of this paper is structured as follows. We
address space (IPv6 [3]). Even though the optimistic ptidic first illustrate the vantage point of our measurement arftidra
of the Internet growth was one of the major mistakes madata sets in Section Il. The methodology used for conducting
in the beginning of its evolution, Internet pioneers are twot our measurement is described in Section Ill. Then, we show
be blamed because it was nearly impossible to expect suctha characteristics of the current IPv6 traffic observedun o
massive success of the Internet at that point in time. measurement in Section V. After that, we select publicly
Internet Protocol Version 6 (IPv6) has been developed by theailable reports about the current status of the adoptfon o
Internet Engineering Task Force (IETF) in 1994 with a viewPv6 and summarize them in Section V. We overview the
to succeeding the current version of Internet Protocol4)Pv related work in Section VI. Finally, we conclude the paper
Besides the expansion of the address space, developengof lid Section VII.
took several demanding features such as the security (based
on compliance with IPSec), Quality of Service (QoS, via the
prioritization scheme and the non-fragmentation prireipl In this section, we give a brief overview of our data sets
and the extensibility (using the chain header) into thegtesiand describe the vantage point that our data is collected.fro
consideration, while maintaining the simplicity of its pgexes- .
sor (IPv4). Even with such promising functionalities neto A+ Intemet exchange Point (IXP)
operators and software developers were not motivated énougAn Internet eXchange Point (IXP) is a physical infrastruc-
to adopt the new version of the Internet protocol because thuee for interconnecting Internet Service Providers (ISl
current version of the Internet protocol is irreproachadode ASes in order to reduce the end-to-end latency and the cost

I. INTRODUCTION

II. MEASUREMENTENVIRONMENT AND TRACES
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TABLE I Data sets. Fig. 2: The growth of the IPv6 routing table since 2005 (shiort
lines are the observation from our data sets during 14 months
Name Period Global 1Pv6 Event of measurement period). Lines from RouteViews data are
IXP11-véday | Jun. 5, 2011 — Jun. 15, 2011 World IPv6 Day plotted in monthly intervals and lines from IXP data are fdt

IXP12-newyear| Dec. 25, 2011 — Jan. 7, 2012 —
IXP12-launch | Jun. 1, 2012 — Jun. 11, 2012 World IPv6 Launch
IXP12-olympics| Aug. 12, 2012 — Aug. 30, 2012 —

five times within the period (each point represents the numbe
of prefixes and ASes observed within the correspondingdraffi
data set).

of transit traffic. A simplified topology of an IXP is illustred tracted from sFlow traces is fed. Our analysis tool is design
in Fig. 1. Through such infrastructures, its member ASes cém identify IPv6 packets and to extract relevant informatio
establish peering (or transit) relationships with othemher from the identified IPv6 packets.
ASes. The volume of daily network traffic at an IXP depends, The tool identifies the transition technology in the current
amongst other things, on the number of networks connectechteasurement point (IXP) by observing the packet's IP versio
the IXP. Our IXP has more than 400 members which makésld, protocol number, and port numbers. For this, we use the
it one of the largest IXPs in Europe. For a detailed analygisotocol number 41 as a clear indicator of 6in4 [8] technglog
of the IXP ecosystem and the peering behavior of the IX&hd the protocol number 17 combined with the UDP port
participants we refer to [6]. number 3544 as a clear evidence of teredo [9] technology. In
the same manner, ayiya [10] technology can be identified by
B. Data Sets using the protocol number 17 and the UDP port number 5072.
We base our measurement on four sets of traffic tracegwever, we do not consider the ayiya transition technology
(see Table 1) collected within the above-mentioned IXPmliri in our study since we observe only the negligible fraction
a time span of 14 months includingorid IPv6 Day andworld  (<0.1%) of IPv6 traffic over ayiya. Indeed, teredo and 6in4
IPv6 Launch (54 days of traffic in total). Note that one ofgre the only transition technologies carrying a considerab
our data sets (IXP1l-v6day) overlaps the one used in Samount of IPv6 traffic.
rar et al. [7]. Due to the immense amount of traffic volume,
it is considered to be virtually impossible to capture and IV. EVALUATION
store all packets. To this end, we collect our data usinglIn this section, we evaluate the change in the level of IPv6
sFlow, i. e., a network traffic sampling technology desigted deployment with emphasis on the impact of the two past
provide a scalable monitoring solution with low costs, whk global IPv6 eventsworld IPvé Day and World IPv6 Launch). In
sampling rate of 1:16k. By the reasons of the space constrajeneral, we observe that IPv6 accounts for 0.5% of the total
and the privacy concern, we only record the first 128 bytésternet traffic in the peak period (IXP12-olympics) of our
of the sampled packets. However, it is sufficient to includmeasurement results.
all relevant information that we rely on, e.g., IP headeri
tunneling headers, and transport layer protocol headers.” A
sampled packet is pipelined to the anonymization procesgn order to see how the level of IPv6 adoption has been
before being stored to disk for the purpose of muddling a#volving, we download monthly snapshots of the IPv6 routing
IP addresses of the packet, while the consistency of an tgble from the RouteViews Project [11] and illustrate them

address and the size of the network prefix are preserved. in Fig. 2 together with the observed IPv6 prefixes within
our data sets. The figure shows the sharp rise in the number

I1l. METHODOLOGY of announced IPv6 network prefixes since therld IPv6
In order to conduct our measurement, we develop an IPp&y. More precisely, the number of IPv6 network prefixes
traffic analysis tool to which text-formatted informatior-e announced between theorld IPv6é Day period and theworld

Quantitative Analysis of IPv6 Traffic
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Fig. 3: IPv6 traffic changes.

IPv6 Launch period (one year) is almost equivalent to the 1 |
total number of prefixes evolved during the last two decades.gg
Even though we observe only half of the globally announced s
IPv6 prefixes at our vantage point, the increasing rate lis sti 0.7 |
significant. 0.6

When seeing the change of the IPv6 adoption in tf‘@ 0.5 -
perspective of the traffic volume, the increase of IPv6 affi 0.4 4 T G
. . . . = e ~o— Total Traffic (IXP11-v6day)
is even more drastic than the one shown in the prefix data. A90.3 g=====f——"1- ~A—Total Traffic (IXP12-launch)
we see in Fig. 3, IPV6 traffic is increased by more than 50% 0.2 +——~~~ S Outging Tl (XP1-v6a)
on the world IPvé Day. Moreover, the volume of IPv6 traffic 014 ______ | ~¢-- Outgoing Traffic (IXP12-launch)
is again doubled (approximately from 3Gb/s to 6Gb/s) within  0_ [77--- Quiaeing Trafe (XP12-olvmelcs
the world IPv6 Launch period. The growth of IPv6 traffic is still 1 10 100
observed in our latest data set (IXP12-olympics). Top-100 IPV6 prefixes ordered by traffic volume

. The _most signif_icant change that We can (_jiscover from trI’i‘?g. 4: CDF of IPv6 traffic contributed by the top-100 prefixes
figure is that the increase of IPv6 traffic mainly results frony, prefixes on the x-axis are sorted by the IPv6 traffic con-

native IPv6 traffic. On theworld IPv6 Day, we see more than vy, vion from left to right in descending order. A logaritic
twice the volume of native IPv6 traffic and it does not deceeag ., e is used on the x-axis to clearly identify points of the t

after the event (even though it was supposed to be a 24'hBH§fixes.
test flight). Besides, another multi-fold increase of rativve
traffic is experienced in thevorld IPv6 Launch period.

With regard to the sudden peak of teredo packets observed
on 1 January, 2012 (see Fig. 3 (b)), we do not have describe only the fraction of outgoing IPv6 traffic. The figur
clear answer for this phenomenon. However, we are of tBhows that about 1% (50 prefixes in IXP11l-v6day and 60
strong belief that the cause of this peak is rather due poefixes in IXP12-launch and IXP12-olympics) of the obsdrve
academic/industrial experiments than due to the participa prefixes contribute more than 90% of the total IPv6 traffic.
in the world IPv6 Launch event. This assumption is basedoreover, almost 30 % (IXP11-v6day and IXP12-launch) and
on three different observations. First, the number of tere@0% (IXP12-olympics) of the total traffic is contributed by
packets falls back to the normal level in therid IPve Launch  a single prefix. Given the fact that almost all traffic of the
period. Second, more than 40% of the total teredo packet®fix is outgoing traffic in IXP11-v6day and IXP12-launch,
within the period are generated from a few IP addressesmwithie conclude (and also verify) that the top IPv6 contributor
the same IP prefix. Third, most of the teredo packets are bublil these periods is a content provider. However, by obsgrvin
packet$ in which there is no actual payload present. the ratio between incoming traffic and outgoing traffic of the

Next, we evaluate how IPv6 traffic is distributed acros®p prefix in IXP12-olympics, it appears likely that the first
prefixes. Fig. 4 shows a Cumulative Distribution Functioposition in the traffic ranking is now taken by a large transit
(CDF) of IPv6 traffic contributed by the top-100 IPv6 prefixemetwork. Indeed, by further dataset inspections we confien t
Solid lines in the figure indicate the traffic fraction of thdollowing assumption: The identified transit network is afe
prefix out of the total observed IPv6 traffic, while dashe@din the largest IPv6 backbone network in the world.

1A teredo bubble is a signaling packet typically used for tingaand Yet, reade_rs must note that this evaluation iS_ based on
maintaining a NAT mapping network prefixes. When prefixes are aggregated into the AS
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to is the Network News Transport Protocol (NNTP). Even IXP11-veday  IXP12-newyear IXP12-launch  IXP12-olympics

though the S|gn|f|cance_of NNTP "?ﬁ'c within the 1Pv Lg 5: Application breakdown. Traffic volume includes the
network decreases drastically as the influence of web traffi .
. L . o 1ze of encapsulation headers.
increases, it is important to understand its charactesisince
NNTP has been the dominant content carrier in the IPv6
world before HTTP became the major protocol and it is still
responsible for a considerable fraction of the IPv6 traffic. In IXP12-launch, and 1,928 AS-flows in IXP12-olympics. The
NNTP has been considered an obsolete protocol for a whifigure describes that the traffic fraction of AS-flows incesas
however recent measurement studies [12] have found ti@markably in theworld IPvé Launch period. Interestingly, the
NNTP revives (or survives) from its oblivion. They reporath amount of IPv6 traffic is largely concentrated in one AS-flow
NNTP accounts for up to 5% of the total residential traffic ifi- €., the AS-flow numbered as 1 on the x-axis). However, the
today’s Internet. traffic contribution of this top AS-flow decreases from 11249
More surprisingly, Sarrar et al. [7] report that aimost 4096 dIXP12-launch) to 7.46 % (IXP12-olympics), while the traffi
the total IPv6 traffic is contributed by NNTP before therida  share of those in the bottom 98 % of IXP12-olympics outper-
IPvé Day. Our result shows a significantly different fractioforms that of IXP12-launch. From this result, we can infer
(about 20 %) of NNTP traffic in the same period, but this is du&at the IPv6 traffic relationship among ASes slowly changes
to the fact that we consider the header bytes of the transitiiom a 1-n shape to a n-n shape. This phenomenon is likely
technologies as part of the application’s traffic volume.awvh related to the rapid growth of the transit network explaiired
considering only the payload, our evaluation matches the oi¢ference to Fig. 4.
reported in [7]. Before providing more information of this specific AS-flow,
The next application protocol that we study is HTTP. As thee narrow the scope of our investigation. For doing so, we
figure shows, the fraction of web traffic increases remaskabhillustrate the matrix of the native IPv6 traffic fraction antp
on theworld IPve Day and it reaches nearly 50% of the totathe top-25 ASes in Fig. 7. The cell in the figures are filled
IPv6 traffic in theworld IPv6 Launch period. The change of the with different levels of color depth according to their sham
traffic shape has a particular meaning since the breakdothe total native IPv6 traffic. Sums of IPv6 traffic transndtte
of IPv6 traffic into applications becomes similar to the oneamong these top-25 ASes are 14.86 %, 30.61%, and 33.50 %
of today’s IPv4 traffic. Furthermore, the major share of IPvis IXP11-v6day, in IXP12-launch, and in IXP12-olympics,
traffic is real content rather than signaling traffic. Thiade respectively. Readers might notice by the intuition that th
us to the conclusion that service providers start to breakyawcell filled with the deepest color in Fig. 7 (b) and Fig. 7
from the fixed idea that IPv6 is a faraway story and beconte), i.e., ones representing the fraction of traffic origjmg
more active in providing Internet access through IPv6 tarthérom the AS numbered as 1 (x-axis) and destining for the
home and enterprise customers. AS numbered as 2 (y-axis), are corresponding to the largest
. ) AS-flow discussed in regard to Fig. 6. Furthermore, we can
C. Native IPv6 Traffic Among ASes determine that the AS numbered as 1 is the major source of
We now investigate how native IPv6 traffic is exchangegbye contents. Adding up all native IPv6 traffic generatextfr
among ASes. For this study, we create a traffic matrix withis specific AS, we find that 15.21 % (IXP11-v6day), 29.93 %
sorted ASes as columns and rows (more than 3,500 ASg$xP12-launch), and 17.88 % (IXP12-olympics) originaterfr
Fig. 6 depicts the cumulative fraction of native IPv6 traffighat single AS.

of AS-flows °. In the figure, we only consider AS-flows pFrom a closer inspection of that AS, we identify that this AS
which contribute at least 0.001% of the total native IPVBejongs to one of the largest content providers in the world.
traffic, i.e., 1,386 AS-flows in IXP11-véday, 1,761 AS-flowsrhis might not be an eye-opener for readers because the con-
. o . . sumer behavior of Internet contents in the IPv6 world cannot
2A teredo bubbl I ket t I d for tingaand . -
maima?r:;goa EAT%fp;nzlgnamg packel ypicaly tsed Tor % be very different from the one within the IPv4 world. However
3We define an AS-flow as an asymmetric pair of ASes we believe that by studying these trends in IPv6 traffic and
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50% V. PuBLIC REPORTS ONIPV6 TRAFFIC
—4— [XP12-launch

—%— IXP12-olympics A Various content providers and service providers have been
40% |- 1XP11-v6day / b P

—— reporting the status of IPv6 traffic shown in their networlks.
/ this section, we select three relevant reports and sumenariz
30% iff
i — A. Google

" them in relation to our measurement results.
20% -
A_,—prﬁf”ﬁ/ Google has been collecting the statistics about the IPv6
10% >§ connectivity of their users and reporting the results since
c 2008 [13]. They claim that 0.34% of the total users have
0% ] ] accessed their website over IPv6 on therld IPv6é Day and

1 10 100 1000 the fraction has increased to 0.65% on the&ld IPv6 Launch.
AS-Flows Given the fact that Google is the top ranked website in terims o

Fig. 6: Cumulative fraction of native IPv6 traffic from an AS t theé number of visitors and the traffic volume, these fraction
another AS (AS-flow). Only AS-flows contributing more tharindicate a considerable number of users. Our measurement
0.001% of total native IPv6 traffic are considered. Links a#itnesses that Google is one of the biggest sources of IPv6

sorted from left to right by the amount of traffic in descemglintraffic. . . .
order. Another observation they have made is that since March

2010 the fraction of IPv6 users of the native IPv6 technology
has overtaken the one of encapsulation technologies, i.e.,
teredo and 6in4. According to their report, the tendency of
the decrease in users of transition technologies becomes mo
their core content providers we can help network operatorsdrastic over time. As a result, the share of users behind
come up with more effective strategies for implementingdiPvtransition technologies decreases from 11.76Worl{ IPv6
in their networks. Day) to 1.54% (orld IPv6 Launch) of the total IPv6 users.
Although our observation is based on the traffic volume, we
Readers may still wonder about the identity of the AS iBonfirm the tendency of the native IPv6 domination. More
which the most IPv6 traffic from the top content provideprecisely, we see that the fraction of IPv6 traffic transfdrr
is consumed (the AS numbered as 2 in Fig. 7). Regardiggth transition technologies decreases from 55.49%41{ IPv6
the largest AS-flow which is shown in Fig. 6 and is als@ay) to 46.74% orld IPv6 Launch). From our measurement
illustrated as the cell filled with the deepest color in Figwe  viewpoint, the amount of native IPv6 traffic has begun to

reveal that the top IPv6 traffic consumer in our measuremeiitstrip the amount of IPv6 traffic via transition technoksy
is one of the largest ISPs located in Romania. This is gihce theworld IPv6 Day.

somewhat unexpected discovery for us since Romania has ) )

not engaged any appreciable attentions in the InternetriistB- Hurricane Electric

before. Taking a closer look at the traffic of this specific IBP  Hurricane Electric is a global Internet backbone and one
the peak period of our IPv6 traffic (IXP12-olympics), approxof the largest networks in terms of the number of customers
3.02% of the total native IPv6 traffic is going out from thisas well as the largest IPv6 network in terms of the number
AS, while about 14.23% of the total traffic is going into thef connected networks. According to the report of Hurricane
AS. Electric [14], in the middle of 2012, 85.4% of the global

Cumulative fraction of native IPv6 traffic




Top Level Domains (TLDs) have IPv6 name servers. In aegistrar for IPv6 address allocation. Colitti et al. [18péyzed
investigation of the top 1,000 Usenet servers, they find opéassively collected data from Google’s IPv6-enabled wejepa
that 16.22 % of them have IPv6 addresses. Given the fact thatl evaluated the degree of the IPv6 adoption. Their evatuat
the Network News Transport Protocol (NNTP, the protocahows that the adoption of IPv6 is still low but steadily
used for Usenet) accounts for up to 5% of the residentigtowing and that the vast majority of IPv6 traffic is contitiéd
network traffic [12], the reported number of IPv6-enabledy only small number of networks.

Usenet servers may produce a substantial fraction of IPv6Gao et al. [20] proposed the method to classify the P2P
traffic. Indeed, Sarrar et al. [7] report that almost 40% dfaffic from flow-baed IPv6 traffic and evaluated the stage
the total IPv6 is NNTP traffic beforeorld IPv6 Day. We also of the IPv6 deployment in China. They found that P2P and
observe a considerable amount of NNTP traffic from owtreaming applications are accounting for the major foacti

measurement. of IPv6 traffic in China.
Nikkhah et al. [16] assessed the performance of IPv6 and
C. APNIC compare it to the performance of IPv4. They claimed that

The Asia Pacific Network Information Centre (APNIC) ishe inefficient pathfinding is the major cause of the poor
the first regional Internet registry whose IPv4 address pooérformance that IPv6 shows.
has been exhausted. APNIC measures the deployment level dbarrar et al. [7] observed changes of IPv6 trafficvastid
IPv6 based on the IPv6 preference for IPv4 addresses usihg Day by analyzing traffic traces collected from the same
the BGP data. APNIC’s report describes that Europe has th@nitoring point that our study bases on. They reported the
highest IPv6 preference (0.51 in July, 2012) for IPv4 adglres significant increase of IPv6 traffic (more than twice) on the
among all continents. With the same metric, they report thewent day and found that IPv6 traffic did not decrease even
Romania is the highest ranked country in the world. Simjlarlafter the end of the event.
the snapshot of Google's IPv6 statistics in the same period

) . VII. CONCLUSIONS
shows that 8.38% of their users from Romania access the ) .
website using IPv6 which is the highest number among all In this paper, we evaluated the current status of IPv6 traffic

countries. We confirm that more than 17 % of the total IPvV@Y @nalyzing the traffic trace collected from a large Europea

traffic in the peak period of our measurement is contributégfP during 14 months of the time span including the two
by a Romanian ISP. global IPv6 eventsWorld IPv6 Day and World IPv6 Launch).

Even though we observed that IPv6 traffic accounts for only
VI. RELATED WORK small fraction of the total Internet traffic (0.5% in the peak

Most of the studies made before the announcement Q)qriod within our measurement), our study on .IPv.6 traffic
the name space exhaustion focused mainly on performaﬁ@é’w_ed that the deployment of IPv6 technolpgy is finally on
analyses of various transition techniques [15], IPv4 vsslPyN€ right track and we are slowly overcoming the shyness
comparison [16], and the deployment level of IPv6 basdfCing the new Internet technqlogy. Our clalm_ is based on
on the address reachability [17], [18], [19]. This tendenc}!'é€ factors we have shown in the paper. First, the sharp
however, became less pronounced as time passes. Inst a8,'" the numb_er of IPV6 prefixes and the I_PVB traffic has
researchers start to take a close interest in the chastiteri PE€" Observed since thveorld IPv6 Day and the increase rate
of IPv6 traffic based on real-world traces [20], [7]. In thigdoes not slow down after the tiveorid IPv6 Launch event. Sec-
section, we choose a small number of publications which al@8d: the application mix of the IPv6 traffic began to form
studied IPv6 and briefly discribe their work. the current traffic status of the IPv4-dominated Interneg, e

Raicu et al. [15] evaluated and compared the performan%%om 50 % of HTTP traffic. Third, the fraction of native IPv6
of the two different IPv4-to-IPv6 transition mechanisme. j traffic overtook that of traffic transferred within IPv6-ave
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