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Résumé : Ce travail a pour objectif le développement et l'étude de nouveaux préconditionneurs bloc diagonaux pour résoudre des systèmes linéaires indéfinis ayant une forme de point-selle. Nous considérons le préconditionneur bloc diagonal «idéal» proposé par Murphy, Golub et Wathen (2000) basé sur le complément de Schur exact, et nous nous concentrons sur le cas où le bloc $(1,1)$ admet seulement quelques très petites valeurs propres. En supposant que l'information exacte sur ces valeurs propres et ces vecteurs propres associés est disponible, nous proposons différentes approximations du préconditionneur bloc diagonal de Murphy, Golub et Wathen et nous analysons les propriétés spectrales des matrices préconditionnées. Nous généralisons les résultats théoriques aux systèmes découlant des méthodes de points intérieurs et nous illustrons numériquement la performance des préconditionneurs proposés. Enfin, nous analysons l'intéraction entre les blocs $(1,1)$ et $(1,2)$ des systèmes de point-selle et nous étudions les situations dans lesquelles les petites valeurs propres du bloc $(1,1)$ peuvent avoir un impact sur la convergence des méthodes itératives.
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#### Abstract

This work is concerned with the development and the study of novel block diagonal preconditioners for solving indefinite linear systems with a saddle - point form. We consider the «ideal» block diagonal preconditioner proposed by Murphy, Golub and Wathen (2000) based on the exact Schur complement, and we focus on the case where the $(1,1)$ block has few very small eigenvalues. Assuming that the exact information on these eigenvalues and their associated eigenvectors is available, we propose different approximations of the block diagonal preconditioner of Murphy, Golub and Wathen and we analyse the spectral properties of the preconditioned matrices. We generalize the theoretical results on systems arising in interior-point methods and we illustrate the performance of the proposed preconditioners through some numerical experiments. We finally analyse the interaction between the $(1,1)$ and $(1,2)$ blocks of saddle-point systems and we study the circumstances in which small eigenvalues of the $(1,1)$ block can have an impact on the convergence of iterative methods.
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## Thesis organization and main contribution

The scope of this work is the construction and the study of new efficient preconditioners for indefinite linear systems arising in constrained optimization. We consider (possibly large and sparse) saddle-point linear systems resulting from the Karush-Kuhn-Tucker optimality conditions. We assume that the (1,1) block, $A$ say, is symmetric and positive definite and possibly ill-conditioned with relatively few very small eigenvalues. We propose two variants for a block diagonal preconditioner based on a Schur complement approximation derived from some prior spectral information extracted from $A$ directly, i.e., using information on the subspace associated to the smallest eigenvalues in $A$. We study the spectral properties of the preconditioned matrix in both cases and illustrate their numerical performance on a standard problem in fluid dynamics. This in turn leads to the study of the interaction between blocks in saddlepoint systems and to highlight some aspects of this interaction. Through the Schur complement approximation based on the very small eigenvalues of $A$ and theoretical developments, we analyze how and in which circumstances the ill-conditioning due to these eigenvalues effectively spoils the convergence of iterative methods like Krylov subspace methods.

## Structure of the thesis

The thesis is organized as follows.
Chapter 1 introduces several linear systems that one needs to solve in unconstrained and constrained optimization methods. We focus on the indefinite linear systems with a block structure called saddle-point systems. More precisely, we study KKT systems, related to the Karush-Kuhn-Tucker optimality conditions, and symmetric quasi-definite (SQD) systems. We then address the properties associated to both kinds of system. The large range of methods which can solve symmetric indefinite linear systems shows the importance of this topic in the optimization community.

Chapter 2 leads the reader in the field of iterative techniques for solving linear systems and develops the framework of preconditioners that will serve as the basis for our contributions. Some methods belonging to the class of Krylov subspace methods are presented. We also discuss the block diagonal preconditioner studied in Golub, Greif and Varah (2006). Most of the results of Chapter 1 and Chapter 2 can be found in the literature. However, these results are adapted and presented in a form suitable to motivate the design and allow the forthcoming analysis of preconditioners.

Chapter 3 presents approximations of the inverse of the $(1,1)$ block and of the Schur complement using spectral information extracted from this $(1,1)$ block in KKT systems and SQD systems. We analyse in both cases the eigenvalues distribution of the preconditioned Schur complement and we illustrate on a test example.

Chapter 4 proposes two new approximations of the "ideal" block diagonal preconditioner given by Murphy, Golub and Wathen (2000) using the previous approximations of the inverse of the $(1,1)$ block and of the Schur complement. We next study the eigenvalues distribution of preconditioned KKT and SQD systems and we compare these two preconditioners. Finally, we focus on KKT systems to develop in detail the formulation of the preconditioners combined with a first level of preconditioning.

Chapter 5 analyses and compares the behaviour of the spectral preconditioners introduced previously on a problem in fluid dynamics called the Stokes problem and generated with the Matlab package ifiss.

Chapter 6 focusses on KKT systems and first analyses the interaction between blocks through the inverse of the Schur complement approximation. We show the configurations according to which the influence of the small eigenvalues of $A$ can have an effect on the convergence of iterative methods. We give a toy example and some numerical illustrations based on the explicit construction of a $(1,2)$ block to give some intuition of this interaction. We next refine the bounds on the eigenvalues of a KKT matrix by theoretical developments and finally give a new cheapest alternative to our preconditioners.

Chapter 7 presents some practical considerations. We first analyse how to combine a first level of preconditioning with the preconditioner developed in Giraud, Ruiz and Touhami (2006) which allows to extract partial spectral information of the $(1,1)$ block. A practical approach, showing a practical implementation of the approximation of the inverse of the $(1,1)$ block, is developed in the last part of this chapter.

## Contribution

If a cited result is already available in the literature, we only mention a reference without giving a proof. The main contribution based on work with my supervisor Annick Sartenaer and my colleague Daniel Ruiz, are summarized as follows:

1. Theorem 2.9 (Chapter 2) analyses and motivates the choice of some parameter $\omega$ introduced in the block diagonal preconditioner developed by Golub et al. (2006).
2. We propose in Section 3.2 for KKT matrices and in Section 3.2.2 for SQD matrices spectral approximations of the inverse of the Schur complement using an approximation of the inverse of the $(1,1)$ block known as spectral low rank update approach developed by Carpentieri, Duff and Giraud (2003) . Theorem 3.1 and Theorem 3.4 establish lower and upper bounds on the eigenvalues of the preconditioned Schur complement in both cases.
3. Chapter 4 introduces two spectral preconditioners based on spectral approximations of the inverse of the $(1,1)$ block and of the Schur complement introduced in Chapter 3 for the KKT and SQD systems. Theorems 4.1 and 4.3 for KKT matrices and Theorems 4.4 and 4.5 for SQD matrices analyse their spectral properties. Sections 4.3 and 4.4 give a comparison between both preconditioners. Section 4.5 combines these preconditioners with a first level of preconditioning for the KKT systems.
4. Chapter 5 illustrates the numerical behaviour of the proposed preconditioners on the Stokes problem.
5. Chapter 6 studies in detail the interaction between blocks in KKT systems with a first analysis through the Schur complement approximation in Section 6.1 and some illustrations in Section 6.2. Section 6.3, by means of a theoretical analysis, refines the interval in Rusten and Winther (1992), associated to the positive eigenvalues in KKT matrices (Theorem 6.10). Finally, section 6.4 studies the possibility of reducing the low rank update in the inverse of the approximation of the Schur complement and generalizes the block diagonal preconditioner.
6. Based on the work of Golub, Ruiz and Touhami (2007), Chapter 7 gives new theoretical results (Theorems 7.1 and 7.2 ) on how to combine a first level preconditioner with the preconditioner developed in Golub et al. (2007) to extract desired spectral information of the $(1,1)$ block. Section 7.2 introduces an approximation of the spectral low rank update approach of the $(1,1)$ block (Theorems 7.4 and 7.5).

A first paper related to this work and entitled "Using partial spectral information for block diagonal preconditioning of saddle-point systems" has been submitted to $\operatorname{COAP}^{(1)}$. A second paper based on Chapter 6 is currently in preparation.

[^0]
## $-1$

## Introduction to optimization methods leading to systems of equations

The topic of interest of this thesis is a detailed study of large linear systems, called saddle-point systems, of the form

$$
\left[\begin{array}{cc}
A & B  \tag{1.1}\\
B^{T} & -C
\end{array}\right]\left[\begin{array}{l}
u \\
v
\end{array}\right]=\left[\begin{array}{l}
f \\
g
\end{array}\right],
$$

where the square matrix $A$ of order $n$ is symmetric, sparse and ill-conditioned, and such that some spectral information on $A$ is available. The matrix $B$ is rectangular of size $n \times m$ with $m \leq n$, while the square matrix $C$ is of order $m$ and symmetric. The matrix in (1.1),

$$
\mathcal{A}:=\left[\begin{array}{cc}
A & B  \tag{1.2}\\
B^{T} & -C
\end{array}\right],
$$

is often called a saddle-point matrix or, in the case where $C=0$, a KKT matrix, in reference to the Karush-Kuhn-Tucker's first-order necessary optimality conditions used to solve constrained optimization problems. In the case where the matrices $A$ and $C$ are positive definite, the matrix $\mathcal{A}$ is called symmetric quasi-definite, or $S Q D$ for short. We focus on the solution of saddle-point linear systems of the KKT form,

$$
\mathcal{A}_{K K T} x=b \equiv\left[\begin{array}{cc}
A & B  \tag{1.3}\\
B^{T} & 0
\end{array}\right]\left[\begin{array}{l}
u \\
v
\end{array}\right]=\left[\begin{array}{l}
f \\
g
\end{array}\right],
$$

where $A \in \mathbb{R}^{n \times n}$ is symmetric and $B \in \mathbb{R}^{n \times m}$ has a full column $\operatorname{rank}(m \leq n)$ and on systems of the SQD form,

$$
\mathcal{A}_{S Q D} x=b \equiv\left[\begin{array}{cc}
A & B  \tag{1.4}\\
B^{T} & -C
\end{array}\right]\left[\begin{array}{l}
u \\
v
\end{array}\right]=\left[\begin{array}{l}
f \\
g
\end{array}\right],
$$

where $A \in \mathbb{R}^{n \times n}$ and $C \in \mathbb{R}^{n \times n}$ are symmetric positive definite and $B \in \mathbb{R}^{n \times m}$ ( $m \leq n$ ).

The system (1.1) arises in many areas of computational science and engineering, as in computational fluid dynamics (Elman, Silvester and Wathen, 2005), in electromagnetism (Perugia, Simoncini and Arioli, 1999), in optimal control (Battermann and Heinkenschloss, 1997, Battermann and Sachs, 2001) and in weighted least-squares problems (Björck, 1996). This system also emerges as subproblems in different methods for general constrained optimization (Gill, Murray and Wright, 1981, Nocedal and Wright, 2006). In particular, the SQD matrix appears in regularized interior-point methods (Friedlander and Orban, 2012). Since the late 1990s, there has been a surge of interest in saddlepoint systems. Hence, numerous solution techniques have been proposed for this type of systems. Benzi, Golub and Liesen (2005) gave a first survey in which they presented a set of methods for solving these systems.

This work cannot reasonably cover all the different areas involving the solution of saddle-point systems. Instead, we focus on the KKT and SQD systems and we motivate the topic of this thesis by giving the general context of some optimization results in the unconstrained and constrained cases. Section 1.1 introduces the general concepts of unconstrained optimization that will be needed in the constrained case. Section 1.2 presents classes of constrained optimization methods leading to the solution of KKT or SQD systems. Finally, we establish that the KKT and SQD matrices are indefinite and we also introduce important properties of these matrices such as their invertibility or the existence of a factorization.

We only focus in this chapter on tools that we need afterwards and we highlight the systems that are of interest in the remainder of this work. This overview of unconstrained and constrained optimization methods is thus far from complete. We refer the reader to the books of Gill et al. (1981) and Nocedal and Wright (2006) for more details.

### 1.1 Unconstrained optimization

A general unconstrained optimization problem is defined as

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{n}} f(x), \tag{1.5}
\end{equation*}
$$

where the objective function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ denotes the (continuous) function to minimize. A global minimizer of this problem is a vector $x^{\star} \in \mathbb{R}^{n}$ satisfying

$$
f\left(x^{\star}\right) \leq f(x) \quad \forall x \in \mathbb{R}^{n} .
$$

Generally, it can be difficult to find a global minimizer of $f$ while the identification of a point $x^{\star}$ achieving the smallest value of $f$ in a neighborhood $\mathcal{N}$ of $x^{\star}$ is easier. Such a point is called a local minimizer and this terminology distinguishes it from a strict local minimizer, which is a point $x^{\star}$ such that $f\left(x^{\star}\right)<f(x)$ for all $x \in \mathcal{N}$ with $x \neq x^{\star}$. When the objective function $f$ is convex, we have a strong property given by the following theorem.

Theorem 1.1 When $f$ is a convex function, any local minimizer $x^{\star}$ is a global minimizer of $f$. If in addition $f$ is differentiable, then any stationary point $x^{\star}$ is a global minimizer of $f$.

Proof. See, e.g., (Nocedal and Wright, 2006, p.16)
Assuming that the objective function $f$ is at least twice continuously differentiable $\left(f \in \mathcal{C}^{2}\right)$, we define the gradient and the Hessian of $f$.

Definition 1.1 The gradient of $f$ is the vector of first partial derivatives whose $i$-th component is $\partial f(x) / \partial x_{i}$, and is denoted by $\nabla f(x)$.

Definition 1.2 The Hessian of $f$ is the matrix of second partial derivatives whose $i, j$-th component is $\partial^{2} f(x) / \partial x_{i} \partial x_{j}$, and is denoted by $\nabla^{2} f(x)$.

### 1.1.1 Optimality conditions

The following theorem states the first and the second-order necessary optimality conditions for problem (1.5). Assuming that $x^{\star}$ is a local minimizer, one can deduce properties about the gradient $\nabla f\left(x^{\star}\right)$ and the Hessian $\nabla^{2} f\left(x^{\star}\right)$.

## Theorem 1.2

## First-order necessary optimality conditions

If $x^{\star}$ is a local minimizer of $f$ and $f$ is continuously differentiable in an open neighborhood of $x^{\star}$, then $\nabla f\left(x^{\star}\right)=0$.

## Second-order necessary optimality conditions

If $x^{\star}$ is a local minimizer of $f$ and $\nabla^{2} f$ exists and is continuous in an open neighborhood of $x^{\star}$, then $\nabla f\left(x^{\star}\right)=0$ and $\nabla^{2} f\left(x^{\star}\right)$ is positive semidefinite.

Proof. See, e.g., (Nocedal and Wright, 2006, pp. 14 - 15)
We can guarantee that $x^{\star}$ is a strict local minimizer of $f$ if we have sufficient conditions on the derivatives of $f$ at the point $x^{\star}$.

## Theorem 1.3 Second-order sufficient optimality conditions

If $\nabla^{2} f$ is continuous in an open neighborhood of $x^{\star}, \nabla f\left(x^{\star}\right)=0$ and $\nabla^{2} f\left(x^{\star}\right)$ is positive definite, then $x^{\star}$ is a strict local minimizer of $f$.

Proof. See, e.g., (Nocedal and Wright, 2006, p.16)
We now consider a well-known problem in unconstrained optimization, the case where the objective function is quadratic. Let us suppose that

$$
\begin{equation*}
q(x):=\frac{1}{2} x^{T} A x-b^{T} x \tag{1.6}
\end{equation*}
$$

with $A \in \mathbb{R}^{n \times n}$ and $b \in \mathbb{R}^{n}$. By the second-order sufficient optimality conditions, if $x^{\star}$ is a local minimizer, the gradient given by $\nabla q\left(x^{\star}\right)=A x^{\star}-b$ has to be zero and the Hessian, $\nabla^{2} q\left(x^{\star}\right)=A$, has to be positive definite. In this case, the minimizer $x^{\star}$ of $q(x)$ is the unique solution of a linear system of the form

$$
\begin{equation*}
A x=b, \tag{1.7}
\end{equation*}
$$

with a symmetric positive definite matrix $A$. Solving this kind of linear system is an active research area and is very important in scientific computing. We will come back to this in Chapter 2.

### 1.1.2 Newton's method

In practice, at the light of the first-order necessary optimality condition, practical algorithms rely on the (approximate) solution of the nonlinear system

$$
\nabla f(x)=0
$$

of $n$ equations with $n$ unknowns, to solve the optimization problem (1.5). We consider Newton's method which is an iterative method used to generate a sequence of points, starting at an initial guess $x_{0}$ and hopefully converging towards a point $x^{\star}$ at which $\nabla f\left(x^{\star}\right)=0$ holds. To compute the next iterate $x_{k+1}$ from the current iterate $x_{k}$, the objective function is replaced by a secondorder Taylor approximation built around this current iterate $x_{k}$,

$$
f\left(x_{k}+p\right) \approx f\left(x_{k}\right)+\nabla f\left(x_{k}\right)^{T} p+\frac{1}{2} p^{T} \nabla^{2} f\left(x_{k}\right) p
$$

where $p \in \mathbb{R}^{n}$. This quadratic approximation of $f$ around $x_{k}$ has a unique minimizer if $\nabla^{2} f\left(x_{k}\right)$ is positive definite. Its gradient,

$$
\nabla f\left(x_{k}\right)+\nabla^{2} f\left(x_{k}\right) p,
$$

is then set equal to zero, which leads to a set of linear equations to solve,

$$
\begin{equation*}
\nabla^{2} f\left(x_{k}\right) p=-\nabla f\left(x_{k}\right) \tag{1.8}
\end{equation*}
$$

which are known as the Newton equations. If the Hessian $\nabla^{2} f\left(x_{k}\right)$ is positive definite, the solution $p_{k}$ is thus unique and one can define the next iterate as

$$
x_{k+1}=x_{k}+p_{k} .
$$

Note that Newton's method often does not converge if the initial point $x_{0}$ is not close enough to a local minimizer. The line-search and trust-region approaches (see, e.g., Conn, Gould and Toint, 2000 and Nocedal and Wright, 2006) are two strategies which ensure, under appropriate assumptions, global convergence, i.e., convergence from any starting point. Note also that in many cases, the Hessian can be indefinite or singular, or unavailable or too expensive to compute at every iteration; then Newton's method cannot be applied. In practice, one uses quasi-Newton methods that do not need to directly evaluate the Hessian but that use a suitable approximation (see, e.g., Nocedal and Wright, 2006).

Observe that (1.8) is a symmetric system. In constrained optimization, Newton's method is also used in some approaches but leading to symmetric systems of equations of the KKT or SQD form. In Section 1.2, some methods for constrained optimization problems are considered and we highlight these systems.

### 1.2 Constrained optimization

We now add equality and inequality constraints to (1.5)

$$
\begin{array}{rl}
\min _{x \in \mathbb{R}^{n}} & f(x) \\
\text { s.t. } & \begin{cases}c_{i}(x)=0, & i \in \mathcal{E} \\
c_{i}(x) \geq 0, & i \in \mathcal{I}\end{cases} \tag{1.9}
\end{array}
$$

where $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is the objective function and $c_{i}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ for all $i \in \mathcal{E} \cup \mathcal{I}$ are the constraint functions. The two disjoint index sets $\mathcal{E}$ and $\mathcal{I}$ correspond to the indices of the equality and inequality constraints respectively, and are of size $n_{\mathcal{E}}$ and $n_{\mathcal{I}}$. For later use, we also introduce the functions $c_{\mathcal{E}}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n_{\mathcal{E}}}$ and $c_{\mathcal{I}}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n_{\mathcal{I}}}$ defined as $c_{\mathcal{E}}(x)^{T}=\left[c_{1}(x) \ldots c_{n_{\mathcal{E}}}(x)\right]$ and $c_{\mathcal{I}}(x)^{T}=\left[c_{1}(x) \ldots c_{n_{\mathcal{I}}}(x)\right]$, respectively.

Definition 1.3 The feasible set $\Omega$ is the set of feasible points $x$, i.e., those that satisfy the constraints,

$$
\Omega:=\left\{x \in \mathbb{R}^{n} \text { such that } c_{i}(x)=0, i \in \mathcal{E} \text { and } c_{i}(x) \geq 0, i \in \mathcal{I}\right\} .
$$

Extending the definitions of the unconstrained case, we obtain the following definitions for the different types of solutions of problem (1.9). A global solution of (1.9) is a vector $x^{\star} \in \Omega$ satisfying

$$
f\left(x^{\star}\right) \leq f(x) \quad \forall x \in \Omega .
$$

A vector $x^{\star} \in \Omega$ is called a local solution when $f\left(x^{\star}\right) \leq f(x)$ forall $x \in \mathcal{N} \cap \Omega$, where $\mathcal{N}$ is a neighborhood of $x^{\star}$. Finally, we define a strict local solution as a point $x^{\star} \in \Omega$ such that $f\left(x^{\star}\right)<f(x)$ for all $x \in \mathcal{N} \cap \Omega$ with $x \neq x^{\star}$.

Definition 1.4 For $c: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$, the Jacobian $J(x)$ is defined as the $n \times m$ matrix

$$
J(x):=\left[\nabla c_{1}(x) \nabla c_{2}(x) \ldots \nabla c_{m}(x)\right]^{T}
$$

where $c_{i}$ is the $i$ th component of $c$.
We denote by $J_{\mathcal{E}}(x) \in \mathbb{R}^{n_{\mathcal{E}} \times n}$ and $J_{\mathcal{I}}(x) \in \mathbb{R}^{n_{\mathcal{I}} \times n}$ the Jacobian of the equality and inequality constraints, respectively.

### 1.2.1 Optimality conditions

As in the unconstrained case, there exist first and second-order optimality conditions. In this section, we only focus on first-order necessary optimality conditions. We first define some concepts and notation needed in the remainder of this section.

Definition 1.5 The Lagrangian function for problem (1.9) is defined as

$$
\mathcal{L}(x, y, z):=f(x)-y^{T} c_{\mathcal{E}}(x)-z^{T} c_{\mathcal{I}}(x),
$$

where the components of $y \in \mathbb{R}^{n_{\mathcal{E}}}$ and $z \in \mathbb{R}^{n_{\mathcal{I}}}$ are called the Lagrange multipliers.

Definition 1.6 The active set $\mathcal{A}(x)$ at a given feasible point $x$ is the set of indices of the constraints $c_{i}$ satisfied as equalities at $x$,

$$
\mathcal{A}(x):=\mathcal{E} \cup\left\{i \in \mathcal{I} \text { such that } c_{i}(x)=0\right\} .
$$

At a feasible point $x$, any inequality constraint satisfied as equality at $x$ is called active, while any inequality constraint satisfied as strict inequality is called inactive.

Definition 1.7 The linear independence constraint qualification (LICQ) condition holds at a feasible point $x$ for problem (1.9) if the gradients of the active constraints at $x$,

$$
\left\{\nabla c_{i}(x), i \in \mathcal{A}(x)\right\}
$$

are linearly independent.

The first-order necessary optimality conditions given in the following theorem are called the Karush-Kuhn-Tucker conditions, or KKT conditions for short, and state first-order necessary optimality conditions for $x^{\star}$ to be a local solution. These conditions were derived by Karush in his master's thesis at the University of Chicago in 1939, but it is only in 1950, when the mathematicians Kuhn and Tucker published their work, that the theory of constrained optimization emerged (see Karush, 1939, and Kuhn and Tucker, 1950).

## Theorem 1.4

## First-order necessary optimality conditions

Suppose that $x^{\star}$ is a local solution of (1.9), that the functions $f$ and $\left\{c_{i}\right\}_{i \in \mathcal{E} \cup \mathcal{I}}$ in (1.9) are continuously differentiable and that the LICQ condition holds at $x^{\star}$. Then there are Lagrange multiplier vectors $y^{\star} \in \mathbb{R}^{n_{\mathcal{E}}}$ and $z^{\star} \in \mathbb{R}^{n_{\mathcal{I}}}$, with components $y_{i}^{\star}, i \in \mathcal{E}$, and $z_{i}^{\star}, i \in \mathcal{I}$, such that the following conditions are satisfied at $\left(x^{\star}, y^{\star}, z^{\star}\right)$

$$
\begin{align*}
\nabla_{x} \mathcal{L}\left(x^{\star}, y^{\star}, z^{\star}\right) & =0  \tag{1.10}\\
c_{\mathcal{E}}\left(x^{\star}\right) & =0  \tag{1.11}\\
c_{\mathcal{I}}\left(x^{\star}\right) & \geq 0,  \tag{1.12}\\
z_{i}^{\star} & \geq 0, \text { for all } i \in \mathcal{I}  \tag{1.13}\\
z_{i}^{\star} c_{i}\left(x^{\star}\right) & =0, \text { for all } i \in \mathcal{I} . \tag{1.14}
\end{align*}
$$

Proof. See, e.g., (Nocedal and Wright, 2006, Section 12.4)
Condition (1.10) is known as the stationarity condition. By Definition 1.5 of the Lagrangian function, we can rewrite the stationarity condition as

$$
\nabla_{x} \mathcal{L}\left(x^{\star}, y^{\star}, z^{\star}\right)=\nabla f\left(x^{\star}\right)-J_{\mathcal{E}}\left(x^{\star}\right)^{T} y^{\star}-J_{\mathcal{I}}\left(x^{\star}\right)^{T} z^{\star}=0,
$$

with $J_{\mathcal{E}}\left(x^{\star}\right)$ and $J_{\mathcal{I}}\left(x^{\star}\right)$ the Jacobian of the equality and inequality constraints at $x^{\star}$, respectively. The conditions (1.11) and (1.12) imply the feasibility of $x^{\star}$, while conditions (1.14) imply that either the inequality constraint $i$ is active or the associated Lagrange multiplier is nul, or possibly both. These conditions are known as the complementarity conditions. In addition, condition (1.13) imposes nonnegative Lagrange multipliers for the inequality constraints.

For later use (in Chapter 6, Section 6.3.3), we also give the F. John Theorem below (see, e.g., Hiriart-Urruty, 1996) that states first-order necessary optimality conditions for problem (1.9) without any constraint qualification condition.

Theorem 1.5 Suppose that $x^{\star}$ is a local solution of (1.9) and that the functions $f$ and $\left\{c_{i}\right\}_{i \in \mathcal{E} \cup \mathcal{I}}$ in (1.9) are continuously differentiable. Then there is a scalar $u^{\star} \in \mathbb{R}$ and vectors $y^{\star} \in \mathbb{R}^{n_{\mathcal{E}}}$ and $z^{\star} \in$ $\mathbb{R}^{n_{\mathcal{I}}}$, with components $y_{i}^{\star}, i \in \mathcal{E}$, and $z_{i}^{\star}, i \in \mathcal{I}$ such that the vector $\left[u^{\star}, y^{\star}, z^{\star}\right] \in \mathbb{R} \times \mathbb{R}^{n_{\mathcal{E}}} \times \mathbb{R}^{n_{\mathcal{I}}}$ is nonzero and the following conditions are satisfied at $\left(x^{\star}, u^{\star}, y^{\star}, z^{\star}\right)$ with

$$
\begin{aligned}
u^{\star} \nabla f\left(x^{\star}\right)-J_{\mathcal{E}}\left(x^{\star}\right)^{T} y^{\star}-J_{\mathcal{I}}\left(x^{\star}\right)^{T} z^{\star} & =0, \\
z_{i}^{\star} & \geq 0, \text { for all } i \in \mathcal{I}, \\
z_{i}^{\star} c_{i}\left(x^{\star}\right) & =0, \text { for all } i \in \mathcal{I} .
\end{aligned}
$$

Proof. See, e.g., (Hiriart-Urruty, 1996, Theorem 3.1)
In the next sections, we focus on some methods for constrained optimization leading to the solution of KKT or SQD systems. We first consider the quadratic programming, which often appears as subproblems in some methods for general constrained optimization. Then we focus on some approaches to solve general constrained optimization problems as, for instance, the sequential quadratic programming leading to KKT systems, or the interior-point method leading to SQD systems.

### 1.2.2 Quadratic programming

In this section, we consider the constrained optimization problem where the objective function is quadratic and the constraints are all equalities and linear. This type of problem arises in several applications but also as subproblems in methods for general constrained optimization, such as sequential quadratic programming, augmented Lagrangian methods and interior-point methods. Let us consider the general form

$$
\begin{array}{rl}
\min _{x \in \mathbb{R}^{n}} & q(x):=\frac{1}{2} x^{T} A x-b^{T} x  \tag{1.15}\\
\text { s.t. } & B^{T} x=c
\end{array}
$$

where $A=A^{T} \in \mathbb{R}^{n \times n}, b \in \mathbb{R}^{n}, B^{T} \in \mathbb{R}^{m \times n}$ is the Jacobian of the constraints ( $m \leq n$ ) and $c \in \mathbb{R}^{m}$. The Lagrangian function for the quadratic problem (1.15) is given by

$$
\mathcal{L}(x, y)=\frac{1}{2} x^{T} A x-b^{T} x-y^{T}\left(B^{T} x-c\right),
$$

where $y \in \mathbb{R}^{m}$ is the vector of Lagrange multipliers. The KKT conditions (1.10) - (1.11) for problem (1.15) state that there exist vectors $x^{\star} \in \mathbb{R}^{n}$ and $y^{\star} \in \mathbb{R}^{m}$ such that the following system of equations is satisfied,

$$
\left\{\begin{aligned}
A x^{\star}-b-B y^{\star} & =0 \\
B^{T} x^{\star}-c & =0
\end{aligned}\right.
$$

or, equivalently,

$$
\left[\begin{array}{cc}
A & B  \tag{1.16}\\
B^{T} & 0
\end{array}\right]\left[\begin{array}{c}
x^{\star} \\
-y^{\star}
\end{array}\right]=\left[\begin{array}{l}
b \\
c
\end{array}\right] .
$$

The KKT conditions for problem (1.15) thus amount to solve the KKT system (1.16).

### 1.2.3 Sequential quadratic programming

In this section, we consider the method for constrained problems called sequential quadratic programming (SQP) introduced by Wilson (1963). We only focus on the case where we have equality constraints so that the problem can be stated as

$$
\begin{array}{rl}
\min _{x \in \mathbb{R}^{n}} & f(x)  \tag{1.17}\\
\text { s.t. } & c_{\mathcal{E}}(x)=0 .
\end{array}
$$

The idea behind this method is to solve, at a given iteration $k$, a quadratic subproblem of the form (1.15), and to use its solution to construct the next iterate. One replaces the objective function at the current iterate $x_{k} \in \mathbb{R}^{n}$ by its local quadratic approximation defined by a second-order Taylor approximation at $x_{k}$,

$$
f(x) \approx f\left(x_{k}\right)+\nabla f\left(x_{k}\right)^{T}\left(x-x_{k}\right)+\frac{1}{2}\left(x-x_{k}\right)^{T} \nabla^{2} f\left(x_{k}\right)\left(x-x_{k}\right)
$$

while the constraints are linearized around $x_{k}$,

$$
c_{\mathcal{E}}(x) \approx c_{\mathcal{E}}\left(x_{k}\right)+J_{\mathcal{E}}\left(x_{k}\right)\left(x-x_{k}\right)
$$

with $J_{\mathcal{E}}(x)$ denoting the Jacobian of the equality constraints. If we set $p=x-x_{k}$, we get a quadratic problem of the following form

$$
\begin{array}{rl}
\min _{p \in \mathbb{R}^{n}} & f\left(x_{k}\right)+\nabla f\left(x_{k}\right)^{T} p+\frac{1}{2} p^{T} \nabla^{2} f\left(x_{k}\right) p  \tag{1.18}\\
\text { s.t. } & c_{\mathcal{E}}\left(x_{k}\right)+J_{\mathcal{E}}\left(x_{k}\right) p=0
\end{array}
$$

As we have seen in the previous section, we have that the KKT conditions (1.10) - (1.11) are equivalent to solve the following system of equations for problem (1.18),

$$
\left[\begin{array}{cc}
\nabla^{2} f\left(x_{k}\right) & J_{\mathcal{E}}\left(x_{k}\right)^{T} \\
J_{\mathcal{E}}\left(x_{k}\right) & 0
\end{array}\right]\left[\begin{array}{c}
p^{\star} \\
-y^{\star}
\end{array}\right]=-\left[\begin{array}{c}
\nabla f\left(x_{k}\right) \\
c_{\mathcal{E}}\left(x_{k}\right)
\end{array}\right],
$$

where $y^{\star} \in \mathbb{R}^{n_{\mathcal{E}}}$ is the vector of Lagrange multipliers. We can see that sequential quadratic programming requires to solve systems of the KKT form at each iteration. We refer the reader to Nocedal and Wright (2006) for more details.

### 1.2.4 Augmented Lagrangian method

We now consider another approach to solve general constrained optimization problems known as the augmented Lagrangian method (see Hestenes, 1969, and Powell, 1969). This technique consists in replacing a constrained optimization problem by an unconstrained one which combines the objective function and the constraint violation in some way. As in the previous section, we only focus on problems with equality constraints of the form (1.17) and we consider the approach introduced in this context by Nocedal and Wright (2006), Section 17.3.

Consider the Lagrangian function of problem (1.17),

$$
\begin{equation*}
\mathcal{L}(x, y)=f(x)-y^{T} c_{\mathcal{E}}(x) \tag{1.19}
\end{equation*}
$$

where $y \in \mathbb{R}^{n_{\mathcal{E}}}$ is the vector of Lagrange multipliers. The method considers the Lagrangian function with a quadratic penalty term,

$$
\begin{align*}
\mathcal{L}(x, y ; \mu) & =\mathcal{L}(x, y)+\frac{\mu}{2}\left\|c_{\mathcal{E}}(x)\right\|_{2}^{2} \\
& =f(x)-y^{T} c_{\mathcal{E}}(x)+\frac{\mu}{2}\left\|c_{\mathcal{E}}(x)\right\|_{2}^{2} \tag{1.20}
\end{align*}
$$

where $\mu>0$ is called the penalty parameter. The first-order necessary optimality conditions given in Theorem 1.2, implies to solve the nonlinear equations $\nabla \mathcal{L}(x, y ; \mu)=0$, or, equivalently,

$$
\left[\begin{array}{l}
\nabla_{x} \mathcal{L}(x, y ; \mu) \\
\nabla_{y} \mathcal{L}(x, y ; \mu)
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right] .
$$

As we have seen in Section 1.1.2, to find the roots of the nonlinear system $\nabla \mathcal{L}(x, y ; \mu)=0$, one can apply Newton's method and solve the Newton equations

$$
\nabla^{2} \mathcal{L}(x, y ; \mu) p=-\nabla \mathcal{L}(x, y ; \mu)
$$

or, equivalently,

$$
\left[\begin{array}{cc}
\nabla_{x x}^{2} \mathcal{L}(x, y ; \mu) & \nabla_{x y}^{2} \mathcal{L}(x, y ; \mu)  \tag{1.21}\\
\nabla_{y x}^{2} \mathcal{L}(x, y ; \mu) & \nabla_{y y}^{2} \mathcal{L}(x, y ; \mu)
\end{array}\right]\left[\begin{array}{c}
p_{x} \\
p_{y}
\end{array}\right]=-\left[\begin{array}{c}
\nabla_{x} \mathcal{L}(x, y ; \mu) \\
\nabla_{y} \mathcal{L}(x, y ; \mu)
\end{array}\right],
$$

with $p_{x} \in \mathbb{R}^{n}$ and $p_{y} \in \mathbb{R}^{n_{\mathcal{E}}}$. The components of the gradient of the augmented Lagrangian (1.20) are given by

$$
\begin{align*}
\nabla_{x} \mathcal{L}(x, y ; \mu) & =\nabla f(x)-J_{\mathcal{E}}(x)^{T} y+\mu J_{\mathcal{E}}(x)^{T} c_{\mathcal{E}}(x) \\
& =\nabla_{x} \mathcal{L}(x, y)+\mu J_{\mathcal{E}}(x)^{T} c_{\mathcal{E}}(x) \tag{1.22}
\end{align*}
$$

and

$$
\begin{equation*}
\nabla_{y} \mathcal{L}(x, y ; \mu)=-c_{\mathcal{E}}(x) \tag{1.23}
\end{equation*}
$$

while the components of its Hessian are given by

$$
\begin{align*}
& \nabla_{x x}^{2} \mathcal{L}(x, y ; \mu)=\nabla_{x x}^{2} \mathcal{L}(x, y)+\mu J_{\mathcal{E}}(x)^{T} J_{\mathcal{E}}(x)+\mu \sum_{i \in \mathcal{E}} c_{i}(x) \nabla^{2} c_{i}(x)  \tag{1.24}\\
& \nabla_{y y}^{2} \mathcal{L}(x, y ; \mu)=0_{n \mathcal{E}} \tag{1.25}
\end{align*}
$$

and

$$
\begin{equation*}
\nabla_{x y}^{2} \mathcal{L}(x, y ; \mu)=-J_{\mathcal{E}}(x)^{T} \tag{1.26}
\end{equation*}
$$

Substituting in the Newton equations (1.21) yields the following KKT system

$$
\left[\begin{array}{cc}
\nabla_{x x}^{2} \mathcal{L}(x, y ; \mu) & -J_{\mathcal{E}}(x)^{T} \\
-J_{\mathcal{E}}(x) & 0_{n_{\mathcal{E}}}
\end{array}\right]\left[\begin{array}{c}
p_{x} \\
p_{y}
\end{array}\right]=-\left[\begin{array}{c}
\nabla_{x} \mathcal{L}(x, y)+\mu J_{\mathcal{E}}(x)^{T} c_{\mathcal{E}}(x) \\
-c_{\mathcal{E}}(x)
\end{array}\right]
$$

where the $(1,1)$ block is given by $(1.24)$.
As we have shown in this section and the previous one, we can solve optimization problems with equality constraints with two approaches: sequential quadratic programming or augmented Lagrangian ${ }^{(1)}$. In both cases, the key point is to solve systems of KKT form. In the next section, we consider an approach called interior-point method where we consider a constrained optimization problem with equality and inequality constraints.

[^1]
### 1.2.5 Interior-point method

In this section, we consider a constrained optimization problem with equality and inequality constraints,

$$
\begin{array}{rl}
\min _{x \in \mathbb{R}^{n}} & f(x) \\
\text { s.t. } & c_{\mathcal{E}}(x)=0  \tag{1.27}\\
& c_{\mathcal{I}}(x) \geq 0 .
\end{array}
$$

We analyse a type of methods called interior-point methods suggested by Frisch (1955) and later developed by Fiacco and McCormick (1968), that require all iterates to strictly satisfy the inequality constraints in the problem and to respect the equality constraints. We refer the reader to the book on interior-point methods for linear programming (see, e.g., Wright, 1997) and to surveys on nonlinear optimization (see, e.g., Forsgren, Gill and Wright, 2002, Gould, Orban and Toint, 2005 and Nocedal and Wright, 2006). A subclass of interior-point methods adopting the most efficient practical approaches are known as primal-dual methods and were introduced in the early 1990s (see, e.g., Wright, 1997, and Nocedal and Wright, 2006).

As in Nocedal and Wright (2006), the inequality constraint of problem (1.27) can be reformulated as two constraints (one inequality and one equality) by adding a new variable $s \in \mathbb{R}^{n_{\mathcal{I}}}$ called a slack variable. One can indeed transform problem (1.27) into

$$
\begin{array}{rl}
\min _{x \in \mathbb{R}^{n}, s \in \mathbb{R}^{n_{\mathcal{I}}}} & f(x) \\
\text { s.t. } & c_{\mathcal{E}}(x)=0  \tag{1.28}\\
& c_{\mathcal{I}}(x)-s=0 \\
& s \geq 0 .
\end{array}
$$

We then replace the non-negativity constraint in problem (1.28) by a logarithmic term called barrier term in the objective function,

$$
\begin{array}{rl}
\min _{x \in \mathbb{R}^{n}, s \in \mathbb{R}^{n_{\mathcal{I}}}} & f(x)-\omega \sum_{i \in \mathcal{I}} \ln s_{i} \\
\text { s.t. } & c_{\mathcal{E}}(x)=0  \tag{1.29}\\
& c_{\mathcal{I}}(x)-s=0,
\end{array}
$$

with $\omega>0$ being a barrier parameter and $s_{i}$ being a component of $s$. The feasible set of problem (1.29) is the set of strictly feasible points for problem (1.28). The minimization of the barrier term $-\omega \sum_{i \in \mathcal{I}} \ln s_{i}$ in (1.29) prevents the components of $s$ from becoming too close to zero.

The Lagrangian function for problem (1.29) is given by

$$
\mathcal{L}(x, s, y, z)=f(x)-\omega \sum_{i \in \mathcal{I}} \ln s_{i}-y^{T} c_{\mathcal{E}}(x)-z^{T}\left(c_{\mathcal{I}}(x)-s\right)
$$

where $y \in \mathbb{R}^{n_{\mathcal{E}}}$ and $z \in \mathbb{R}^{n_{\mathcal{I}}}$ are the vectors of Lagrange multipliers. We write the KKT conditions (1.10)-(1.11) for problem (1.29) as follows,

$$
\begin{aligned}
\nabla_{x} \mathcal{L}(x, s, y, z) & =0 \\
\nabla_{s} \mathcal{L}(x, s, y, z) & =0 \\
c_{\mathcal{E}}(x) & =0 \\
c_{\mathcal{I}}(x)-s & =0
\end{aligned}
$$

which is equivalent to $\nabla \mathcal{L}(x, s, y, z)$ where the gradient of the Lagrangian function is given by

$$
\nabla \mathcal{L}(x, s, y, z)=\left[\begin{array}{c}
\nabla_{x} \mathcal{L}(x, s, y, z) \\
\nabla_{s} \mathcal{L}(x, s, y, z) \\
\nabla_{y} \mathcal{L}(x, s, y, z) \\
\nabla_{z} \mathcal{L}(x, s, y, z)
\end{array}\right]=\left[\begin{array}{c}
\nabla f(x)-J_{\mathcal{E}}(x)^{T} y-J_{\mathcal{I}}(x)^{T} z \\
-\omega S^{-1} e+z \\
-c_{\mathcal{E}}(x) \\
-c_{\mathcal{I}}(x)+s
\end{array}\right]
$$

with $S$ being the diagonal matrix whose diagonal entries are given by the vector $s>0$ while $e=[1,1, \ldots, 1]^{T} \in \mathbb{R}^{n_{\mathcal{I}}}$. As we have seen in Section 1.1.2, to find the roots of the nonlinear system $\nabla \mathcal{L}(x, s, y, z)=0$, one can solve the Newton equations. We first multiply the second equation $\nabla_{s} \mathcal{L}(x, s, y, z)=0$ by $S$ implying

$$
\nabla_{s} \mathcal{L}(x, s, y, z)=-\omega e+S z=0
$$

Applying Newton's method, we obtain

$$
\nabla^{2} \mathcal{L}(x, s, y, z) p=-\nabla \mathcal{L}(x, s, y, z)
$$

or, equivalently, the next system to solve

$$
\left[\begin{array}{cccc}
\nabla_{x x}^{2} \mathcal{L}(x, s, y, z) & 0 & -J_{\mathcal{E}}(x)^{T} & -J_{\mathcal{I}}(x)^{T} \\
0 & Z & 0 & S \\
-J_{\mathcal{E}}(x) & 0 & 0 & 0 \\
-J_{\mathcal{I}}(x) & I_{n_{\mathcal{I}}} & 0 & 0
\end{array}\right]\left[\begin{array}{c}
p_{x} \\
p_{s} \\
p_{y} \\
p_{z}
\end{array}\right]=-\left[\begin{array}{c}
\nabla f(x)-J_{\mathcal{E}}(x)^{T} y-J_{\mathcal{I}}(x)^{T} z \\
S z-\omega e \\
-c_{\mathcal{E}}(x) \\
-c_{\mathcal{I}}(x)+s
\end{array}\right],
$$

with $Z$ being the diagonal matrix whose diagonal entries are given by the vector $z, p_{x} \in \mathbb{R}^{n}, p_{s} \in \mathbb{R}^{n_{\mathcal{I}}}, p_{y} \in \mathbb{R}^{n_{\mathcal{E}}}$ and $p_{z} \in \mathbb{R}^{n_{\mathcal{I}}}$. Multiplying the second equation by $S^{-1}$, we can rewrite the system in the symmetric form

$$
\left[\begin{array}{cc:cc}
\nabla_{x x}^{2} \mathcal{L}(x, s, y, z) & 0 & -J_{\mathcal{E}}(x)^{T} & -J_{\mathcal{I}}(x)^{T} \\
\hdashline-0 & \sum_{\overline{\mathcal{E}}}(\bar{x}) & 0 & 0 \\
\hdashline-J_{\mathcal{I}}(x) & I_{n_{\mathcal{I}}} & 0 & 0
\end{array}\right]\left[\begin{array}{c}
p_{x} \\
\hdashline p_{s} \\
p_{y} \\
p_{z}
\end{array}\right]=-\left[\begin{array}{c}
\nabla f(x)-J_{\mathcal{E}}(x)^{T} y-J_{\mathcal{I}}(x)^{T} z \\
z-\omega S^{-1} e \\
-c_{\mathcal{E}}(x) \\
-c_{\mathcal{I}}(x)+s
\end{array}\right]
$$

with the diagonal matrix $\Sigma=S^{-1} Z \in \mathbb{R}^{n_{\mathcal{I}} \times n_{\mathcal{I}}}$. Various formulations of the Newton equations can appear in the literature. For instance, the symmetric matrix (1.30) has a KKT form but we can consider two other formulations. First, in the second equation of (1.30), we extract

$$
p_{s}=-\Sigma^{-1} p_{z}-\Sigma^{-1} z+\omega \Sigma^{-1} S^{-1} e
$$

and the system (1.30) can be reduced by eliminating $p_{s}$ with $Z^{-1}=\Sigma^{-1} S^{-1}$,

$$
\left[\begin{array}{c:cc}
\nabla_{x x}^{2} \mathcal{L}(x, s, y, z) & -J_{\mathcal{E}}(x)^{T} & -J_{\mathcal{I}}(x)^{T} \\
\hdashline-J_{\mathcal{E}}(x) & 0 & 0 \\
-J_{\mathcal{I}}(x) & 0 & -\Sigma^{-1}
\end{array}\right]\left[\begin{array}{l}
p_{x} \\
p_{y} \\
p_{z}
\end{array}\right]=-\left[\begin{array}{c}
\nabla f(x)-J_{\mathcal{E}}(x)^{T} y--J_{\mathcal{I}}(x)^{T} z \\
z-\omega S^{-1} e \\
-c_{\mathcal{I}}(x)+s-\Sigma^{-1} z+\omega Z^{-1} e
\end{array}\right]
$$

Observe that, by eliminating $p_{z}=-\Sigma J_{\mathcal{I}}(x) p_{x}-\Sigma c_{\mathcal{I}}(x)+\Sigma s-z+\omega \Sigma Z^{-1} e$ using the last equation, we reduce the matrix again to obtain the following KKT matrix,

$$
\left[\begin{array}{cc}
\nabla_{x x}^{2} \mathcal{L}(x, s, y, z)+J_{\mathcal{I}}^{T}(x) \Sigma J_{\mathcal{I}}(x) & -J_{\mathcal{E}}(x)^{T} \\
-J_{\mathcal{E}}(x) & 0
\end{array}\right]
$$

### 1.2.6 Regularization method

In this section, we analyse the cure of an ill-posed system. In some cases, the $(1,1)$ block can be positive semidefinite and $(1,2)$ block does not have a full column rank. This implies that the system is not invertible or that the solution of the system may not be unique. The regularization is a method that constructs a related problem whose solution is unique and only slightly differs from a solution of the original system. Regularization can take many forms and we analyse here the approach developed by Altman and Gondzio (1998) and Friedlander and Orban (2012) ${ }^{(2)}$.

The first problem that can occur is that the matrix $A$ is not positive definite. In this case, we can replace the original matrix denoted $A$ by $A+\gamma I_{n}$ with the positive parameter $\gamma$. The modification of the $(1,1)$ block implies to add $\gamma$ to the eigenvalues of $A$ and thus to induce the positive definiteness of the $(1,1)$ block for $\gamma$ large enough. In the optimization context, it is similar to consider the proximal-point method developed by Rockafellar (1976) when the function $f$ is convex. This method generates a sequence of iterates that are approximate solutions by solving a sequence of subproblems of the form

[^2]\[

$$
\begin{array}{rl}
\min _{x \in \mathbb{R}^{n}} & f(x)+\frac{1}{2} \gamma_{k}\left\|x-x_{k}\right\|_{2}^{2}  \tag{1.31}\\
\text { s.t. } & c_{\mathcal{E}}(x)=0
\end{array}
$$
\]

where $\left\{\gamma_{k}\right\}$ is a sequence of decreasing positive parameters. The solution of problem (1.31) yields the next iterate $x_{k+1}$. A proximal-point term has been added to the original objective function, which penalizes solutions far from the previous iterate. The Lagrangian function of (1.31) is given by

$$
\mathcal{L}(x, y)=f(x)+\frac{1}{2} \gamma_{k}\left\|x-x_{k}\right\|_{2}^{2}-y^{T} c_{\mathcal{E}}(x)
$$

where $y \in \mathbb{R}^{n \mathcal{E}}$ is the vector of Lagrange multipliers. The KKT conditions (1.10)-(1.11) are given by

$$
\begin{aligned}
\nabla f(x)+\gamma_{k}\left(x-x_{k}\right)-J_{\mathcal{E}}(x)^{T} y & =0 \\
c_{\mathcal{E}}(x) & =0
\end{aligned}
$$

and the Newton equations give

$$
\left[\begin{array}{cc}
\nabla^{2} f(x)+\gamma_{k} I_{n} & J_{\mathcal{E}}(x)^{T}  \tag{1.32}\\
J_{\mathcal{E}}(x) & 0
\end{array}\right]\left[\begin{array}{c}
p_{x} \\
-p_{y}
\end{array}\right]=-\left[\begin{array}{c}
\nabla f(x)+\gamma_{k}\left(x-x_{k}\right)-J_{\mathcal{E}}(x)^{T} y \\
c_{\mathcal{E}}(x)
\end{array}\right]
$$

The $(1,1)$ block of $(1.32)$ is $\nabla^{2} f(x)+\gamma_{k} I_{n}$, which is positive definite for $\gamma_{k}$ large enough, even if $\nabla^{2} f(x)$ is positive semidefinite. It implies that the solution $x_{k+1}$ is unique when $J_{\mathcal{E}}(x)^{T}$ has full column rank. The conditions under which the proximal-point algorithm terminates under a finite number of iterations is given by Ferris (1991).

Afterwards, if the $(1,2)$ block has a deficient rank, the KKT matrix is singular. The solution for this problem is to modify the $(2,2)$ block by $-\delta z$ with the positive parameter $\delta$ called the dual regularization parameter and $z \in \mathbb{R}^{n_{\mathcal{E}}}$. Suppose that the objective function and the equality constraints of this problem are perturbed to yield the problem

$$
\begin{array}{rl}
\min _{x \in \mathbb{R}^{n}, z \in \mathbb{R}^{n_{\mathcal{E}}}} & f(x)+\frac{1}{2} \delta\|z\|_{2}^{2}  \tag{1.33}\\
\text { s.t. } & c_{\mathcal{E}}(x)+\delta z=0 .
\end{array}
$$

The Jacobian of the constraints (1.33) is $\left[\begin{array}{ll}J_{\mathcal{E}}(x) & \delta I_{n_{\mathcal{E}}}\end{array}\right]$ that never has a deficient rank. The Lagrangian function of (1.33) is given by

$$
\mathcal{L}(x, z, y)=f(x)+\frac{1}{2} \delta\|z\|_{2}^{2}-y^{T}\left(c_{\mathcal{E}}(x)+\delta z\right)
$$

where $y \in \mathbb{R}^{n \mathcal{E}}$ is the vector of Lagrange multipliers. The KKT conditions (1.10)-(1.11) are given by

$$
\begin{aligned}
\nabla f(x)-J_{\mathcal{E}}(x)^{T} y & =0 \\
\delta z-\delta y & =0 \\
c_{\mathcal{E}}(x)+\delta z & =0
\end{aligned}
$$

implying the following Newton equations,

$$
\left[\begin{array}{cc:c}
\nabla_{x x}^{2} \mathcal{L}(x, z, y) & 0 & J_{\mathcal{E}}(x)^{T} \\
\hdashline 0 & \delta I_{n \mathcal{E}} & \delta I_{n_{\mathcal{E}}} \\
\hdashline J_{\mathcal{E}}(\bar{x})^{-} & \delta \bar{I}_{n_{\mathcal{E}}} & 0
\end{array}\right]\left[\begin{array}{c}
p_{x} \\
p_{z} \\
-p_{y}
\end{array}\right]=-\left[\begin{array}{c}
\nabla f(x)-J_{\mathcal{E}}(x)^{T} y \\
\delta z-\delta y \\
c_{\mathcal{E}}(x)+\delta z
\end{array}\right],
$$

with $p_{x} \in \mathbb{R}^{n}, p_{z} \in \mathbb{R}^{n_{\mathcal{E}}}$ and $p_{y} \in \mathbb{R}^{n_{\mathcal{E}}}$. By eliminating $p_{z}$ using the second equation, we obtain the following SQD matrix

$$
\left[\begin{array}{cc}
\nabla_{x x}^{2} \mathcal{L}(x, z, y) & J_{\mathcal{E}}(x)^{T} \\
J_{\mathcal{E}}(x) & -\delta I_{n_{\mathcal{E}}}
\end{array}\right]
$$

The regularization implies to solve system of the KKT form or of the SQD form.

### 1.3 Properties of Karush-Kuhn-Tucker (KKT) matrices and of symmetric quasi-definite (SQD) matrices

In the previous section of this chapter, we saw that systems of the KKT or SQD form appear in various methods of optimization, such as sequential quadratic programming or interior-point methods. These systems form an important class of linear systems and it is crucial to solve them efficiently. In the next chapter, we analyse the techniques to solve this type of systems but before, we recall the properties of matrices of the KKT or SQD form as the invertibility conditions. We only focus on the solution of saddle-point systems (1.1) with $\mathcal{A}$ previously defined in (1.2) as

$$
\mathcal{A}=\left[\begin{array}{cc}
A & B  \tag{1.34}\\
B^{T} & -C
\end{array}\right],
$$

where $A$ of order $n$ is sparse, symmetric and positive definite, $B$ of size $n \times m$ has full column rank $(m \leq n)$ and $C$ of order $m$ is either zero or symmetric and positive definite. The matrix $\mathcal{A}$ is then indefinite. More precisely, it has $n$ positive eigenvalues and $m$ negative eigenvalues, thanks to the following result.

Theorem 1.6 If $A$ is positive definite and $C$ is positive semidefinite, then $\operatorname{inertia}(\mathcal{A})=(n, m-p, p)$, where $0 \leq p \leq m$. If $B$ has full column rank or $C$ is positive definite then $p=0$.

Proof. (Higham and Cheng, 1998, Lemma 4.2)
The following result shows that the saddle-point matrix $\mathcal{A}$ with $A$ and $C$ positive semidefinite is nonsingular if the two row blocks $\left[\begin{array}{ll}A & B^{T}\end{array}\right]$ and $\left[\begin{array}{ll}B & -C\end{array}\right]$ have full row rank.

Theorem 1.7 Assume that $A$ and $C$ are symmetric, positive semidefinite matrices. The vectors $u$ and $v$ satisfy

$$
\left[\begin{array}{cc}
A & B \\
B^{T} & -C
\end{array}\right]\left[\begin{array}{c}
u \\
-v
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right]
$$

if and only if

$$
\left[\begin{array}{c}
A \\
B^{T}
\end{array}\right] u=\left[\begin{array}{l}
0 \\
0
\end{array}\right] \quad \text { and } \quad\left[\begin{array}{c}
B \\
-C
\end{array}\right] v=\left[\begin{array}{l}
0 \\
0
\end{array}\right] .
$$

Proof. (Forsgren, Gill and Wong, 2015, Proposition 5)
We consider the solution of KKT systems in (1.3),

$$
\mathcal{A}_{K K T} x=b \equiv\left[\begin{array}{cc}
A & B  \tag{1.35}\\
B^{T} & 0
\end{array}\right]\left[\begin{array}{l}
u \\
v
\end{array}\right]=\left[\begin{array}{l}
f \\
g
\end{array}\right],
$$

where $A \in \mathbb{R}^{n \times n}$ is symmetric and $B \in \mathbb{R}^{n \times m}(m \leq n)$. We first consider the case where the matrix $A$ is positive definite, for which the following result gives a necessary and sufficient condition for the saddle-point matrix $\mathcal{A}_{K K T}$ to be nonsingular.

Theorem 1.8 Assume that $A$ is symmetric positive definite. Then the matrix $\mathcal{A}_{K K T}$ is nonsingular if and only $B$ has a full column rank.

Proof. See, e.g., (Benzi et al., 2005, Theorem 3.1)

In the particular case where $A$ is positive semidefinite, we have the following result.

Theorem 1.9 Assume that $A$ is symmetric positive semidefinite and $B$ has full column rank. Then the KKT matrix $\mathcal{A}_{K K T}$ is nonsingular if and only if

$$
\operatorname{Ker}(A) \cap \operatorname{Ker}\left(B^{T}\right)=\{0\} .
$$

Proof. See, e.g., (Benzi et al., 2005, Theorem 3.2)
The requirement that $A$ be positive semidefinite can be somewhat relaxed by the next theorem.

Theorem 1.10 Assume that $A$ is positive definite on $\operatorname{Ker}\left(B^{T}\right)$ and $B$ has a full column rank. Then the KKT matrix $\mathcal{A}_{K K T}$ is nonsingular.

Proof. See, e.g., (Nocedal and Wright, 2006, Lemma 16.1)
In this work, we assume that $A$ is symmetric positive definite and $B$ has a full column rank for the KKT matrices. By Theorem 1.8, the matrix $A_{K K T}$ is nonsingular and thus the systems (1.35) has a unique solution.

Finally, we consider a general SQD system in (1.4),

$$
\mathcal{A}_{S Q D} x=b \equiv\left[\begin{array}{cc}
A & B \\
B^{T} & -C
\end{array}\right]\left[\begin{array}{l}
u \\
v
\end{array}\right]=\left[\begin{array}{l}
f \\
g
\end{array}\right],
$$

where $A \in \mathbb{R}^{n \times n}$ and $C \in \mathbb{R}^{n \times n}$ are symmetric positive definite and $B \in \mathbb{R}^{n \times m}$ $(m \leq n)$. The SQD matrices $\mathcal{A}_{S Q D}$ are always nonsingular such that the inverse of SQD matrices has a particular form.

Theorem 1.11 The inverse of a SQD matrix is SQD.

Proof. (Vanderbei, 1995, Theorem 1)
We recall an important result, which shows that the symmetric quasi-definite matrices form a class of strongly factorizable matrices where a permutation matrix is defined by permuting the rows or columns of an $n \times n$ identity matrix according to some permutation of the numbers 1 to $n$.

Theorem 1.12 The SQD matrices are strongly factorizable, i.e., there exists a factorization $P \mathcal{A}_{S Q D} P^{T}=L D L^{T}$ for any permutation $P$ with $D$ a diagonal matrix and $L$ a unit lower triangular matrix.

Proof. (Vanderbei, 1995, Theorem 2)


## Introduction to iterative methods for solving systems of equations

As we have seen in the first chapter, the solution of linear systems of equations is of great interest in many numerical optimization approaches. In the first part of this chapter, we consider a general linear system of equations

$$
\begin{equation*}
A x=b, \tag{2.1}
\end{equation*}
$$

where the square matrix $A$ of order $n$ is symmetric. When $A$ has a small size, direct methods based on Gaussian elimination are generally used. Such methods involve a fixed number of steps that require a finite number of operations and at the end, provide the solution. For symmetric positive definite matrices, for instance one can use the Cholesky factorization, which requires $\frac{n^{3}}{3}$ operations in exact arithmetic and transforms $A$ into the product of a lower triangular matrix $L$ and its conjugate transpose. The factors $L$ and $L^{T}$ are used to solve (2.1) through the solution of two triangular systems easier to solve: $L y=b$ by forward substitution, followed by the solution of $U x=y$ via backward substitution. If the matrix coefficient is sparse, some fill-in can appear during the factorization and, in addition, when $A$ is large, direct methods are too costly, which motivates the use of iterative techniques to find a good approximation of the solution. We refer the reader to the books of Greenbaum (1997) and Hageman and Young (1981) for more details on iterative methods for solving linear systems.

We introduce here the Krylov subspace methods which aim to solve linear systems (2.1), in particular, three iterative methods which belong to the class of the Krylov methods: the Lanczos method, the conjugate gradient method and the minimal residuals method. The last two are respectively known as the CG method and the Minres method. The CG method is the most popular
method used for symmetric positive definite systems of the form (2.1), while the Minres method is developed for symmetric indefinite ones.

In the second part of this chapter, we present the general preconditioning techniques for linear systems, which aim to accelerate the convergence of iterative methods. Especially, we focus on the preconditioners for the KKT systems or the SQD systems as for instance the block diagonal preconditioners or the constraint preconditioners. We also analyse in more details the block diagonal preconditioner proposed by Golub et al. (2006).

### 2.1 Krylov subspace methods

The main idea of Krylov subspace methods is to consider an initial iterate $x_{0} \in \mathbb{R}^{n}$ with the initial residual $r_{0}:=A x_{0}-b$ and to generate a sequence of iterates such that the $k$ th iterate $x_{k}$ satisfies

$$
x_{k} \in x_{0}+\mathcal{K}\left(A, x_{0} ; k\right)
$$

where

$$
\mathcal{K}(A, x ; k):=\operatorname{span}\left\{x, A x, \ldots, A^{k-1} x\right\}
$$

is the Krylov subspace of degree $k \leq n$ for $x$. The dimension of these subspaces increases by one at each iteration of the method. The construction of the iterates is based on an orthonormal basis $\left\{v_{1}, \ldots, v_{k}\right\}$ of the Krylov subspace so that the approximate solution at the $k$ th iteration is given by

$$
\begin{equation*}
x_{k}=x_{0}+V_{k} y_{k} \tag{2.2}
\end{equation*}
$$

where $y_{k} \in \mathbb{R}^{k}$ and $V_{k} \in \mathbb{R}^{n \times k}$ is the matrix with columns $v_{1}, \ldots, v_{k}$. Krylov methods can roughly be classified in four families depending on the manner in which they compute $x_{k}$. Literature on Krylov subspace methods can be found in van der Vorst (2003) and Saad (2003). Before presenting some of them, we recall for further use how an orthonormal basis of the Krylov subspace can be built.

The Lanczos method introduced by Lanczos (1952), has initially been developed to compute a few dominant eigenvalues and possibly the associated eigenvectors of a large sparse symmetric matrix $A$. However it also builds an orthonormal basis of a Krylov subspace $\mathcal{K}(A, x ; k)$ whose basis vectors can be expressed in terms of polynomials in the matrix $A$ applied to the initial vector $x_{0}$ (see, e.g., Meurant and Strakoš, 2006).

Let $v_{1}$ be an initial vector and let $v_{0}=0$. Based on the Gram-Schmidt algorithm, an orthonormal basis $\left\{v_{1}, v_{2}, \ldots, v_{k}\right\}$ for $\mathcal{K}\left(A, v_{1} ; k\right)$ can be constructed by the following algorithm (see, e.g., Fischer, 2011, p.135).

```
Algorithm 1 Lanczos method
    Choose an initial vector \(v_{1}\);
    Set \(\gamma_{1}=\left\|v_{1}\right\|_{2}, v_{0}=0\);
    for \(j=1,2, \ldots\) do
        \(v_{j}=v_{j} / \gamma_{j} ;\)
        \(\delta_{j}=v_{j}^{T} A v_{j}\);
        \(v_{j+1}=A v_{j}-\delta_{j} v_{j}-\gamma_{j} v_{j-1} ;\)
        \(\gamma_{j+1}=\left\|v_{j+1}\right\|_{2} ;\)
    end for
```

The basis vectors $\left\{v_{i}\right\}_{i=1}^{k}$ are known as Lanczos vectors and the Lanczos method transforms a symmetric matrix $A$ into a symmetric tridiagonal matrix $T_{k+1, k}$ with an additional row at the bottom,

$$
T_{k+1, k}=\left[\begin{array}{ccccc}
\delta_{1} & \gamma_{2} & 0 & \cdots & 0 \\
\gamma_{2} & \delta_{2} & \gamma_{3} & \ddots & \vdots \\
0 & \ddots & \ddots & \ddots & 0 \\
\vdots & \ddots & \ddots & \ddots & \gamma_{k} \\
0 & \cdots & 0 & \gamma_{k} & \delta_{k} \\
0 & \cdots & \cdots & 0 & \gamma_{k+1}
\end{array}\right] \in \mathbb{R}^{(k+1) \times k} .
$$

If we define $T_{k}$ to be the first $k$ rows of $T_{k+1, k}$, then $T_{k}$ is square, symmetric and

$$
T_{k+1, k}=\left[\begin{array}{c}
T_{k} \\
\gamma_{k+1} e_{k}^{T}
\end{array}\right]
$$

where $e_{k}$ is the $k$ th column of the $k \times k$ identity matrix $I_{k}$. Observe that line 6 of Algorithm 1 for $j=1, \ldots, k$ can be written in matrix form as

$$
\begin{align*}
A V_{k} & =V_{k+1} T_{k+1, k}  \tag{2.3}\\
& =V_{k} T_{k}+\gamma_{k+1} v_{k+1} e_{k}^{T}
\end{align*}
$$

From the orthogonality of the Lanczos vectors, we have that $V_{k}^{T} v_{k+1}=0$ and we can deduce the following relation

$$
\begin{equation*}
V_{k}^{T} A V_{k}=T_{k} \tag{2.4}
\end{equation*}
$$

which will be useful in the next sections. In the next sections, we introduce the general principle of three methods belonging to the class of Krylov subspace methods.

### 2.1.1 Lanczos algorithm

When solving linear systems (2.1) with $A$ symmetric, the approximation of the solution is given by (2.2). To identify suitable iterates $x_{k}$, we first consider the Ritz-Galerkin approach, also used by the CG method, which imposes that the Ritz-Galerkin condition, i.e., that the residual $r_{k}:=A x_{k}-b$ be orthogonal to the subspace $\mathcal{K}\left(A, r_{k} ; k\right)=\operatorname{span}\left\{r_{k}, A r_{k}, \ldots, A^{k-1} r_{k}\right\}$. Replacing the expression (2.2) in the $k$ th residual gives

$$
r_{k}=A\left(x_{0}+V_{k} y_{k}\right)-b,
$$

or, equivalently,

$$
\begin{equation*}
r_{k}=r_{0}+A V_{k} y_{k} \tag{2.5}
\end{equation*}
$$

Substituting the previous expression in the Ritz-Galerkin condition $V_{k}^{T} r_{k}=0$ together with the relation (2.4) implies that

$$
V_{k}^{T} r_{0}+V_{k}^{T} A V_{k} y_{k}=0
$$

and we deduce that

$$
y_{k}=-T_{k}^{-1}\left(V_{k}^{T} r_{0}\right)
$$

with $T_{k}$ nonsingular. We set $v_{1}=r_{0} / \beta$ with $\beta=\left\|r_{0}\right\|_{2}$ and we obtain

$$
\begin{equation*}
y_{k}=-T_{k}^{-1}\left(\beta e_{1}\right), \tag{2.6}
\end{equation*}
$$

where $e_{1}$ is the first column of the $k \times k$ identity matrix $I_{k}$. The pseudocode for the Lanczos method to solve linear systems is given by Algorithm 2. Note that lines 1-9 correspond to the Lanczos method (Algoritm 1) applied with $v_{1}=r_{0}$ and line 10 corresponds to the approximation of the solution given by (2.2) with (2.6).

```
Algorithm 2 Lanczos method for linear systems
    Choose an initial vector \(x_{0}\);
    Compute \(r_{0}=A x_{0}-b, v_{1}=r_{0}\);
    Set \(\gamma_{1}=\left\|v_{1}\right\|_{2}, v_{0}=0\);
    for \(j=1,2, \ldots\) do
        \(v_{j}=v_{j} / \gamma_{j} ;\)
        \(\delta_{j}=v_{j}^{T} A v_{j}\);
        \(v_{j+1}=A v_{j}-\delta_{j} v_{j}-\gamma_{j} v_{j-1} ;\)
        \(\gamma_{j+1}=\left\|v_{j+1}\right\|_{2} ;\)
    end for
    Compute \(y_{k}=-T_{k}^{-1}\left(\gamma_{1} e_{1}\right)\) and set \(x_{k}=x_{0}+V_{k} y_{k} ;\)
```


### 2.1.2 Conjugate gradient (CG) algorithm

The CG algorithm introduced by Hestenes and Stiefel (1952), is an iterative method to solve linear systems (2.1) where the matrix $A$ is symmetric and positive definite. Although the CG algorithm was first derived in a completely different way using conjugacy and minimization of a quadratic function, it turns out that it is mathematically equivalent to the Lanczos algorithm described in the previous section (see, e.g., Meurant, 2006, Section 2.1). Indeed, it can be obtained from the Lanczos algorithm by using the Cholesky factorization of $T_{k}$.

We introduce here the CG algorithm as a method which minimizes the quadratic function $q(x):=\frac{1}{2} x^{T} A x-b^{T} x$, where $A$ is symmetric and positive definite. The minimizer of this function is the solution to $A x=b$, as we have seen in Section 1.1.1. We initialize for a given starting point $x_{0} \in \mathbb{R}^{n}$, the initial residual $r_{0}:=A x_{0}-b$ and the descent direction $p_{0}=-r_{0}$. The CG method generates the sequence of iterates $\left\{x_{k}\right\}$ by setting

$$
x_{k+1}=x_{k}+\alpha_{k} p_{k}
$$

where $p_{k}$ is a descent direction at iteration $k$ and $\alpha_{k}$ is the step length determined by an exact linesearch along $p_{k}$ (i.e., the minimizer of $q($.$) along p_{k}$ ). It is given explicitly by

$$
\begin{equation*}
\alpha_{k}=-\frac{r_{k}^{T} p_{k}}{p_{k}^{T} A p_{k}} \tag{2.7}
\end{equation*}
$$

The new search direction $p_{k}$ is generated using only the previous direction $p_{k-1}$ and is defined as a linear combination of the residual $r_{k}$ and $p_{k-1}$,

$$
\begin{equation*}
p_{k}=-r_{k}+\beta_{k} p_{k-1} \tag{2.8}
\end{equation*}
$$

where the scalar $\beta_{k}$ is chosen to ensure that $p_{k-1}$ and $p_{k}$ are $A$-conjugate, i.e.,

$$
p_{k-1}^{T} A p_{k}=0
$$

We set

$$
\begin{equation*}
\beta_{k}=\frac{r_{k}^{T} A p_{k-1}}{p_{k-1}^{T} A p_{k-1}} . \tag{2.9}
\end{equation*}
$$

Doing so, one can show that all the generated directions are $A$-conjugate,

$$
p_{i}^{T} A p_{j}=0 \quad \text { for all } \quad i \neq j
$$

The pseudocode for the CG method is presented in Algorithm 3 (see, e.g., Nocedal and Wright, 2006, p.112). Line 4 and line 7 compute the step length and the scalar $\beta_{k}$ at iteration $k$ based on and equivalent to formula (2.7) and (2.9), respectively.

```
Algorithm 3 CG method
    Choose an initial vector \(x_{0}\);
    Set \(r_{0}=A x_{0}-b, p_{0}=-r_{0}, k=0\);
    while \(r_{k} \neq 0\) do
            \(\alpha_{k}=\frac{r_{k}^{T} r_{k}}{p_{k}^{T} A p_{k}} ;\)
            \(x_{k+1}=x_{k}+\alpha_{k} p_{k} ;\)
            \(r_{k+1}=r_{k}+\alpha_{k} A p_{k} ;\)
            \(\beta_{k+1}=\frac{r_{k+1}^{T} r_{k+1}}{r_{k}^{T} r_{k}}\);
            \(p_{k+1}=-r_{k+1}+\beta_{k+1} p_{k} ;\)
            \(k=k+1 ;\)
    end while
```

In exact arithmetic, the CG method converges in at most $n$ iterations where $n$ is the order of the matrix $A$, but in finite precision, it could not be the case. Indeed, the performance of the CG method depends on the distribution of the eigenvalues and/or on the condition number of the matrix $A$ defined, for a nonsingular matrix, as $\kappa(A)=\|A\|\left\|A^{-1}\right\|$, where any matrix norm can be used. In the case of the Euclidiean norm, we have for a symmetric positive definite matrix that $\kappa_{2}(A)=\frac{\lambda_{n}}{\lambda_{1}}$, with $\lambda_{1}$ and $\lambda_{n}$ the smallest and the largest eigenvalues of $A$, respectively.

The following theorem says that the more eigenvalues are clustered, the more convergence is rapid.

Theorem 2.1 If $A$ has only $r$ distinct eigenvalues, then in exact arithmetic, the CG method will terminate at the solution in at most $r$ iterations.

Proof. See, e.g., (Nocedal and Wright, 2006, p.115)
The two following theorems give a bound on the error norm of iterate with respect to the eigenvalues or the condition number of $A$. The $A$-norm of the vector $x \in \mathbb{R}^{n}$ is defined by $\|x\|_{A}=\sqrt{x^{T} A x}$.

Theorem 2.2 If $A$ has eigenvalues $\lambda_{1} \leq \lambda_{2} \leq \ldots \leq \lambda_{n}$, we have that

$$
\begin{equation*}
\left\|x_{k+1}-x^{*}\right\|_{A}^{2} \leq\left(\frac{\lambda_{n-k}-\lambda_{1}}{\lambda_{n-k}+\lambda_{1}}\right)^{2}\left\|x_{0}-x^{*}\right\|_{A}^{2} \tag{2.10}
\end{equation*}
$$

Proof. (Luenberger, 1973, p.180)
The $A$-norm of the error of iterate can also be bounded by the following convergence theorem.

## Theorem 2.3

$$
\begin{equation*}
\left\|x_{k+1}-x^{*}\right\|_{A} \leq 2\left(\frac{\sqrt{\kappa_{2}(A)}-1}{\sqrt{\kappa_{2}(A)}+1}\right)^{k+1}\left\|x_{0}-x^{*}\right\|_{A} \tag{2.11}
\end{equation*}
$$

Proof. See, e.g., (Conn et al., 2000, p.85)
The convergence of the CG method is not only affected by the condition number of $A$ but also by the number and distribution of very small eigenvalues, as shown by van der Sluis and van der Vorst (1986).

### 2.1.3 MinRes algorithm

The Minres algorithm was derived by Paige and Saunders (1975) and can be viewed as a generalization of the CG method for the solution of symmetric indefinite linear systems. One way to derive the Minres algorithm is to exploit the minimum norm residual approach which implies that the Euclidean norm of the residual $\left\|r_{k}\right\|_{2}$, is minimal over the Krylov subspace $\mathcal{K}\left(A, v_{1} ; k\right)$ with $v_{1}=r_{0} / \beta$ and $\beta=\left\|r_{0}\right\|_{2}$. Similarly to Section 2.1.1, the $k$ th residual (2.5) is given by

$$
r_{k}=r_{0}+A V_{k} y_{k},
$$

where the columns of $V_{k}$ are the Lanczos vectors generated by the Lanczos algorithm (Algorithm 1) and $y_{k} \in \mathbb{R}^{k}$ such that

$$
y_{k}=\arg \min _{y \in \mathbb{R}^{k}}\left\|r_{0}+A V_{k} y\right\|_{2}
$$

Using expression (2.3), we obtain

$$
\begin{aligned}
r_{k} & =r_{0}+V_{k+1} T_{k+1, k} y_{k} \\
& =V_{k+1}\left(\beta e_{1}+T_{k+1, k} y_{k}\right)
\end{aligned}
$$

with $e_{1}$ is the first column of the $(k+1) \times(k+1)$ identity matrix $I_{k+1}$. Since the columns of the matrix $V_{k+1}$ are orthonormal, we have

$$
\left\|r_{k}\right\|_{2}=\left\|\beta e_{1}+T_{k+1, k} y_{k}\right\|_{2}
$$

so that the approximate solution at the $k$ th iteration is given by

$$
\begin{equation*}
x_{k}=x_{0}+V_{k} y_{k} \tag{2.12}
\end{equation*}
$$

where $y_{k}=\arg \min _{y \in \mathbb{R}^{k}}\left\|\beta e_{1}+T_{k+1, k} y\right\|_{2}$, which is the solution of a leastsquares problem.

The usual technique to solve this least-squares problem is to use a $Q R$ factorization which transforms the tridiagonal matrix $T_{k+1, k}$ into the product of an orthogonal matrix $Q \in \mathbb{R}^{(k+1) \times(k+1)}$ and an upper bidiagonal form ${ }^{(1)}$ $R \in \mathbb{R}^{(k+1) \times k}$ by using Givens rotations (see line 18 in Algorithm 4 below). We define $(Q R)_{k, k}$ to be the first $k$ rows and columns of $Q R$. The solution $y_{k}$ is obtained by solving the upper bidiagonal system

$$
\beta e_{1}+(Q R)_{k, k} y_{k}=0
$$

which implies that

$$
\begin{equation*}
y_{k}=-\beta R_{k, k}^{-1}\left(Q^{T} e_{1}\right)_{1: k} \tag{2.13}
\end{equation*}
$$

where $R_{k, k}$ is the upper $k$-by- $k$ block of the tridiagonal factor $R$ and $\left(Q^{T} e_{1}\right)_{1: k}$ are the $k$ first entries of vector $Q^{T} e_{1} \in \mathbb{R}^{k+1}$. Using the expression (2.13) in the approximate solution (2.12), we obtain

$$
x_{k}=x_{0}-\beta\left(V_{k} R_{k, k}^{-1}\right)\left(Q^{T} e_{1}\right)_{1: k} .
$$

In practice, we set $W_{k}:=V_{k} R_{k, k}^{-1}$ and the columns of $W_{k}$ denoted by $\left\{w_{j}\right\}_{j=1}^{k}$ are computed in Algorithm 4 by line 20 below. The pseudocode of the Minres method is described in Algorithm 4 and we refer the reader to Saad (2003) and Greenbaum (1997) for more details.

We have a result for the 2-norm of the residual in the MinRes algorithm. As for the CG algorithm, the bound depends on the condition number of the matrix $A$.

## Theorem 2.4

$$
\begin{equation*}
\left\|A x_{k}-b\right\|_{2} \leq 2\left(\frac{\sqrt{\kappa_{2}(A)}-1}{\sqrt{\kappa_{2}(A)}+1}\right)^{k}\left\|A x_{0}-b\right\|_{2} \tag{2.14}
\end{equation*}
$$

[^3]```
Algorithm 4 Minres method
    Initialization
    \(v_{0}=0, w_{0}=0, w_{1}=0\)
    Choose an initial vector \(x_{0}\), compute \(v_{1}=b-A x_{0}\)
    set \(\gamma_{1}=\sqrt{v_{1}^{T} v_{1}}\)
    Set \(\eta=\gamma_{1}, s_{0}=s_{1}=0, c_{0}=c_{1}=1\)
    for \(j=1\) until convergence do
        LANCZOS
                    \(v_{j}=v_{j} / \gamma_{j}\)
                    \(\delta_{j}=v_{j}^{T} A v_{j}\)
                    \(v_{j+1}=A v_{j}-\delta_{j} v_{j}-\gamma_{j} v_{j-1}\)
                \(\gamma_{j+1}=\left\|v_{j+1}\right\|_{2}\)
        QR FACTORIZATION
                    \(\alpha_{0}=c_{j} \delta_{j}-c_{j-1} s_{j} \gamma_{j}\)
                    \(\alpha_{1}=\sqrt{\alpha_{0}^{2}+\gamma_{j+1}^{2}}\)
                    \(\alpha_{2}=s_{j} \delta_{j}+c_{j-1} c_{j} \gamma_{j}\)
                    \(\alpha_{3}=s_{j-1} \gamma_{j}\)
        Givens Rotation
                \(c_{j+1}=\alpha_{0} / \alpha_{1} ; s_{j+1}=\gamma_{j+1} / \alpha_{1}\)
        LEAST SQUARES SOLUTION
            \(w_{j+1}=\left(v_{j}-\alpha_{3} w_{j-1}-\alpha_{2} w_{j}\right) / \alpha_{1}\)
            \(x_{j}=x_{j-1}+c_{j+1} \eta w_{j+1}\)
            \(\eta=-s_{j+1} \eta\) with \(|\eta|=\left\|A x_{j}-b\right\|\)
    end for
```

Proof. See, e.g., (Greenbaum, 1997, p.53)

### 2.1.4 Comparison between CG and Minres

In the previous sections, we have presented two famous Krylov subspace methods, CG and Minres, which are applied on positive definite or indefinite symmetric systems, respectively. Indeed, the CG method can be unstable or undefined on systems that are not positive definite. The natural choice for saddlepoint systems of KKT or SQD form is thus the Minres method. The bounds (2.10) and (2.11) for CG method and (2.14) for Minres method, lead to the observation that if a matrix $A$ has a small condition number and/or that its eigenvalues are clustered, then the convergence of the CG or Minres method will be rapid.

One way to classify and compare these Krylov subspace methods is based on the quantity to be minimized. Table 2.1 summarizes the quantity to be minimized for each method with the error norm defined by $e_{k}:=x_{k}-x^{\star}$.

|  | $k$ th residual | $k$ th error |
| :--- | :--- | :--- |
| CG with $A$ positive definite | $\min \left\\|r_{k}\right\\|_{A^{-1}}$ | $\min \left\\|e_{k}\right\\|_{A}$ |
| MinRES | $\min \left\\|r_{k}\right\\|_{2}$ |  |

Table 2.1 - Residual and error properties of CG and Minres
The efficiency of iterative techniques can be improved by using preconditioning, which is simply a mean of transforming the original linear system into another one having the same solution but which is likely to be more rapidly solved with an iterative solver. The next section introduces the general technique of preconditioning.

### 2.2 Preconditioning

The important feature of the CG and Minres methods is that at each iteration, only one matrix times vector multiplication and a small number of vector operations are required. For sparse or structured matrices, the matrix times vector product may be efficiently computed. In iterative methods, the total computational work to solve a linear system hence essentially depends on the number of iterations it takes to have convergence with an acceptable accuracy.

Preconditioning is usually crucial to ensure that this number is kept acceptably small. A preconditioner transforms the linear system into another equivalent one that has better spectral properties, as these impact the convergence rate. Typically, large spreads and little clustering in the spectrum of $A$ lead to a slow convergence of the iterative methods. In practice, a good preconditioner should be cheap to construct and to apply. It corresponds to the application of a non singular matrix $P \in \mathbb{R}^{n \times n}$ to the original linear system to yield a different linear system for which the convergence of the iterative method will be significantly faster. One can think of preconditioned iteration as applying the original iteration to the system

$$
\begin{equation*}
P^{-1} A x=P^{-1} b \tag{2.15}
\end{equation*}
$$

However the application of $P$ as in (2.15) would be a bad choice since we would then create a non-symmetric linear system whereas $A$ is originally symmetric.

In general, the iterative solution of non-symmetric linear systems is more expensive and one tries to preserve symmetry. If $P$ is symmetric and positive definite, we can write $P=L L^{T}$ for some matrix $L$ (e.g., either the Cholesky factor or the matrix square root). The iterative method is then applied to the symmetric system

$$
L^{-1} A L^{-T} y=L^{-1} b \quad \text { where } \quad L^{T} x=y
$$

and convergence depends on the eigenvalues of the symmetric and positive definite matrix $L^{-1} A L^{-T}$. Benzi (2002) gives a nice survey on preconditioning
techniques for large linear systems. The pseudocode of the preconditioned conjugate gradient method (PCG) is given by Algorithm 5 (see, e.g., Nocedal and Wright, 2006, p.119).

```
Algorithm 5 Preconditioned conjugate gradient method
    Choose an initial vector \(x_{0}\);
    Choose a preconditioner symmetric positive definite \(P\);
    Set \(r_{0}=A x_{0}-b\);
    Solve \(P y_{0}=r_{0}\) for \(y_{0}\);
    Set \(p_{0}=-y_{0}, k=0\);
    while \(r_{k} \neq 0\) do
            \(\alpha_{k}=\frac{r_{k}^{T} y_{k}}{p_{k}^{T} A p_{k}} ;\)
            \(x_{k+1}=x_{k}+\alpha_{k} p_{k} ;\)
            \(r_{k+1}=r_{k}+\alpha_{k} A p_{k} ;\)
            Solve \(P y_{k+1}=r_{k+1}\);
            \(\beta_{k+1}=\frac{r_{k+1}^{T} y_{k+1}}{r_{k}^{T} y_{k}}\);
            \(p_{k+1}=-y_{k+1}+\beta_{k+1} p_{k} ;\)
            \(k=k+1 ;\)
    end while
```

For Minres, a symmetric and positive definite preconditioner $P$ must also be employed and the convergence will depend on the eigenvalues of the symmetric and indefinite matrix $L^{-1} A L^{-T}$. The pseudocode of the preconditioned Minres method is described in Algorithm 6 (see, e.g., Elman et al., 2005, Section 6.1). In the next sections, we introduce possible approaches to precondition indefinite symmetric systems of KKT or SQD form.

In the context of very large saddle-point systems, preconditioning techniques for Krylov subspace methods are very useful. The paper of Benzi and Wathen (2008) gives an overview of the most useful preconditioning techniques for Krylov subspace methods applied to saddle-point problems, including blockdiagonal preconditioners and constraint preconditioners. Before introducing these two types of preconditioners, we recall the spectral properties of the KKT and SQD matrices and then, for the following of the thesis, we denote the matrices of KKT or SQD form by

$$
\mathcal{A}_{K K T}:=\left[\begin{array}{cc}
A & B  \tag{2.16}\\
B^{T} & 0
\end{array}\right] \text { and } \mathcal{A}_{S Q D}:=\left[\begin{array}{cc}
A & B \\
B^{T} & -C
\end{array}\right]
$$

where $A$ of order $n$ is symmetric and positive definite, $B$ of size $n \times m$ has a full column rank $(m \leq n)$ and $C$ of order $m$ is symmetric and positive definite. As we have seen in the previous sections, the convergence of some iterative methods mainly depends on the eigenvalues distribution of the system. The spectrum of the KKT matrix $\mathcal{A}_{K K T}$ contains both positive and negative eigenvalues as shown by Theorem 1.6, and Rusten and Winther (1992) have established an

```
Algorithm 6 Preconditioned Minres method
    Initialization
    \(v_{0}=0, w_{0}=0, w_{1}=0\)
    Choose an initial vector \(x_{0}\);
    Choose a preconditioner symmetric positive definite \(P\);
    Ccompute \(v_{1}=b-A x_{0}\)
    Solve \(P z_{1}=v_{1}\), set \(\gamma_{1}=\sqrt{v_{1}^{T} z_{1}}\)
    Set \(\eta=\gamma_{1}, s_{0}=s_{1}=0, c_{0}=c_{1}=1\)
    for \(j=1\) until convergence do
        Lanczos
            \(z_{j}=z_{j} / \gamma_{j}\)
            \(\delta_{j}=<A z_{j}, z_{j}>\)
            \(v_{j+1}=A z_{j}-\delta_{j} v_{j}-\gamma_{j} v_{j-1}\)
            solve \(P z_{j+1}=v_{j+1}\)
            \(\gamma_{j+1}=\sqrt{v_{j+1}^{T} z_{j+1}}\)
        QR factorization
            \(\alpha_{0}=c_{j} \delta_{j}-c_{j-1} s_{j} \gamma_{j}\)
            \(\alpha_{1}=\sqrt{\alpha_{0}^{2}+\gamma_{j+1}^{2}}\)
            \(\alpha_{2}=s_{j} \delta_{j}+c_{j-1} c_{j} \gamma_{j}\)
                    \(\alpha_{3}=s_{j-1} \gamma_{j}\)
        Givens rotation
            \(c_{j+1}=\alpha_{0} / \alpha_{1} ; s_{j+1}=\gamma_{j+1} / \alpha_{1}\)
        Update
            \(w_{j+1}=\left(z_{j}-\alpha_{3} w_{j-1}-\alpha_{2} w_{j}\right) / \alpha_{1}\)
            \(x_{j}=x_{j-1}+c_{j+1} \eta w_{j+1}\)
            \(\eta=-s_{j+1} \eta\)
    end for
```

important result relating the spectrum of $\mathcal{A}_{K K T}$ to the eigenvalues of $A$ and to the singular values of $B$.

Theorem 2.5 Assume $A$ is symmetric positive definite and $B$ has a full column rank. Let $0<\lambda_{1} \leq \lambda_{2} \leq \ldots \leq \lambda_{n}$ be the eigenvalues of $A$ and $0<\sigma_{1} \leq \sigma_{2} \leq \ldots \leq \sigma_{m}$ be the singular values of $B$. Then the eigenvalues of $\mathcal{A}_{K K T}$ are bounded within

$$
\left[\frac{\lambda_{1}-\sqrt{\lambda_{1}^{2}+4 \sigma_{m}^{2}}}{2}, \frac{\lambda_{n}-\sqrt{\lambda_{n}^{2}+4 \sigma_{1}^{2}}}{2}\right] \cup\left[\lambda_{1}, \frac{\lambda_{n}+\sqrt{\lambda_{n}^{2}+4 \sigma_{m}^{2}}}{2}\right]
$$

Proof. (Rusten and Winther, 1992, Lemma 2.1)
This theorem has been extended to the case of the SQD system by Silvester and Wathen (1994).

Theorem 2.6 Assume $A$ is symmetric positive definite, $B$ has a full column rank and $C$ is symmetric semi-positive definite. Let $0<\lambda_{1} \leq \lambda_{2} \leq$ $\ldots \leq \lambda_{n}$ be the eigenvalues of $A, 0<\sigma_{1} \leq \sigma_{2} \leq \ldots \leq \sigma_{m}$ be the singular values of $B$ and $0 \leq \lambda_{1}^{C} \leq \lambda_{2}^{C} \leq \ldots \leq \lambda_{m}^{C}$ be the eigenvalues of $C$. Then the eigenvalues of $\mathcal{A}_{S Q D}$ are bounded within

$$
\left[\frac{\lambda_{1}-\lambda_{m}^{C}-\sqrt{\left(\lambda_{1}+\lambda_{m}^{C}\right)^{2}+4 \sigma_{m}^{2}}}{2}, \frac{\lambda_{n}-\sqrt{\lambda_{n}^{2}+4 \sigma_{1}^{2}}}{2}\right] \cup\left[\lambda_{1}, \frac{\lambda_{n}+\sqrt{\lambda_{n}^{2}+4 \sigma_{m}^{2}}}{2}\right]
$$

Proof. (Silvester and Wathen, 1994, Lemma 2.2)
The only difference between the bounds in Theorems 2.5 and 2.6 is in the lower bound on the negative eigenvalues (left interval). We can see that the largest eigenvalue of $C$ appears twice in the numerator.

In Section 2.2.1, we analyse eigenvalues distribution of the KKT or SQD matrices preconditioned by the block diagonal preconditioners. We recall in Section 2.2.2, the preconditioner introduced by Golub et al. (2006) and in Section 2.2.3, we give our contribution to this preconditioner. Finally, we introduce constraint preconditioners in Section 2.2.4.

### 2.2.1 Block diagonal preconditioners

If $A$ is nonsingular, we can decompose the saddle-point matrix $\mathcal{A}$ into the following block triangular factorization,

$$
\left[\begin{array}{cc}
A & B  \tag{2.17}\\
B^{T} & -C
\end{array}\right]=\left[\begin{array}{cc}
I_{n} & 0 \\
B^{T} A^{-1} & I_{m}
\end{array}\right]\left[\begin{array}{cc}
A & 0 \\
0 & -\left(C+B^{T} A^{-1} B\right)
\end{array}\right]\left[\begin{array}{cc}
I_{n} & A^{-1} B \\
0 & I_{m}
\end{array}\right]
$$

where $C+B^{T} A^{-1} B$ is called the Schur complement ${ }^{(2)}$ of the saddle-point matrix and is denoted by $S$. If we assume that $A$ and $C$ are positive definite, then the Schur complement $C+B^{T} A^{-1} B$ is also positive definite. Since the matrix $\mathcal{A}$ has a block structure, it makes sense for the preconditioner $\mathcal{P}$ to also have a block structure. The approach that we propose in this thesis is based

[^4]on a well-known result of Murphy et al. (2000). The authors consider, when $C=0$, the "ideal" block diagonal preconditioner,
\[

\mathcal{P}:=\left[$$
\begin{array}{cc}
A & 0  \tag{2.18}\\
0 & S
\end{array}
$$\right]
\]

in which the exact Schur complement $S:=B^{T} A^{-1} B$ is used. The following result gives the eigenvalues distribution of the preconditioned system $\mathcal{P}^{-1} \mathcal{A}_{K K T}$ of the form

$$
\mathcal{P}^{-1} \mathcal{A}_{K K T}=\left[\begin{array}{cc}
I_{n} & A^{-1} B \\
S^{-1} B^{T} & 0
\end{array}\right]
$$

Theorem 2.7 Let $\mathcal{P}$ be given by (2.18) with the Schur complement $S:=B^{T} A^{-1} B$. Then the preconditioned matrix $\mathcal{P}^{-1} \mathcal{A}_{K K T}$ has exactly three distinct eigenvalues,

$$
\begin{equation*}
1, \frac{1+\sqrt{5}}{2}, \frac{1-\sqrt{5}}{2} . \tag{2.19}
\end{equation*}
$$

Proof. See Murphy et al. (2000), Proposition 1 when the preconditioned matrix $\mathcal{P}^{-1} \mathcal{A}_{\text {KKT }}$ is nonsingular.

A similar result may be obtained for $C \neq 0$ and positive semidefinite, given by Gould and Simoncini (2009). In this case, the "ideal" block diagonal preconditioner (2.18) in which the exact Schur complement $S:=B^{T} A^{-1} B+C$ is used, yields a preconditioned matrix $\mathcal{P}^{-1} \mathcal{A}_{S Q D}$ of the form

$$
\mathcal{P}^{-1} \mathcal{A}_{S Q D}=\left[\begin{array}{cc}
I_{n} & A^{-1} B \\
S^{-1} B^{T} & -S^{-1} C
\end{array}\right]
$$

Theorem 2.8 Let $\mathcal{P}$ be given by (2.18) with the Schur complement $S:=B^{T} A^{-1} B+C$. Then the eigenvalues of the preconditioned ma$\operatorname{trix} \mathcal{P}^{-1} \mathcal{A}_{S Q D}$ are equal to (2.19) or

$$
\frac{1}{2 \theta}\left(\theta-1 \pm \sqrt{(1-\theta)^{2}+4 \theta^{2}}\right)
$$

where $\theta$ denotes the eigenvalues of the generalized eigenvalue problem

$$
\left(B^{T} A^{-1} B+C\right) u=\theta C u
$$

Proof. (Gould and Simoncini, 2009, Proposition 4.2)
In practice, these ideal preconditioners are too expensive to compute and to apply and we use approximations of both blocks $A$ and $S$ to compute an approximation denoted by

$$
\tilde{\mathcal{P}}:=\left[\begin{array}{cc}
\tilde{A} & 0  \tag{2.20}\\
0 & \tilde{S}
\end{array}\right] .
$$

In Chapter 3, we introduce a new approach to approximate the two blocks $A$ and $S$ using spectral information extracted from the matrix $A$. For the following of this chapter, we only consider the KKT systems. We introduce the block diagonal preconditioner given by Golub et al. (2006) leading to our theoretical contribution.

### 2.2.2 Golub-Greif-Varah $(\mathcal{G \mathcal { V }})$ preconditioner

In Golub et al. (2006), the authors assume that $A$ is only positive semidefinite and replace the $(1,1)$ block $A$ of the KKT system by $A+B W B^{T}$ with $W \in \mathbb{R}^{m \times m}$, a symmetric positive semidefinite matrix. The system (1.1) with the matrix coefficient $\mathcal{A}_{K K T}$ in (2.16) is thus transformed into the following system

$$
\left[\begin{array}{ll}
A+B W B^{T} & B \\
B^{T} & 0
\end{array}\right]\left[\begin{array}{l}
u \\
v
\end{array}\right]=\left[\begin{array}{l}
f+B W B^{T} u \\
g
\end{array}\right]
$$

or, equivalently,

$$
\left[\begin{array}{ll}
A+B W B^{T} & B  \tag{2.21}\\
B^{T} & 0
\end{array}\right]\left[\begin{array}{l}
u \\
v
\end{array}\right]=\left[\begin{array}{l}
f+B W g \\
g
\end{array}\right]
$$

The authors consider the block diagonal preconditioner as the "ideal" preconditioner defined by

$$
\left[\begin{array}{ll}
A+B W B^{T} & 0  \tag{2.22}\\
0 & B^{T}\left(A+B W B^{T}\right)^{-1} B
\end{array}\right]
$$

associated to the system (2.21), where $B^{T}\left(A+B W B^{T}\right)^{-1} B$ is the Schur complement. The benefit of such an approach is that the $(1,1)$ block of the modified linear system (2.21) may be made nonsingular, hence positive definite, and well-conditioned. Note that, in Golub et al. (2006), the choice $W=\omega I_{m}$ is considered, with $\omega$ a positive scalar such that the linear system becomes

$$
\left[\begin{array}{ll}
A+\omega B B^{T} & B  \tag{2.23}\\
B^{T} & 0
\end{array}\right]\left[\begin{array}{l}
u \\
v
\end{array}\right]=\left[\begin{array}{l}
f+\omega B g \\
g
\end{array}\right]
$$

and the "ideal" associated preconditioner ( $\mathcal{G}$ olub, $\mathcal{G}$ reif, $\mathcal{V}$ arah) becomes

$$
\mathcal{P}_{\mathcal{G G V}}=\left[\begin{array}{ll}
A+\omega B B^{T} & 0  \tag{2.24}\\
0 & B^{T}\left(A+\omega B B^{T}\right)^{-1} B
\end{array}\right]
$$

The authors perform an algebraic study of such a preconditioning approach, showing how the eigenvalues of the preconditioned matrix $\mathcal{P}_{\mathcal{G G}} \mathcal{V}^{-1} \mathcal{A}_{K K T}$ are clustered in some interval whose ends are isolated from the origin and well bounded towards infinity. They also construct approximations of the block diagonal preconditioner (2.24) by explicitly building some approximations of the Schur complement $B^{T}\left(A+\omega B B^{T}\right)^{-1} B$ in which $A+\omega B B^{T}$ is replaced, for instance, by its diagonal part or its incomplete Cholesky decomposition (see, e.g., Greenbaum, 1997, Section 11.1). In practice, they illustrate the convergence curves of Minres for the solution of saddle-point systems with different approximations of the preconditioner (2.24).

As mentioned at the end of Section 3 in Golub et al. (2006), the authors set

$$
\begin{equation*}
\omega=\frac{\|A\|_{2}}{\|B\|_{2}^{2}}, \tag{2.25}
\end{equation*}
$$

but without motivating this choice. In the framework of our theoretical and empirical study on block diagonal preconditioners, we wished to motivate this choice of $\omega$. We provide, in the next section, a theoretical result that we have derived about the value of $\omega$.

### 2.2.3 A theoretical contribution to the $\mathcal{G G V}$ preconditioner

As far as we know, no theoretical result exists in the literature to justify the choice (2.25) for the value of the parameter $\omega$ in (2.24). We establish below a new result given one approach to show that the choice of $\omega$ can be motivated by the minimization of the condition number of the matrix $A+\omega B B^{T}$.

Theorem 2.9 Let $A+\omega B B^{T} \in \mathbb{R}^{n \times n}$ with $A$ symmetric positive semidefinite and singular, $B \in \mathbb{R}^{n \times m}$ has full column $\operatorname{rank}(m \leq n)$ with $0<\sigma_{1} \leq \sigma_{2} \leq \ldots \leq \sigma_{m}$ be the singular values of $B$ and $w \geq 0$. Let $\xi_{1} \in \mathbb{R}^{m}$. Then

$$
\begin{equation*}
\kappa_{2}\left(A+\omega B B^{T}\right) \geq h(\omega) \tag{2.26}
\end{equation*}
$$

with $h(\omega)=\max \left(f_{1}(\omega), f_{2}(\omega), f_{4}(\omega)\right)$ where

$$
\begin{aligned}
f_{1}(\omega) & =\frac{\lambda_{\max }(A)+\omega\left\|\xi_{1}\right\|_{2}^{2} \sigma_{1}^{2}}{\omega \sigma_{m}^{2}} \\
f_{2}(\omega) & =\frac{\left\|\xi_{1}\right\|_{2}^{2} \sigma_{1}^{2}}{\sigma_{m}^{2}} \\
f_{4}(\omega) & =\frac{\lambda_{\max }(A)+\omega\left\|\xi_{1}\right\|_{2}^{2} \sigma_{1}^{2}}{\lambda_{\max }(A)}
\end{aligned}
$$

and we have that

$$
\omega^{*}:=\arg \min _{\omega \in \mathbb{R}^{+}} h(\omega)=\frac{\|A\|_{2}}{\|B\|_{2}^{2}}
$$

Proof. The proof is divided in three parts. The first one uses the singular value decomposition of $B$ to imply the existence of an orthogonal matrix $P \in \mathbb{R}^{n \times n}$, to transform the matrix $P^{T}\left(A+\omega B B^{T}\right) P$, which is similar to $A+\omega B B^{T}$, into a matrix with block structure. In the second part of the proof, we analyse the Rayleigh quotient of $P^{T}\left(A+\omega B B^{T}\right) P$ to deduce some bounds on the extreme eigenvalues of this matrix. Finally, the last part studies these bounds to deduce the desired result.

The first part of the proof relies on the singular value decomposition (SVD) of $B$ (see Appendix A) that guarantees the existence of orthogonal matrices $P \in \mathbb{R}^{n \times n}$ and $V \in \mathbb{R}^{m \times m}$ such that

$$
\begin{equation*}
P^{T} B V=\Sigma=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{m}\right) \in \mathbb{R}^{n \times m} \quad(m \leq n) \tag{2.27}
\end{equation*}
$$

where $\left\{\sigma_{i}\right\}_{i=1}^{m}$ are the singular values of $B$ satisfying $0<\sigma_{1} \leq \sigma_{2} \leq \ldots \leq \sigma_{m}$. Isolating $B$ from (2.27) and considering the following decomposition of $P$,

$$
P=\left[\begin{array}{ll}
P_{B} & P_{\bar{B}} \tag{2.28}
\end{array}\right]
$$

with the columns of the matrix $P_{B} \in \mathbb{R}^{n \times m}$ in $\operatorname{Im}(B)$ and the columns of the matrix $P_{\bar{B}} \in \mathbb{R}^{n \times(n-m)}$ in $(\mathcal{I} m(B))^{\perp}=\mathcal{K} \operatorname{er}\left(B^{T}\right)$, lead to the thin SVD of $B$ (see, e.g., Golub and Van Loan, 2013, Section 2.4.3),

$$
\begin{align*}
B & =P \Sigma V^{T}, \\
& =\left[\begin{array}{ll}
P_{B} & P_{\bar{B}}
\end{array}\right]\left[\begin{array}{l}
\Sigma_{1} \\
0_{(n-m) \times m}
\end{array}\right] V^{T},  \tag{2.29}\\
& =P_{B} \Sigma_{1} V^{T},
\end{align*}
$$

with $\Sigma_{1}=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{m}\right) \in \mathbb{R}^{m \times m}$. Substituting now (2.28) for $P$ in the matrix $P^{T}\left(A+\omega B B^{T}\right) P$ (which is similar to $A+\omega B B^{T}$ ) and using the fact that the columns of $P_{\bar{B}} \in \mathcal{K} \operatorname{er}\left(B^{T}\right)$, we obtain

$$
\begin{aligned}
P^{T}\left(A+\omega B B^{T}\right) P & =\left[\begin{array}{c}
P_{B}^{T} \\
P_{\bar{B}}^{T}
\end{array}\right]\left(A+\omega B B^{T}\right)\left[\begin{array}{ll}
P_{B} & P_{\bar{B}}
\end{array}\right] \\
& =\left[\begin{array}{ll}
P_{B}^{T}\left(A+\omega B B^{T}\right) P_{B} & P_{B}^{T} A P_{\bar{B}} \\
P_{\bar{B}}^{T} A P_{B} & P_{\bar{B}}^{T} A P_{\bar{B}}
\end{array}\right]
\end{aligned}
$$

Using (2.29), we observe that $B B^{T}=\left(P_{B} \Sigma_{1} V^{T}\right)\left(P_{B} \Sigma_{1} V^{T}\right)^{T}=P_{B} \Sigma_{1}^{2} P_{B}^{T}$, implying that

$$
\left[\begin{array}{ll}
P_{B}^{T}\left(A+\omega B B^{T}\right) P_{B} & P_{B}^{T} A P_{\bar{B}} \\
P_{\bar{B}}^{T} A P_{B} & P_{\bar{B}}^{T} A P_{\bar{B}}
\end{array}\right]=\left[\begin{array}{ll}
P_{B}^{T} A P_{B}+\omega \Sigma_{1}^{2} & P_{B}^{T} A P_{\bar{B}} \\
P_{\bar{B}}^{T} A P_{B} & P_{\bar{B}}^{T} A P_{\bar{B}}
\end{array}\right]
$$

by orthonormality of the columns of $P_{B}$.
For the second part of the proof, consider, for any non-zero vector $\xi \in \mathbb{R}^{n}$ having the partition $\left[\begin{array}{l}\xi_{1} \\ \xi_{2}\end{array}\right]$ with $\xi_{1} \in \mathbb{R}^{m}$ and $\xi_{2} \in \mathbb{R}^{(n-m)}$, the Rayleigh quotient

$$
r(\xi)=\frac{\left[\begin{array}{ll}
\xi_{1}^{T} & \xi_{2}^{T}
\end{array}\right]\left[\begin{array}{ll}
P_{B}^{T} A P_{B}+\omega \Sigma_{1}^{2} & P_{B}^{T} A P_{\bar{B}}  \tag{2.30}\\
P_{\bar{B}}^{T} A P_{B} & P_{\bar{B}}^{T} A P_{\bar{B}}
\end{array}\right]\left[\begin{array}{l}
\xi_{1} \\
\xi_{2}
\end{array}\right]}{\left[\begin{array}{ll}
\xi_{1}^{T} & \xi_{2}^{T}
\end{array}\right]\left[\begin{array}{l}
\xi_{1} \\
\xi_{2}
\end{array}\right]}
$$

Without loss of generality, we consider that the vector $\xi$ is unit $\left(\|\xi\|_{2}=1\right)$ and we denote by $\lambda_{\text {min }}$ and $\lambda_{\max }$ the smallest and the largest eigenvalues of $P^{T}\left(A+\omega B B^{T}\right) P$ (and hence of $A+\omega B B^{T}$ ), respectively, implying that

$$
\begin{equation*}
\lambda_{\min } \leq r(\xi) \leq \lambda_{\max } \tag{2.31}
\end{equation*}
$$

by the Rayleigh-Ritz theorem (see, e.g., Horn and Johnson, 1985, Section 4.2). Using (2.30), we can rewrite (2.31) as

$$
\lambda_{\min } \leq\left[\begin{array}{ll}
\xi_{1}^{T} & \xi_{2}^{T}
\end{array}\right]\left[\begin{array}{ll}
P_{B}^{T} A P_{B} & P_{B}^{T} A P_{\bar{B}}  \tag{2.32}\\
P_{\bar{B}}^{T} A P_{B} & P_{\bar{B}}^{T} A P_{\bar{B}}
\end{array}\right]\left[\begin{array}{l}
\xi_{1} \\
\xi_{2}
\end{array}\right]+\omega \xi_{1}^{T} \Sigma_{1}^{2} \xi_{1} \leq \lambda_{\max }
$$

or, equivalently,

$$
\begin{align*}
\lambda_{\min } \leq \xi_{1}^{T} P_{B}^{T} A P_{B} \xi_{1}+\xi_{1}^{T} P_{B}^{T} A P_{\bar{B}} \xi_{2} & +\xi_{2}^{T} P_{\bar{B}}^{T} A P_{B} \xi_{1}  \tag{2.33}\\
& +\xi_{2}^{T} P_{\bar{B}}^{T} A P_{\bar{B}} \xi_{2}+\omega \xi_{1}^{T} \Sigma_{1}^{2} \xi_{1} \leq \lambda_{\max }
\end{align*}
$$

As (2.33) is valid for all non-zero $\xi \in \mathbb{R}^{n}$, we will select four specific configurations which lead to some bounds on $\lambda_{\min }$ and $\lambda_{\max }$. These bounds will be exploited in the last part to conclude the proof.
a) In the first case, we consider $\xi_{1} \in \mathbb{R}^{m}$ and $\xi_{2}=0$. The relation (2.33) becomes

$$
\lambda_{\min } \leq \xi_{1}^{T} P_{B}^{T} A P_{B} \xi_{1}+\omega \xi_{1}^{T} \Sigma_{1}^{2} \xi_{1} \leq \lambda_{\max }
$$

Since the matrix $A$ is symmetric positive semidefinite and $P_{B}$ has a full column rank, we get that $P_{B}^{T} A P_{B}$ is symmetric positive semidefinite and we thus have

$$
\omega \xi_{1}^{T} \Sigma_{1}^{2} \xi_{1} \leq \xi_{1}^{T} P_{B}^{T} A P_{B} \xi_{1}+\omega \xi_{1}^{T} \Sigma_{1}^{2} \xi_{1} \leq \lambda_{\max }
$$

Since $w \xi_{1}^{T} \Sigma_{1}^{2} \xi_{1} \geq \omega \sigma_{1}^{2}\left\|\xi_{1}\right\|_{2}^{2}$, we obtain the following inequality

$$
\begin{equation*}
\omega\left\|\xi_{1}\right\|_{2}^{2} \sigma_{1}^{2} \leq \lambda_{\max } \tag{2.34}
\end{equation*}
$$

b) For the second case, we consider $\xi_{1}=0$ and $\xi_{2} \in \mathbb{R}^{n-m}$. The relation (2.33) becomes

$$
\lambda_{\min } \leq \xi_{2}^{T} P_{\bar{B}}^{T} A P_{\bar{B}} \xi_{2} \leq \lambda_{\max }
$$

Since $\xi_{2}^{T} P_{\bar{B}}^{T} A P_{\bar{B}} \xi_{2} \leq \lambda_{\max }\left(P_{\bar{B}}^{T} A P_{\bar{B}}\right)\left\|\xi_{2}\right\|_{2}^{2}$ and $\left\|\xi_{2}\right\|_{2} \leq 1$ ( $\xi$ being a unit vector), we obtain the following inequality

$$
\lambda_{\min } \leq \xi_{2}^{T} P_{\bar{B}}^{T} A P_{\bar{B}} \xi_{2} \leq \lambda_{\max }\left(P_{\bar{B}}^{T} A P_{\bar{B}}\right)
$$

and thus

$$
\lambda_{\min } \leq \lambda_{\max }\left(P_{\bar{B}}^{T} A P_{\bar{B}}\right)
$$

where $\lambda_{\max }\left(P_{\bar{B}}^{T} A P_{\bar{B}}\right)$ denotes the largest eigenvalue of $P_{\bar{B}}^{T} A P_{\bar{B}}$. We obtain the next inequality by the fact that the supremum of a function over $\mathbb{R}^{n}$ is greater than or equal to the supremum over the set of vectors of the form $x=P_{\bar{B}} y, y \in \mathbb{R}^{n-m}$,

$$
\lambda_{\max }\left(P_{\bar{B}}^{T} A P_{\bar{B}}\right):=\max _{y \in \mathbb{R}^{n-m}} \frac{y^{T} P_{\overline{\bar{B}}}^{T} A P_{\bar{B}} y}{y^{T} y} \leq \lambda_{\max }(A):=\max _{x \in \mathbb{R}^{n}} \frac{x^{T} A x}{x^{T} x},
$$

by orthonormality of the columns of $P_{\bar{B}}$. We thus have

$$
\begin{equation*}
\lambda_{\min } \leq \lambda_{\max }(A) \tag{2.35}
\end{equation*}
$$

c) Now, let us consider for the third case that $\left[\begin{array}{l}\xi_{1} \\ \xi_{2}\end{array}\right]=P^{T}\left[\begin{array}{l}\overline{\xi_{1}} \\ \bar{\xi}_{2}\end{array}\right]$, where $\bar{\xi}$ is the unit eigenvector associated to the eigenvalue of $A$ equal to zero. The relation (2.32) becomes

$$
\lambda_{\min } \leq 0+\omega \xi_{1}^{T} \Sigma_{1}^{2} \xi_{1} \leq \lambda_{\max }
$$

Since $w \xi_{1}^{T} \Sigma_{1}^{2} \xi_{1} \leq \omega \sigma_{m}^{2}\left\|\xi_{1}\right\|_{2}$ with $\left\|\xi_{1}\right\|_{2} \leq 1$ ( $\xi$ being a unit vector), we obtain the following inequality

$$
\begin{equation*}
\lambda_{\min } \leq \omega \sigma_{m}^{2} \tag{2.36}
\end{equation*}
$$

d) The last case we consider, is the vector $\left[\begin{array}{l}\xi_{1} \\ \xi_{2}\end{array}\right]=P^{T}\left[\begin{array}{c}\tilde{\xi}_{1} \\ \tilde{\xi}_{2}\end{array}\right]$, where $\tilde{\xi}$ corresponds to the unit eigenvector associated to the largest eigenvalue of $A$. The inequality (2.32) then becomes

$$
\lambda_{\min } \leq \lambda_{\max }(A)+\omega \xi_{1}^{T} \Sigma_{1}^{2} \xi_{1} \leq \lambda_{\max }
$$

Since $\omega \xi_{1}^{T} \Sigma_{1}^{2} \xi_{1} \geq \omega \sigma_{1}^{2}\left\|\xi_{1}\right\|_{2}^{2}$, we have

$$
\begin{equation*}
\lambda_{\max }(A)+\omega\left\|\xi_{1}\right\|_{2}^{2} \sigma_{1}^{2} \leq \lambda_{\max } . \tag{2.37}
\end{equation*}
$$

In last part of the proof, we finally derive some lower bounds on the condition number of $A+\omega B B^{T}$ by combining the previous inequalities (2.34), (2.35), (2.36) and (2.37). Respectively, by (2.36) and (2.37), by (2.34) and (2.36), by (2.34) and (2.35), and by (2.35) and (2.37), we obtain

$$
\kappa_{2}\left(A+\omega B B^{T}\right) \geq \max \left(f_{1}(\omega), f_{2}(\omega), f_{3}(\omega), f_{4}(\omega)\right)
$$

where

$$
\begin{align*}
f_{1}(\omega) & =\frac{\lambda_{\max }(A)+\omega\left\|\xi_{1}\right\|_{2}^{2} \sigma_{1}^{2}}{\omega \sigma_{m}^{2}} \\
f_{2}(\omega) & =\frac{\left\|\xi_{1}\right\|_{2}^{2} \sigma_{1}^{2}}{\sigma_{m}^{2}} \\
f_{3}(\omega) & =\frac{\omega\left\|\xi_{1}\right\|_{2}^{2} \sigma_{1}^{2}}{\lambda_{\max }(A)}  \tag{2.38}\\
f_{4}(\omega) & =\frac{\lambda_{\max }(A)+\omega\left\|\xi_{1}\right\|_{2}^{2} \sigma_{1}^{2}}{\lambda_{\max }(A)}
\end{align*}
$$

We can notice that $f_{3}(\omega)$ and $f_{4}(\omega)$ are linear functions with a slope equal to $\frac{\left\|\xi_{1}\right\|_{2}^{2} \sigma_{1}^{2}}{\lambda_{\max }(A)}$ and $f_{2}(\omega)$ is a constant function. The function $f_{3}(\omega)$ is always below the function $f_{4}(\omega)$, implying the following bound on the condition number,

$$
\begin{equation*}
\kappa_{2}\left(A+\omega B B^{T}\right) \geq \max \left(f_{1}(\omega), f_{2}(\omega), f_{4}(\omega)\right) \tag{2.39}
\end{equation*}
$$

We now analyse the two possible configurations of functions $f_{1}(\omega), f_{2}(\omega)$ and $f_{4}(\omega)$ defined in (2.38). We consider the configuration where the intersections between $f_{1}(\omega)$ and $f_{4}(\omega)$ is below $f_{2}(\omega)$ in the left-hand subplot in Figure 2.1 or these intersection is above $f_{2}(\omega)$ in the right-hand subplot. The functions $f_{1}(\omega)$, $f_{2}(\omega), f_{3}(\omega)$ and $f_{4}(\omega)$ are plotted in blue, green, red and black respectively for $\omega \in[0,1]$ with $f_{1}(\omega)=1 / \omega, f_{2}(\omega)=3, f_{3}(\omega)=4 \omega$ and $f_{4}(\omega)=1+4 \omega$ for the first configuration and we change $f_{3}(\omega)=25 \omega$ and $f_{4}(\omega)=1+25 \omega$ for the second one. The grey area in Figure 2.1 represents the set of values of $\kappa_{2}\left(A+\omega B B^{T}\right)$ satisfying the bounds (2.39) in both configurations. The three intersection points denoted by $I_{1}, I_{2}$ and $I_{3}$ and belonging to the grey area, are potential candidats to the problem

$$
\min _{\omega \in \mathbb{R}^{+}} h(w)
$$

with $h(\omega):=\max \left(f_{1}(\omega), f_{2}(\omega), f_{4}(\omega)\right)$.
Observe that the intersection between $f_{1}(\omega)$ and $f_{2}(\omega)$, denoted by $I_{1}$, implies that

$$
\begin{equation*}
\lambda_{\max }(A)=0 . \tag{2.40}
\end{equation*}
$$

Hence we have that $A$ is a null matrix, which is impossible. On the other hand, the intersection between $f_{2}(\omega)$ and $f_{4}(\omega)$, denoted by $I_{2}$, implies that

$$
\frac{\left\|\xi_{1}\right\|_{2}^{2} \sigma_{1}^{2}}{\sigma_{m}^{2}}=\frac{\lambda_{\max }(A)+\omega\left\|\xi_{1}\right\|_{2}^{2} \sigma_{1}^{2}}{\lambda_{\max }(A)}
$$

or equivalently,

$$
\omega=\frac{\lambda_{\max }(A)\left\|\xi_{1}\right\|_{2}^{2} \sigma_{1}^{2}-\sigma_{m}^{2} \lambda_{\max }(A)}{\sigma_{1}^{2} \sigma_{m}^{2}\left\|\xi_{1}\right\|_{2}^{2}}
$$



Figure 2.1 - Bounds on $\kappa_{2}\left(A+\omega B B^{T}\right)$.
which leads to

$$
\begin{equation*}
\omega=\frac{\lambda_{\max }(A)}{\sigma_{m}^{2}}\left(\frac{\left\|\xi_{1}\right\|_{2}^{2} \sigma_{1}^{2}-\sigma_{m}^{2}}{\left\|\xi_{1}\right\|_{2}^{2} \sigma_{1}^{2}}\right) . \tag{2.41}
\end{equation*}
$$

Since $\left\|\xi_{1}\right\|_{2}^{2} \leq 1$ and $\sigma_{1}^{2} \leq \sigma_{m}^{2}$, we have $\left\|\xi_{1}\right\|_{2}^{2} \sigma_{1}^{2}-\sigma_{m}^{2} \leq 0$, which is impossible since $\omega \geq 0$. The last possibility is the intersection between $f_{1}(\omega)$ and $f_{4}(\omega)$, denoted by $I_{3}$ that implies that

$$
\frac{\lambda_{\max }(A)+\omega\left\|\xi_{1}\right\|_{2}^{2} \sigma_{1}^{2}}{\omega \sigma_{m}^{2}}=\frac{\lambda_{\max }(A)+\omega\left\|\xi_{1}\right\|_{2}^{2} \sigma_{1}^{2}}{\lambda_{\max }(A)}
$$

which by simplification yields as only positive solution

$$
\begin{equation*}
\omega=\frac{\lambda_{\max }(A)}{\sigma_{m}^{2}} \tag{2.42}
\end{equation*}
$$

Since $A$ is symmetric, the 2 -norm of $A$ is equal to the largest eigenvalue of $A$ (see, e.g., Golub and Van Loan, 2013, Section 2.3.3) and the 2 -norm of $B$ is equal to the largest singular value of $B$ (see, e.g., Golub and Van Loan, 2013, Section 2.4.2), proving the result.

We now illustrate the effect of different values of $\omega$ on the condition number of the saddle-point system genhs 28 from the CUTEr test set Gould, Orban and Toint (2001b), as in Golub et al. (2006). This matrix is a $18 \times 18$ saddle-point matrix where $A$ is $10 \times 10$ and $B$ is $10 \times 8$. Figure 2.2 shows the evolution of the condition number of the matrix obtained by adding a multiple of $B B^{T}$ to $A$. We indicate the value of $\omega=\|A\|_{2} /\|B\|_{2}^{2}=0.2308$ by a red star. We can


Figure 2.2 - Condition number of $A+\omega B B^{T}$ for the genhs 28 matrix from CUTEr.


Figure 2.3 - Convergence profiles of MinRes for the genhs 28 matrix from CUTEr.
see that the condition number starts to decrease towards the condition number associated to $\omega=\|A\|_{2} /\|B\|_{2}^{2}$ before increasing again.
Figure 2.3 shows the convergence profile of preconditioned Minres with the preconditioner (2.24) using $\omega=0.2308$ and MinReS without preconditioner for the above test problem. The iterations are stopped when the scaled residuals
in respectively 2 -norm and $\mathcal{P}^{-1}$ norm, are less than $10^{-8}$ and we can observe that the convergence with preconditioning is faster.

In the case where $A$ has high nullity, Greif and Schötzau (2006) replace the Schur complement in (2.22) by the symmetric positive definite matrix $W$ introduced in Section 2.2.2. They show that the preconditioned saddle-point system has $n$ eigenvalues equal to 1 and $m$ equal to -1 , which implies that the preconditioned Minres is expected to converge within two iterations.

Finally, in Golub and Greif (2003), the authors seek for a value of $\omega$ large enough so as to eliminate the effect of the ill-conditioning of $A$, while not too large to avoid the effect of the ill-conditioning of $B B^{T}$. They analyse the condition number of the saddle-point system (2.23) and show that the condition number gets larger when $\omega$ increases, and behaves like $\omega^{2}$.

### 2.2.4 Constraint preconditioners

In this last section, we consider another type of preconditioners for solving linear systems of the KKT form. This is a nonsingular preconditioner, called constraint preconditioner of the form

$$
\mathcal{P}_{c}=\left[\begin{array}{cc}
G & B  \tag{2.43}\\
B^{T} & 0
\end{array}\right]
$$

where $G \in \mathbb{R}^{n \times n}$ is an approximation of the matrix $A$. The constraint preconditioner for indefinite linear systems was studied by Keller, Gould and Wathen (2000), or see Benzi and Wathen (2008) for a survey. We introduce it in this work for comparison purposes with the block diagonal preconditioners that we develop in Chapter 4.

Note that the blocks of preconditioner $\mathcal{P}_{c}$ in (2.43) are unchanged from the original matrix $\mathcal{A}_{K K T}$ in (2.16) so that the preconditioner $\mathcal{P}_{c}$ is an indefinite matrix as is $\mathcal{A}_{\text {KKT }}$. This implies that the MinRes method is not appropriate in this case. The authors in Gould, Hribar and Toint (2001a) show how the CG method combined only with the constraint preconditioner can still be used on indefinite linear systems of the KKT form. This is a real advantage for this preconditioner since the CG method is a very efficient method.

A first observation is that we need to solve only one system with the matrix $\mathcal{P}_{c}$ in (2.43) at each iteration of the CG algorithm. For instance, Dollar and Wathen (2004) use a new factorization for the preconditioned step of CG based on Schilders' factorization. In exact arithmetic, a second advantage of this preconditioner is that the CG combined with the constraint preconditioner ensures that all the iterates satisfy the constraints and this is not the case for other preconditoners.

Keller et al. (2000) give the next result on the eigenvalues distribution of the preconditioned matrix $\mathcal{P}_{c}^{-1} \mathcal{A}_{K K T}$. We include it here for completeness.

Theorem 2.10 Let $\mathcal{A}_{K K T} \in \mathbb{R}^{(n+m) \times(n+m)}$ be the symmetric and indefinite matrix defined in (2.16). Assume $Z \in \mathbb{R}^{n \times(n-m)}$ is a basis for the null-space of $B^{T}$. Preconditioning $\mathcal{A}_{K K T}$ by the constraint preconditioner $\mathcal{P}_{c}$ defined in (2.43) where $G \neq A$, implies that the matrix $\mathcal{P}_{c}^{-1} \mathcal{A}_{K K T}$ has

1. an eigenvalue at 1 with multiplicity $2 m$, and
2. $n-m$ eigenvalues which are defined by the generalized eigenvalue problem $Z^{T} A Z x=\lambda Z^{T} G Z x$.

Proof. (Keller et al., 2000, Theorem 2.1)
We have introduced in this chapter the iterative methods to linear systems. In the case where we consider the KKT systems or the SQD systems, we have analysed in particular, the block diagonal preconditioner built on the matrix $A$ and on the Schur complement. In the next chapter, we introduce the inverse approximations of $A$ and of the Schur complement.

## Chapter

## Spectral preconditioners for positive definite matrices

As we have seen in Chapter 2, preconditioning techniques are used to accelerate Krylov subspace methods and in particular, we have introduced in Section 2.2.1 the "ideal" block diagonal preconditioner,

$$
\mathcal{P}:=\left[\begin{array}{cc}
A & 0  \tag{3.1}\\
0 & S
\end{array}\right],
$$

where $S=B^{T} A^{-1} B+C$ is the exact Schur complement. Following the ideas in Murphy et al. (2000), our goal in this chapter is to introduce good approximations of the inverse of the $(1,1)$ block $A$ and of the Schur complement $S$ used in Chapter 4 to build some appropriate preconditioners of the form (3.1) for a KKT or a SQD system with matrix, respectively,

$$
\mathcal{A}_{K K T}:=\left[\begin{array}{cc}
A & B  \tag{3.2}\\
B^{T} & 0
\end{array}\right] \text { and } \mathcal{A}_{S Q D}:=\left[\begin{array}{cc}
A & B \\
B^{T} & -C
\end{array}\right],
$$

where $A$ of order $n$ is symmetric and positive definite, $B$ of size $n \times m$ has a full column rank and $C$ of order $m$ is symmetric and positive definite. Indeed, the starting point of this work was actually the former work that appeared in Giraud et al. (2006) and Golub et al. (2007), giving the ground basis for extracting and exploiting spectral information in the context of the solution of linear symmetric positive definite systems. We analyse thereafter how this could be extended to KKT or SQD systems, which exhibit very particular algebraic structures that can be exploited in a specific manner.

We assume that $A$ is ill-conditioned and that some first level of preconditioning has been applied to the systems (3.2) so that the spectrum of $A$ is clustered, with relatively few very small eigenvalues. This situation occurs when considering usual preconditioning techniques on $A$ such as, for instance,
the incomplete Cholesky decomposition (see, e.g., Greenbaum, 1997, Section 11.1) or a Jacobi scaling. For simplicity, we shall use $\mathcal{A}_{K K T}$ or $\mathcal{A}_{S Q D}$ with matrices $A, B$ and $C$ as defined in (3.2) to refer to the KKT matrix or SQD matrix with the first level of preconditioning in use.

In a first stage, we also initially assume that we know the few very small eigenvalues and associated eigenvectors of $A$. Based on this knowledge, we thus aim at performing a further level of preconditioning on the system (3.2) that ensures, when the first level is not satisfying, a sufficiently fast convergence of Minres. We shall derive our preconditioners from prior spectral information extracted from $A$ directly, more precisely from the subspace associated with the smallest eigenvalues of $A$. One of the benefits of our approach is that it allows us to work separately on $A$ and $B$, recombining them through the Schur complement approximation. This aspect will be studied in more details in Chapter 5.

The chapter is organized as follows. In Sections 3.1 and 3.2, we introduce the inverse approximations of $A$ and of the Schur complement using spectral information we will consider, and we study the spectral properties of the preconditioned matrices using these approximations. These spectral approximations will be used in Chapter 4 to build two block diagonal preconditioners for the KKT matrix or SQD matrix.

### 3.1 Spectral approximation of the inverse of the $(1,1)$ block

Let the eigendecomposition of the matrix $A$ in (3.2) be given by

$$
\begin{equation*}
A=U \Lambda U^{T}=U_{\gamma} \Lambda_{\gamma} U_{\gamma}^{T}+\tilde{U}_{\gamma} \tilde{\Lambda}_{\gamma} \tilde{U}_{\gamma}^{T} \tag{3.3}
\end{equation*}
$$

where the spectrum $\left\{\lambda_{i}\right\}_{i=1}^{n}$ of $A$ is split in two parts, with $\Lambda_{\gamma} \in \mathbb{R}^{p \times p}$ the diagonal matrix containing the $p$ eigenvalues less than a given positive number $\gamma \in\left[\lambda_{\min }(A), \lambda_{\max }(A)\right]$, and with $\tilde{\Lambda}_{\gamma} \in \mathbb{R}^{(n-p) \times(n-p)}$ the diagonal matrix containing all the other $(n-p)$ eigenvalues. The columns of the rectangular matrices $U_{\gamma} \in \mathbb{R}^{n \times p}$ and $\tilde{U}_{\gamma} \in \mathbb{R}^{n \times(n-p)}$ are the orthonormal sets of eigenvectors corresponding to $\Lambda_{\gamma}$ and $\tilde{\Lambda}_{\gamma}$ respectively and form the orthogonal matrix $U=\left[U_{\gamma}, \tilde{U}_{\gamma}\right] \in \mathbb{R}^{n \times n}$. We assume that $U_{\gamma}$ and $\Lambda_{\gamma}$ are available ${ }^{(1)}$.

Let $\alpha>0$ be some known estimate of the average of the eigenvalues in $\tilde{\Lambda}_{\gamma}$ ( or of $\left.\lambda_{\max }(A)\right)$. Consider now the approximate inverse of $A$ given by the spectral low rank update (SLRU) approach developed by Carpentieri et al. (2003),

$$
\begin{equation*}
A_{\gamma}^{-1}=U_{\gamma} \Lambda_{\gamma}^{-1} U_{\gamma}^{T}+\frac{1}{\alpha} I_{n} \tag{3.4}
\end{equation*}
$$

[^5]The eigenvalues $\left\{\mu_{i}\right\}_{i=1}^{n}$ of the matrix $A_{\gamma}^{-1} A$, with

$$
\begin{aligned}
A_{\gamma}^{-1} A & =\left(U_{\gamma} \Lambda_{\gamma}^{-1} U_{\gamma}^{T}+\frac{1}{\alpha} I_{n}\right)\left(U_{\gamma} \Lambda_{\gamma} U_{\gamma}^{T}+\tilde{U}_{\gamma} \tilde{\Lambda}_{\gamma} \tilde{U}_{\gamma}^{T}\right) \\
& =U_{\gamma} U_{\gamma}^{T}+\frac{1}{\alpha} U_{\gamma} \Lambda_{\gamma} U_{\gamma}^{T}+\frac{1}{\alpha} \tilde{U}_{\gamma} \tilde{\Lambda}_{\gamma} \tilde{U}_{\gamma}^{T} \\
& =U_{\gamma}\left(I_{n}+\frac{1}{\alpha} \Lambda_{\gamma}\right) U_{\gamma}^{T}+\tilde{U}_{\gamma}\left(\frac{1}{\alpha} \tilde{\Lambda}_{\gamma}\right) \tilde{U}_{\gamma}^{T}
\end{aligned}
$$

are

$$
\left\{\begin{array}{llll}
\mu_{i}=1+\frac{\lambda_{i}}{\alpha} & \text { if } & \lambda_{i} \leq \gamma & (p \text { eigenvalues })  \tag{3.5}\\
\mu_{i}=\frac{\lambda_{i}}{\alpha} & \text { if } & \lambda_{i}>\gamma & (n-p \text { eigenvalues })
\end{array}\right.
$$

and are included within the interval

$$
\begin{equation*}
\left[\min \left(\frac{\alpha+\lambda_{\min }(A)}{\alpha}, \frac{\gamma}{\alpha}\right), \max \left(\frac{\alpha+\gamma}{\alpha}, \frac{\lambda_{\max }(A)}{\alpha}\right)\right] . \tag{3.6}
\end{equation*}
$$

Note that the condition number of $A_{\gamma}^{-1} A$ is explicitly controlled by the choice of the parameters $\alpha$ and $\gamma\left(\right.$ with $\lambda_{\min }(A)$ and $\lambda_{\max }(A)$ fixed ) and is given by

$$
\kappa_{2}\left(A_{\gamma}^{-1} A\right)=\frac{\max \left(\frac{\alpha+\gamma}{\alpha}, \frac{\lambda_{\max }(A)}{\alpha}\right)}{\min \left(\frac{\alpha+\lambda_{\min }(A)}{\alpha}, \frac{\gamma}{\alpha}\right)}
$$

For instance, choosing $\gamma=\frac{\lambda_{\max }(A)}{100}$ and $\alpha=\frac{\lambda_{\max }(A)+\gamma}{2}$ yields

$$
\begin{align*}
\frac{\gamma}{\alpha} & =\left(\frac{\lambda_{\max }(A)}{100}\right)\left(\frac{2}{\lambda_{\max }(A)+\gamma}\right) \\
& =\frac{2 \lambda_{\max }(A)}{100 \lambda_{\max }(A)+\lambda_{\max }(A)}  \tag{3.7}\\
& =\frac{2}{101}
\end{align*}
$$

and

$$
\begin{align*}
\frac{\lambda_{\max }(A)}{\alpha} & =\frac{2 \lambda_{\max }(A)}{\lambda_{\max }(A)+\gamma} \\
& =\frac{2 \lambda_{\max }(A)}{\lambda_{\max }(A)+\frac{\lambda_{\max }(A)}{100}}  \tag{3.8}\\
& =\frac{200}{101}
\end{align*}
$$

Assuming that $\frac{\alpha+\lambda_{\min }(A)}{\alpha}=\mathcal{O}(1)$ and using (3.7) and (3.8) in (3.6), we obtain that the spectrum $\lambda^{\alpha}\left(A_{\gamma}^{-1} A\right)=\left\{\mu_{i}\right\}_{i=1}^{n}$ of $A_{\gamma}^{-1} A$ satisfies,

$$
\begin{align*}
\mu_{i} & \in\left[\min \left(\mathcal{O}(1), \frac{\gamma}{\alpha}\right), \max \left(1+\frac{\gamma}{\alpha}, \frac{\lambda_{\max }(A)}{\alpha}\right)\right] \\
& =\left[\min \left(\mathcal{O}(1), \frac{2}{101}\right), \max \left(1+\frac{2}{101}, \frac{200}{101}\right)\right]  \tag{3.9}\\
& =\left[\frac{2}{101}, \frac{200}{101}\right],
\end{align*}
$$

for $i=1, \ldots, n$, so that

$$
\kappa_{2}\left(A_{\gamma}^{-1} A\right) \leq 100
$$

Also observe that the matrix $A_{\gamma}^{-1}$ in (3.4) has similar ingredients to those used in deflation techniques but has not the form of the projector used in these techniques (see Giraud et al., 2006, for instance). Its effect is indeed not of a deflation type, in the sense that no eigenvalue of the matrix $A_{\gamma}^{-1} A$ is shifted to zero.

The choice of SLRU approach for the approximate inverse of $A$ is motivated by the simple form of the expression (3.4). The family of limited-memory preconditioners (LMP) could be a good alternative allowing other information as Ritz vectors or descent directions instead of spectral information to generalize the approach developed in this thesis. We refer to the PhD thesis of Tshimanga (2007) for more details on LMP preconditioners.

We illustrate the accuracy of the bounds (3.6) on a symmetric positive definite matrix of order $n=300$ randomly generated by the Matlab function sprandsym (with a density of 0.05 and preset eigenvalues $\lambda_{i}=10^{-8 \times f_{i}}$, where $f_{i}$ is random uniformly distributed in $\left.(0,1)\right)$. The smallest eigenvalue is $10^{-8}$, while the largest is $9.9310^{-1}$ implying that the condition number of $A$ is $9.910^{7}$. As a first level of preconditioning, we consider the incomplete Cholesky decomposition of this matrix with a drop tolerance of $10^{-4}$ (see, e.g., Greenbaum, 1997, Section 11.1), followed by a Jacobi scaling to set the diagonal of the preconditioned matrix to 1 . The spectrum of the resulting preconditioned matrix is well clustered, with 42 eigenvalues less than $\gamma=\frac{\lambda_{\max }(A)}{100} \approx 3.810^{-2}$, and with extreme eigenvalues of $1.710^{-7}$ and 3.8. The condition number is then $2.210^{7}$. Figure 3.1 shows (on logarithmic scale) the eigenvalues of this preconditioned matrix. For simplicity, we shall denote as $A$ this preconditioned matrix in the following.


Figure 3.1 - Spectrum of the test matrix $A$ after incomplete Cholesky preconditioning and Jacobi scaling.

With the knowledge of the eigenvalues $\left\{\lambda_{i}\right\}_{i=1}^{42}$ (those less than $\gamma$ ) and the corresponding eigenvectors, we can set up $\Lambda_{\gamma} \in \mathbb{R}^{42 \times 42}$ and $U_{\gamma} \in \mathbb{R}^{300 \times 42}$ as well as $\alpha=1.16$ (the average of the remaining eigenvalues). Finally, the bounds given by (3.6) ensure that the eigenvalues of $A_{\gamma}^{-1} A$ belong to $\left[3.210^{-2}, 3.3\right]$ and $\kappa_{2}\left(A_{\gamma}^{-1} A\right) \leq 103.1$, which is illustrated by the eigenvalue distribution in Figure 3.2. The eigenvalue distribution of $A_{\gamma}^{-1} A$ shows a nice clustering around 1 , which emphasizes the fact that $A_{\gamma}^{-1}$ is a good preconditioner for $A$.


Figure 3.2 - Eigenvalue distribution of $A_{\gamma}^{-1} A$.

### 3.2 Spectral approximation of the Schur complement

We now introduce the approximation of the Schur complement of the matrices $\mathcal{A}_{K K T}$ and $\mathcal{A}_{S Q D}$ as the matrices $S_{\gamma}=B^{T} A_{\gamma}^{-1} B$ and $S_{\gamma}=B^{T} A_{\gamma}^{-1} B+C$, respectively. Substituting (3.4) for $A_{\gamma}^{-1}$, the approximation $S_{\gamma}$ becomes

$$
\begin{equation*}
S_{\gamma}=B^{T}\left(U_{\gamma} \Lambda_{\gamma}^{-1} U_{\gamma}^{T}+\frac{1}{\alpha} I_{n}\right) B \tag{3.10}
\end{equation*}
$$

for the KKT case, and

$$
\begin{equation*}
S_{\gamma}=B^{T} A_{\gamma}^{-1} B+C=B^{T}\left(U_{\gamma} \Lambda_{\gamma}^{-1} U_{\gamma}^{T}+\frac{1}{\alpha} I_{n}\right) B+C \tag{3.11}
\end{equation*}
$$

for the SQD case. We refer the reader to the book of Zhang (2010) for a good survey on the Schur complement and its properties. In the next section, we develop an approximation for the inverse of $S_{\gamma}$ in (3.10) and we show that it is a good preconditioner for the Schur complement. Next, we generalize the theoretical result to the SQD case using (3.11) and point out the modifications implied on the bounds on the eigenvalues of the preconditioned Schur complement.

### 3.2.1 Spectral approximation of the inverse of the Schur complement for matrices of the KKT form

We write $S_{\gamma}$ in (3.10) using the notation

$$
\begin{equation*}
J_{\gamma}:=B^{T} U_{\gamma} \Lambda_{\gamma}^{-\frac{1}{2}}, \tag{3.12}
\end{equation*}
$$

as

$$
\begin{aligned}
S_{\gamma} & =\left(B^{T} U_{\gamma} \Lambda_{\gamma}^{-\frac{1}{2}}\right)\left(\Lambda_{\gamma}^{-\frac{1}{2}} U_{\gamma}^{T} B\right)+\frac{1}{\alpha} B^{T} B \\
& =J_{\gamma} J_{\gamma}^{T}+\frac{1}{\alpha} B^{T} B
\end{aligned}
$$

Then using the Sherman-Morrison-Woodbury formula (see Appendix A or Golub and Van Loan, 2013), we can derive the following expression for the inverse of $S_{\gamma}$,

$$
S_{\gamma}^{-1}=\left(\frac{1}{\alpha} B^{T} B\right)^{-1}-\left(\frac{1}{\alpha} B^{T} B\right)^{-1} J_{\gamma}\left(I_{n}+J_{\gamma}^{T}\left(\frac{1}{\alpha} B^{T} B\right)^{-1} J_{\gamma}\right)^{-1} J_{\gamma}^{T}\left(\frac{1}{\alpha} B^{T} B\right)^{-1},
$$

and substituting (3.12) for $J_{\gamma}$ yields,

$$
\begin{aligned}
S_{\gamma}^{-1}= & \alpha\left(B^{T} B\right)^{-1} \\
& \quad-\alpha^{2}\left(B^{T} B\right)^{-1} B^{T} U_{\gamma}\left(\Lambda_{\gamma}+\alpha U_{\gamma}^{T} B\left(B^{T} B\right)^{-1} B^{T} U_{\gamma}\right)^{-1} U_{\gamma}^{T} B\left(B^{T} B\right)^{-1},
\end{aligned}
$$

or, equivalently,

$$
\begin{equation*}
S_{\gamma}^{-1}=\alpha\left(B^{T} B\right)^{-1 / 2}\left(I_{m}-K_{\gamma}\left(\frac{1}{\alpha} \Lambda_{\gamma}+K_{\gamma}^{T} K_{\gamma}\right)^{-1} K_{\gamma}^{T}\right)\left(B^{T} B\right)^{-1 / 2} \tag{3.13}
\end{equation*}
$$

where $K_{\gamma} \in \mathbb{R}^{m \times p}$ is the operator defined by

$$
\begin{equation*}
K_{\gamma}:=\left(B^{T} B\right)^{-1 / 2} B^{T} U_{\gamma} \tag{3.14}
\end{equation*}
$$

Observe that $K_{\gamma}$ involves the constraint matrix $B$ and the matrix $U_{\gamma} \in \mathbb{R}^{n \times p}$, which contains the orthonormal set of the $p$ eigenvectors associated to the eigenvalues in $A$ below a given threshold $\gamma$. The singular values of $K_{\gamma}$ correspond to the cosines of the principal angles between the two subspaces $\operatorname{Im}(B)$ and $\mathcal{I} m\left(U_{\gamma}\right)$, since $B\left(B^{T} B\right)^{-1 / 2}$ represents an orthonormal basis for $\mathcal{I} m(B)$ (see Appendix A or Golub and Van Loan, 2013, Section 6.4.3). The expression

$$
K_{\gamma}\left(\frac{1}{\alpha} \Lambda_{\gamma}+K_{\gamma}^{T} K_{\gamma}\right)^{-1} K_{\gamma}^{T}
$$

in (3.13) explicitly shows the interaction between $A$ and $B$, with the combined effects of both the smallest eigenvalues of $A$ and the cosines of the principal angles between $\operatorname{Im}(B)$ and $\operatorname{Im}\left(U_{\gamma}\right)$. This interaction between $A$ and $B$ will be studied in detail in Chapter 5 . Note that the matrix $\frac{1}{\alpha} \Lambda_{\gamma}+K_{\gamma}^{T} K_{\gamma} \in \mathbb{R}^{p \times p}$ is a rank- $p$ update and is of a small dimension $p$.

Theorem 3.1 below gives the bounds that we have derived on the eigenvalues of the preconditioned Schur complement. This proof is based on the CS decomposition (see Appendix A or Paige and Saunders, 1981, Section 4). However, this result, submitted to the journal $\mathrm{COAP}^{(2)}$ has been refined by an anonymous referee who gave us the proof, as shown in Theorem 3.2.

Theorem 3.1 Let $A$ and $A_{\gamma} \in \mathbb{R}^{n \times n}$ be given by (3.3) and (3.4) respectively. Then the spectrum $\lambda\left(S_{\gamma}^{-1} S\right)=\left\{\nu_{i}\right\}_{i=1}^{m}$ of the matrix $S_{\gamma}^{-1} S \in \mathbb{R}^{m \times m}$ with $S=B^{T} A^{-1} B$ and $S_{\gamma}=B^{T} A_{\gamma}^{-1} B$ satisfies:

$$
\begin{equation*}
\nu_{i} \in\left[\frac{\alpha}{\alpha+\lambda_{\max }(A)+\gamma}, \frac{\alpha+\gamma}{\gamma}\right], \quad \text { for } i=1, \ldots, m \tag{3.15}
\end{equation*}
$$

with $\alpha>0$ and $\gamma \in\left[\lambda_{\min }(A), \lambda_{\max }(A)\right]$ as defined above.

[^6]Proof. See Appendix B for the proof.

Theorem 3.2 Let $A$ and $A_{\gamma} \in \mathbb{R}^{n \times n}$ be given by (3.3) and (3.4) respectively. Then the spectrum $\lambda\left(S_{\gamma}^{-1} S\right)=\left\{\nu_{i}\right\}_{i=1}^{m}$ of the matrix $S_{\gamma}^{-1} S \in \mathbb{R}^{m \times m}$ with $S=B^{T} A^{-1} B$ and $S_{\gamma}=B^{T} A_{\gamma}^{-1} B$ satisfies:

$$
\begin{equation*}
\nu_{i} \in\left[\min \left(\frac{\alpha}{\alpha+\gamma}, \frac{\alpha}{\lambda_{\max }(A)}\right), \max \left(\frac{\alpha}{\alpha+\lambda_{\min }(A)}, \frac{\alpha}{\gamma}\right)\right], \tag{3.16}
\end{equation*}
$$

for $i=1, \ldots, m$, with $\alpha>0$ and $\gamma \in\left[\lambda_{\min }(A), \lambda_{\max }(A)\right]$.

Proof. First note that the matrices $S$ and $S_{\gamma}$ are symmetric and positive definite, hence nonsingular, by definition of $A$ and $A_{\gamma}$ respectively, and by the full column rank property of $B \in \mathbb{R}^{n \times m}$ (see, e.g., Golub and Van Loan, 2013, Section 4.2.1). The eigenvalue problem $S_{\gamma}^{-1} S x=\lambda x$ is then equivalent to the generalized eigenvalue problem:

$$
\begin{equation*}
S x=\lambda S_{\gamma} x \tag{3.17}
\end{equation*}
$$

that is, $\lambda\left(S_{\gamma}^{-1} S\right)=\lambda\left(S, S_{\gamma}\right)=\left\{\nu_{i}\right\}_{i=1}^{m}$.
Consider, for a non-zero vector $y \in \mathbb{R}^{m}$, the generalized Rayleigh quotient

$$
\begin{aligned}
\nu(y) & =\frac{y^{T} S y}{y^{T} S_{\gamma} y} \\
& =\frac{y^{T} B^{T} A^{-1} B y}{y^{T} B^{T} A_{\gamma}^{-1} B y},
\end{aligned}
$$

implying that the extreme eigenvalues of $S_{\gamma}^{-1} S$ are

$$
\nu_{m}=\max _{y \in \mathbb{R}^{m}} \nu(y) \quad \text { and } \quad \nu_{1}=\min _{y \in \mathbb{R}^{m}} \nu(y)
$$

We first obtain the following inequality by the fact that the supremum of a function over $\mathbb{R}^{n}$ is greater than or equal to the supremum over the set of vectors of the form $x=B y, y \in \mathbb{R}^{m}$,

$$
\begin{aligned}
\nu_{m} & \leq \max _{x \in \mathbb{R}^{n}} \frac{x^{T} A^{-1} x}{x^{T} A_{\gamma}^{-1} x} \\
& =\mu_{\max }\left(A_{\gamma} A^{-1}\right) \\
& =\frac{1}{\mu_{\min }\left(A A_{\gamma}^{-1}\right)}
\end{aligned}
$$

In the same way, we deduce that

$$
\begin{aligned}
\nu_{1} & \geq \min _{x \in \mathbb{R}^{n}} \frac{x^{T} A^{-1} x}{x^{T} A_{\gamma}^{-1} x} \\
& =\mu_{\min }\left(A_{\gamma} A^{-1}\right) \\
& =\frac{1}{\mu_{\max }\left(A A_{\gamma}^{-1}\right)} .
\end{aligned}
$$

By the interval (3.6) that contains the eigenvalues of $A_{\gamma}^{-1} A$, we conclude that

$$
\begin{aligned}
\nu_{m} & \leq \frac{1}{\min \left(\frac{\alpha+\lambda_{\min }(A)}{\alpha}, \frac{\gamma}{\alpha}\right)} \\
& =\max \left(\frac{\alpha}{\alpha+\lambda_{\min }(A)}, \frac{\alpha}{\gamma}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\nu_{1} & \geq \frac{1}{\max \left(\frac{\alpha+\gamma}{\alpha}, \frac{\lambda_{\max }(A)}{\alpha}\right)} \\
& =\min \left(\frac{\alpha}{\alpha+\gamma}, \frac{\alpha}{\lambda_{\max }(A)}\right) .
\end{aligned}
$$

The following theorem shows that the bounds on the eigenvalues of the preconditioned Schur complement given by Theorem 3.2 are sharper than the bounds given by Theorem 3.1.

Theorem 3.3 The inequalities

$$
\begin{equation*}
\min \left(\frac{\alpha}{\alpha+\gamma}, \frac{\alpha}{\lambda_{\max }(A)}\right) \geq \frac{\alpha}{\alpha+\lambda_{\max }(A)+\gamma} \tag{3.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\max \left(\frac{\alpha}{\alpha+\lambda_{\min }(A)}, \frac{\alpha}{\gamma}\right) \leq \frac{\alpha+\gamma}{\gamma} \tag{3.19}
\end{equation*}
$$

hold.

Proof. Since $\lambda_{\max }(A)>0, \alpha>0$ and $\gamma>0$, we have

$$
\frac{\alpha}{\alpha+\gamma} \geq \frac{\alpha}{\alpha+\lambda_{\max }(A)+\gamma} \quad \text { and } \quad \frac{\alpha}{\lambda_{\max }(A)} \geq \frac{\alpha}{\alpha+\lambda_{\max }(A)+\gamma}
$$

implying the first inequality (3.18). In the same way, since

$$
\frac{\alpha}{\alpha+\lambda_{\min }(A)}=1-\frac{\lambda_{\min }(A)}{\alpha+\lambda_{\min }(A)}<1 \quad \text { and } \quad \frac{\alpha+\gamma}{\gamma}=\frac{\alpha}{\gamma}+1>1
$$

as $\lambda_{\text {min }}(A)>0$, we obtain

$$
\begin{equation*}
\frac{\alpha}{\alpha+\lambda_{\min }(A)} \leq \frac{\alpha+\gamma}{\gamma} . \tag{3.20}
\end{equation*}
$$

The inequality

$$
\begin{equation*}
\frac{\alpha}{\gamma} \leq \frac{\alpha+\gamma}{\gamma} \tag{3.21}
\end{equation*}
$$

is obvious. By (3.20) and (3.21), we derive (3.19).
Similarly to $A_{\gamma}^{-1} A$, the condition number of $S_{\gamma}^{-1} S$ is fully controlled by the choice of the parameters $\alpha$ and $\gamma$. For instance, choosing $\gamma=\frac{\lambda_{\max }(A)}{100}$ and $\alpha=\frac{\lambda_{\max }(A)+\gamma}{2}$, implies that

$$
\begin{aligned}
\alpha+\gamma & =\frac{\lambda_{\max }(A)+\gamma}{2}+\gamma \\
& =\frac{\lambda_{\max }(A)}{2}+\frac{3 \gamma}{2} \\
& =\frac{103 \lambda_{\max }(A)}{200}
\end{aligned}
$$

and by (3.7) and (3.8), we have

$$
\begin{equation*}
\frac{\alpha}{\gamma}=\frac{101}{2} \quad \text { and } \quad \frac{\alpha}{\lambda_{\max }(A)}=\frac{101}{200} . \tag{3.22}
\end{equation*}
$$

Assuming again that $\frac{\alpha+\lambda_{\min }(A)}{\alpha}=\mathcal{O}(1)$, Theorem 3.2 implies that the spectrum $\lambda\left(S_{\gamma}^{-1} S\right)=\left\{\nu_{i}\right\}_{i=1}^{m}$ of the matrix $S_{\gamma}^{-1} S$ satisfies

$$
\begin{align*}
\nu_{i} & \in\left[\min \left(\frac{\frac{101}{200} \lambda_{\max }(A)}{\frac{103}{200} \lambda_{\max }(A)}, \frac{101}{200}\right), \max \left(\mathcal{O}(1), \frac{101}{2}\right)\right] \\
& =\left[\min \left(\frac{101}{103}, \frac{101}{200}\right), \max \left(\mathcal{O}(1), \frac{101}{2}\right)\right]  \tag{3.23}\\
& =\left[\frac{101}{200}, \frac{101}{2}\right],
\end{align*}
$$

for $i=1, \ldots, m$, so that

$$
\kappa_{2}\left(S_{\gamma}^{-1} S\right) \leq 100
$$

We illustrate the tightness of the bounds in Theorem 3.2 using the previously introduced test example for the matrix $A$. The constraint matrix $B \in \mathbb{R}^{300 \times 150}$ is built by means of the Matlab function sprandn (with a density of 0.05 and a condition number of $10^{4}$ ). The resulting Schur complement $S=B^{T} A^{-1} B$ is ill-conditioned, with a smallest eigenvalue of $2.410^{-6}$ and a largest of $1.410^{5}$. In the same way, the Schur complement approximation $S_{\gamma}=B^{T} A_{\gamma}^{-1} B$ exhibits the same ill-conditioning with extreme eigenvalues of $2.110^{-6}$ and $1.410^{5}$ and Figure 3.3 shows that the eigenvalue distribution of $S_{\gamma}$ is very close to the eigenvalue distribution of $S$. Finally, the bounds given by Theorem 3.2 ensure that the eigenvalues of $S_{\gamma}^{-1} S$ belong to [0.3, 30.5] implying that $\kappa_{2}\left(S_{\gamma}^{-1} S\right) \leq 101.7$, which is illustrated by the eigenvalue distribution in Figure 3.4. With respect to these bounds, the extreme eigenvalues of $S_{\gamma}^{-1} S$ are $\nu_{\min } \approx 0.56$ and $\nu_{\max } \approx 16.28$. The eigenvalue distribution of $S_{\gamma}^{-1} S$ also shows a nice clustering around 1 , which emphasizes the fact that $S_{\gamma}^{-1}$ is a good preconditioner for $S$.

### 3.2.2 Spectral approximation of the inverse of the Schur complement for matrices of the SQD form

In the previous section, we have introduced an approximation for the inverse of the Schur complement of KKT matrices and we have shown using one theoretical result that this approximation is a good preconditioner for the exact Schur complement. In this section, we extend the proposed approach for SQD matrices. Writing $S_{\gamma}$ in (3.11) using the notation (3.12), we get

$$
\begin{aligned}
S_{\gamma} & =\left(B^{T} U_{\gamma} \Lambda_{\gamma}^{-\frac{1}{2}}\right)\left(\Lambda_{\gamma}^{-\frac{1}{2}} U_{\gamma}^{T} B\right)+\frac{1}{\alpha} B^{T} B+C \\
& =J_{\gamma} J_{\gamma}^{T}+\frac{1}{\alpha} B^{T} B+C
\end{aligned}
$$

Using again the Sherman-Morrison-Woodbury formula, we can derive the following expression for the inverse of $S_{\gamma}$,


Figure 3.3 - Eigenvalue distribution of $S$ and $S_{\gamma}^{-1}$.


Figure 3.4 - Eigenvalue distribution of $S_{\gamma}^{-1} S$.

$$
\begin{aligned}
S_{\gamma}^{-1}= & \left(\frac{1}{\alpha} B^{T} B+C\right)^{-1} \\
& -\left(\frac{1}{\alpha} B^{T} B+C\right)^{-1} J_{\gamma}\left(I_{n}+J_{\gamma}^{T}\left(\frac{1}{\alpha} B^{T} B+C\right)^{-1} J_{\gamma}\right)^{-1} J_{\gamma}^{T}\left(\frac{1}{\alpha} B^{T} B+C\right)^{-1},
\end{aligned}
$$

which yields, with the notation $B_{\alpha}=B^{T} B+\alpha C$,

$$
S_{\gamma}^{-1}=\alpha B_{\alpha}^{-1}-\alpha^{2} B_{\alpha}^{-1} B^{T} U_{\gamma}\left(\Lambda_{\gamma}+\alpha U_{\gamma}^{T} B B_{\alpha}^{-1} B^{T} U_{\gamma}\right)^{-1} U_{\gamma}^{T} B B_{\alpha}^{-1}
$$

or, equivalently,

$$
\begin{equation*}
S_{\gamma}^{-1}=\alpha\left(B^{T} B+\alpha C\right)^{-1 / 2}\left(I_{m}-K_{\gamma}\left(\frac{1}{\alpha} \Lambda_{\gamma}+K_{\gamma}^{T} K_{\gamma}\right)^{-1} K_{\gamma}^{T}\right)\left(B^{T} B+\alpha C\right)^{-1 / 2} \tag{3.24}
\end{equation*}
$$

where $K_{\gamma} \in \mathbb{R}^{m \times p}$ is the operator defined by

$$
\begin{equation*}
K_{\gamma}:=\left(B^{T} B+\alpha C\right)^{-1 / 2} B^{T} U_{\gamma} \tag{3.25}
\end{equation*}
$$

We point out the similarity of the matrix $S_{\gamma}^{-1}$ in (3.24) with the one associated to the KKT case (3.13). The only difference is that the term $B^{T} B$ is replaced by $B^{T} B+\alpha C$. In the same way, we have the following result, which establishes the lower and upper bounds on the eigenvalues of the Schur complement preconditioned by the matrix $S_{\gamma}^{-1}$ in (3.24).

Theorem 3.4 Let $A$ and $A_{\gamma} \in \mathbb{R}^{n \times n}$ be given by (3.3) and (3.4), respectively. Then the spectrum $\lambda\left(S_{\gamma}^{-1} S\right)=\left\{\nu_{i}\right\}_{i=1}^{m}$ of the matrix $S_{\gamma}^{-1} S \in \mathbb{R}^{m \times m}$ with $S=B^{T} A^{-1} B+C$ and $S_{\gamma}=B^{T} A_{\gamma}^{-1} B+C$ satisfies:

$$
\begin{equation*}
\nu_{i} \in\left[\frac{\alpha}{2 \alpha+\lambda_{\max }(A)+\gamma}, \frac{\alpha+2 \gamma}{\gamma}\right], \quad \text { for } i=1, \ldots, m \tag{3.26}
\end{equation*}
$$

with $\alpha>0$ and $\gamma \in\left[\lambda_{\min }(A), \lambda_{\max }(A)\right]$.

Proof. The proof follows steps similar to the ones of Theorem 3.1 and uses the positive definiteness of $C$, see Appendix B.

We have also generalized the proof of Theorem 3.2 given by the anonymous referee.

Theorem 3.5 Let $A$ and $A_{\gamma} \in \mathbb{R}^{n \times n}$ be given by (3.3) and (3.4), respectively. Then the spectrum $\lambda\left(S_{\gamma}^{-1} S\right)=\left\{\nu_{i}\right\}_{i=1}^{m}$ of the matrix $S_{\gamma}^{-1} S \in \mathbb{R}^{m \times m}$ with $S=B^{T} A^{-1} B+C$ and $S_{\gamma}=B^{T} A_{\gamma}^{-1} B+C$ satisfies,

$$
\begin{equation*}
\nu_{i} \in\left[\min \left(\frac{\alpha}{2 \alpha+\gamma}, \frac{\alpha}{\alpha+\lambda_{\max }(A)}\right), \max \left(\frac{2 \alpha+\lambda_{\min }(A)}{\alpha+\lambda_{\min }(A)}, \frac{\alpha+\gamma}{\gamma}\right)\right], \tag{3.27}
\end{equation*}
$$

for $i=1, \ldots, m$, with $\alpha>0$ and $\gamma \in\left[\lambda_{\min }(A), \lambda_{\max }(A)\right]$.

Proof. The matrices $S$ and $S_{\gamma}$ are symmetric and positive definite, hence nonsingular, by definition of $A, A_{\gamma}$ and $C$, and by the full column rank property of $B \in \mathbb{R}^{n \times m}$ (see, e.g., Golub and Van Loan, 2013, Section 4.2.1). We now consider the eigenvalue problem $S_{\gamma}^{-1} S x=\lambda x$, which is equivalent to the generalized eigenvalue problem:

$$
\begin{equation*}
S x=\lambda S_{\gamma} x \tag{3.28}
\end{equation*}
$$

that is, $\lambda\left(S_{\gamma}^{-1} S\right)=\lambda\left(S, S_{\gamma}\right)=\left\{\nu_{i}\right\}_{i=1}^{m}$.
The generalized Rayleigh quotient, for a non-zero vector $y \in \mathbb{R}^{m}$, is defined as

$$
\begin{equation*}
\nu(y)=\frac{y^{T} S y}{y^{T} S_{\gamma} y} . \tag{3.29}
\end{equation*}
$$

Using the definitions of $S$ and $S_{\gamma}$, one can thus write

$$
\begin{align*}
\nu(y) & =\frac{y^{T}\left(B^{T} A^{-1} B+C\right) y}{y^{T}\left(B^{T} A_{\gamma}^{-1} B+C\right) y} \\
& =\frac{y^{T} B^{T} A^{-1} B y}{y^{T}\left(B^{T} A_{\gamma}^{-1} B+C\right) y}+\frac{y^{T} C y}{y^{T}\left(B^{T} A_{\gamma}^{-1} B+C\right) y}, \tag{3.30}
\end{align*}
$$

and in the same way,

$$
\begin{align*}
\frac{1}{\nu(y)} & =\frac{y^{T}\left(B^{T} A_{\gamma}^{-1} B+C\right) y}{y^{T}\left(B^{T} A^{-1} B+C\right) y} \\
& =\frac{y^{T} B^{T} A_{\gamma}^{-1} B y}{y^{T}\left(B^{T} A^{-1} B+C\right) y}+\frac{y^{T} C y}{y^{T}\left(B^{T} A^{-1} B+C\right) y} . \tag{3.31}
\end{align*}
$$

Since the matrices $C, B^{T} A^{-1} B$ and $B^{T} A_{\gamma}^{-1} B$ are symmetric positive definite, we have

$$
\begin{equation*}
\nu(y) \leq \frac{y^{T} B^{T} A^{-1} B y}{y^{T} B^{T} A_{\gamma}^{-1} B y}+1 \tag{3.32}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{\nu(y)} \leq \frac{y^{T} B^{T} A_{\gamma}^{-1} B y}{y^{T} B^{T} A^{-1} B y}+1 \tag{3.33}
\end{equation*}
$$

The fact that the supremum of a function over $\mathbb{R}^{n}$ is greater than or equal to the supremum over the set of vectors of the form $x=B y$ with $y \in \mathbb{R}^{m}$, implies, using (3.32),

$$
\begin{align*}
\nu_{m}=\max _{y \in \mathbb{R}^{m}} \nu(y) & \leq \max _{y \in \mathbb{R}^{m}} \frac{y^{T} B^{T} A^{-1} B y}{y^{T} B^{T} A_{\gamma}^{-1} B y}+1 \\
& \leq \max _{x \in \mathbb{R}^{n}} \frac{x^{T} A^{-1} x}{x^{T} A_{\gamma}^{-1} x}+1 \\
& =\mu_{\max }\left(A_{\gamma} A^{-1}\right)+1  \tag{3.34}\\
& =\frac{1}{\mu_{\min }\left(A A_{\gamma}^{-1}\right)}+1
\end{align*}
$$

Similarly, we have, by (3.33),

$$
\begin{align*}
\nu_{1}=\min _{y \in \mathbb{R}^{m}} \nu(y) & \geq \min _{y \in \mathbb{R}^{m}} \frac{1}{\frac{y^{T} B^{T} A_{\gamma}^{-1} B y}{y^{T} B^{T} A^{-1} B y}+1} \\
& \geq \min _{x \in \mathbb{R}^{n}} \frac{1}{\frac{x^{T} A_{\gamma}^{-1} x}{x^{T} A^{-1} x}+1} \\
& =\frac{1}{\max _{x \in \mathbb{R}^{n}} \frac{x^{T} A_{\gamma}^{-1} x}{x^{T} A^{-1} x}+1}  \tag{3.35}\\
& =\frac{1}{\mu_{\max }\left(A A_{\gamma}^{-1}\right)+1} .
\end{align*}
$$

Using (3.6), we can deduce that

$$
\begin{aligned}
\nu_{m} & \leq \frac{1}{\min \left(\frac{\alpha+\lambda_{\min }(A)}{\alpha}, \frac{\gamma}{\alpha}\right)}+1 \\
& =\max \left(\frac{\alpha}{\alpha+\lambda_{\min }(A)}, \frac{\alpha}{\gamma}\right)+1 \\
& =\max \left(\frac{2 \alpha+\lambda_{\min }(A)}{\alpha+\lambda_{\min }(A)}, \frac{\alpha+\gamma}{\gamma}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\nu_{1} & \geq \frac{1}{\max \left(\frac{\alpha+\gamma}{\alpha}, \frac{\lambda_{\max }(A)}{\alpha}\right)+1} \\
& =\frac{1}{\max \left(\frac{2 \alpha+\gamma}{\alpha}, \frac{\alpha+\lambda_{\max }(A)}{\alpha}\right)} \\
& =\min \left(\frac{\alpha}{2 \alpha+\gamma}, \frac{\alpha}{\alpha+\lambda_{\max }(A)}\right) .
\end{aligned}
$$

We can again illustrate the tightness of the bounds in Theorem 3.5 on the previously introduced test example for the matrices $A$ and $B$ (see Sections 3.1 and 3.2.1). The matrix $C \in \mathbb{R}^{150 \times 150}$ is built by means of the Matlab function sprandn (with a density of 0.05 and a condition number of $10^{4}$ ). The bounds given by Theorem 3.5 ensure that the eigenvalues of $S_{\gamma}^{-1} S$ belong to $[0.2,31.5]$, which is illustrated by the eigenvalue distribution in Figure 3.5. With respect to these bounds, the extreme eigenvalues of $S_{\gamma}^{-1} S$ are $\nu_{\text {min }} \approx 0.62$ and $\nu_{\max } \approx 9.76$. The eigenvalue distribution of $S_{\gamma}^{-1} S$ also shows a nice clustering around 1, which emphasizes the fact that $S_{\gamma}^{-1}$ is a good preconditioner for $S$.


Figure 3.5 - Eigenvalue distribution of $S_{\gamma}^{-1} S$.

## ${ }_{\text {conger }} 4$

## Spectral preconditioners for saddle-point matrices

In this chapter, we investigate two alternatives to get efficient approximations of the "ideal" block diagonal preconditioner

$$
\mathcal{P}=\left[\begin{array}{cc}
A & 0  \tag{4.1}\\
0 & S
\end{array}\right],
$$

with the Schur complement $S=B^{T} A^{-1} B$ proposed by Murphy et al. (2000) for the KKT matrix

$$
\mathcal{A}_{K K T}=\left[\begin{array}{cc}
A & B  \tag{4.2}\\
B^{T} & 0
\end{array}\right],
$$

and with $S=B^{T} A^{-1} B+C$ proposed by Gould and Simoncini (2009) for the SQD matrix

$$
\mathcal{A}_{S Q D}=\left[\begin{array}{cc}
A & B  \tag{4.3}\\
B^{T} & -C
\end{array}\right] .
$$

As we have seen in Chapter 2, the performance of the MinRes method depends on the distribution of the eigenvalues of the saddle-point matrix, which are bounded within the intervals given in Theorems 2.5 and 2.6 for the KKT matrix and the SQD matrix, respectively.

The preconditioner in (4.1) may be computationally expensive and in practice, approximations of $A$ and of the Schur complement are necessary.

In Pestana and Wathen (2014), the authors study the bounds on the eigenvalues of saddle-point systems preconditioned by block diagonal preconditioners when saddle-point systems require discretization as for instance, electromagnetic problems or incompressible fluid dynamics problems. With respect to block diagonal preconditioners of the form (4.1) combining the knowledge of some spectral information, we refer the reader to Olshanskii and Simoncini
(2010). In this work, the authors perform an analysis of the eigenvalue distribution of the preconditioned Schur complement matrix, showing how the presence of a few outliers in this preconditioned Schur complement matrix is accurately inherited by the global preconditioned matrix $\mathcal{P}^{-1} \mathcal{A}_{K K T}$. They then propose a strategy to accelerate the convergence of MinRes with a deflation technique according to which they incorporate an approximation of those eigenvectors into the preconditioned matrix $\mathcal{P}^{-1} \mathcal{A}_{K K T}$ associated with the (inherited) outlying eigenvalues closest to zero.

Following the developments in Chapter 3, we incorporate the approximations $A_{\gamma}^{-1}$ and $S_{\gamma}^{-1}$ for the inverse of $A$ and $S$ for the KKT systems or the SQD systems, in Sections 4.1 and 4.2 respectively, to approximate the inverse of $\mathcal{P}$. These sections introduce each two alternatives, of the form

$$
\mathcal{P}_{1}:=\left[\begin{array}{cc}
A_{\gamma} & 0 \\
0 & S_{\gamma}
\end{array}\right] \quad \text { and } \quad \mathcal{P}_{2}:=\left[\begin{array}{cc}
A & 0 \\
0 & S_{\gamma}
\end{array}\right]
$$

for the inverse of $\mathcal{P}$ and we give the theoretical bounds on the eigenvalues of the preconditioned KKT matrices or SQD matrices, respectively. Next, we compare the effectiveness of these alternative block diagonal preconditioners on KKT systems and SQD systems in Section 4.3 and 4.4, respectively. Finally, we focus on the KKT systems and we combine the preconditioners with a first level of preconditioning.

### 4.1 Spectral preconditioners for the KKT systems

To simplify the writing, we make the short notation $\mathcal{P}_{1}$ to denote our first alternative for $\mathcal{P}$ in (4.1), which we approximate with

$$
\mathcal{P}_{1}:=\left[\begin{array}{cc}
A_{\gamma} & 0  \tag{4.4}\\
0 & S_{\gamma}
\end{array}\right]
$$

where $S_{\gamma}=B^{T} A_{\gamma}^{-1} B$ with $A_{\gamma}^{-1}=U_{\gamma} \Lambda_{\gamma}^{-1} U_{\gamma}^{T}+\frac{1}{\alpha} I_{n}$ as given in (3.4). The following theorem gives the bounds on the eigenvalues of a $\mathcal{A}_{K K T}$ preconditioned by $\mathcal{P}_{1}$.

Theorem 4.1 Let $\mathcal{P}_{1}$ be given by (4.4) with $A_{\gamma}^{-1}=U_{\gamma} \Lambda_{\gamma}^{-1} U_{\gamma}^{T}+\frac{1}{\alpha} I_{n}$ and $S_{\gamma}=B^{T} A_{\gamma}^{-1} B$. Then the eigenvalues of the preconditioned matrix $\mathcal{P}_{1}^{-1} \mathcal{A}_{\text {KKT }}$ are bounded within the intervals

$$
\left[\frac{\mu_{\min }-\sqrt{\mu_{\min }^{2}+4}}{2}, \frac{\mu_{\max }-\sqrt{\mu_{\max }^{2}+4}}{2}\right] \bigcup\left[\mu_{\min }, \frac{\mu_{\max }+\sqrt{\mu_{\max }^{2}+4}}{2}\right]
$$

where

$$
\begin{equation*}
\mu_{\min }=\min \left(\frac{\alpha+\lambda_{\min }(A)}{\alpha}, \frac{\gamma}{\alpha}\right) \quad \text { and } \quad \mu_{\max }=\max \left(\frac{\alpha+\gamma}{\alpha}, \frac{\lambda_{\max }(A)}{\alpha}\right) \tag{4.5}
\end{equation*}
$$

denote the lower and upper bounds on the eigenvalues of $A_{\gamma}^{-1} A$ given by (3.6).

Proof. Note that $\mathcal{P}_{1}^{-1} \mathcal{A}_{K K T}$ is similar to $\mathcal{P}_{1}^{-1 / 2} \mathcal{A}_{K K T} \mathcal{P}_{1}^{-1 / 2}$, with

$$
\begin{align*}
\mathcal{P}_{1}^{-1 / 2} \mathcal{A}_{K K T} \mathcal{P}_{1}^{-1 / 2} & =\left[\begin{array}{cc}
A_{\gamma}^{-1 / 2} & 0 \\
0 & S_{\gamma}^{-1 / 2}
\end{array}\right]\left[\begin{array}{cc}
A & B \\
B^{T} & 0
\end{array}\right]\left[\begin{array}{cc}
A_{\gamma}^{-1 / 2} & 0 \\
0 & S_{\gamma}^{-1 / 2}
\end{array}\right] \\
& =\left[\begin{array}{cc}
A_{\gamma}^{-1 / 2} A A_{\gamma}^{-1 / 2} & Q_{1} \\
Q_{1}^{T} & 0
\end{array}\right] \tag{4.6}
\end{align*}
$$

where $Q_{1}=A_{\gamma}^{-1 / 2} B S_{\gamma}^{-1 / 2}$ satisfies

$$
\begin{align*}
Q_{1}^{T} Q_{1} & =S_{\gamma}^{-1 / 2} B^{T} A_{\gamma}^{-1 / 2} A_{\gamma}^{-1 / 2} B S_{\gamma}^{-1 / 2} \\
& =S_{\gamma}^{-1 / 2} S_{\gamma} S_{\gamma}^{-1 / 2}  \tag{4.7}\\
& =I_{m}
\end{align*}
$$

We then recall that the eigenvalues of $A_{\gamma}^{-1} A$ (which is similar to $A_{\gamma}^{-1 / 2} A A_{\gamma}^{-1 / 2}$ ) are bounded within the interval $\left[\mu_{\text {min }}, \mu_{\text {max }}\right.$ ], with $\mu_{\text {min }}$ and $\mu_{\max }$ defined by (4.5). Observing that the singular values $\sigma_{i}$ of $Q_{1}$ in (4.6) are equal to 1 by (4.7), we get the desired result from the bounds in Theorem 2.5 applied on (4.6) with $\sigma_{1}=\sigma_{m}=1, \lambda_{1}=\mu_{\min }$ and $\lambda_{n}=\mu_{\max }$.

For instance, choosing as previously in Section $3.1 \gamma=\frac{\lambda_{\max }(A)}{100}$ and $\alpha=\frac{\lambda_{\max }(A)+\gamma}{2}$ yields

$$
\mu_{\min }=\frac{2}{101} \quad \text { and } \quad \mu_{\max }=\frac{200}{101}
$$

as computed in (3.9) and by Theorem 4.1, the eigenvalues of $\mathcal{P}_{1}^{-1} \mathcal{A}_{K K T}$ are included within the interval

$$
\left[\frac{\frac{2}{101}-\sqrt{\left(\frac{2}{101}\right)^{2}+4}}{2}, \frac{\frac{200}{101}-\sqrt{\left(\frac{200}{101}\right)^{2}+4}}{2}\right] \bigcup\left[\frac{2}{101}, \frac{\frac{200}{101}+\sqrt{\left(\frac{200}{101}\right)^{2}+4}}{2}\right]
$$

or, equivalently, $[-0.99,-0.42] \cup[0.02,2.40]$, and the condition number of preconditioned matrix $\kappa_{2}\left(\mathcal{P}_{1}^{-1} \mathcal{A}_{K K T}\right) \leq 121.21$.

Observe that, by Theorem 4.1, the left interval, associated to the negative eigenvalues in $\mathcal{P}_{1}^{-1} \mathcal{A}_{K K T}$, is basically well bounded and isolated away from zero, as opposed to the right interval (the one associated to the positive eigenvalues in $\mathcal{P}_{1}^{-1} \mathcal{A}_{K K T}$ ), which is well bounded towards infinity but not isolated away from zero. Indeed, we can assume from (4.5), that $\mu_{\max }=\mathcal{O}(1)$ (for reasonable choices of $\alpha$ ), whereas $\mu_{\text {min }}=\min (\mathcal{O}(1), \mathcal{O}(\gamma))$ can actually tend to zero with small values for the parameter $\gamma$, and this mostly influences only the lower bound in the right interval.

The other alternative to approximate the "ideal" block diagonal preconditioner $\mathcal{P}$ is to replace only the Schur complement by its approximation $S_{\gamma}$. Indeed, knowing that the spectral information extracted from the $(1,1)$ block $A$ is readily available, it is also reasonable to consider that solutions with $A$ can be obtained in a cheap way by means of deflated Krylov techniques as in Giraud et al. (2006). We thus consider the second preconditioner

$$
\mathcal{P}_{2}:=\left[\begin{array}{cc}
A & 0  \tag{4.8}\\
0 & S_{\gamma}
\end{array}\right]
$$

and we obtain the following result about the clustering of the eigenvalues in the preconditioned matrix $\mathcal{P}_{2}^{-1} \mathcal{A}_{K K T}$, which uses the result below on the eigenvalues of matrix where the $(1,1)$ block is the identity.

Theorem 4.2 Let $0<\sigma_{1} \leq \sigma_{2} \leq \ldots \leq \sigma_{m}$ the singular values of $B$. Then the eigenvalues of

$$
\left[\begin{array}{cc}
I_{n} & B \\
B^{T} & 0
\end{array}\right]
$$

are 0 with multiplicity $r, 1$ with multiplicity $n-m+r$ and $\frac{1 \pm \sqrt{1+4 \sigma_{i}^{2}}}{2}$ for $i=1, \ldots, m-r$.

Proof. (Fischer, Ramage, Silvester and Wathen, $1998^{(1)}$, Lemma 2.1 for $\eta=$ 1). Note that, when $B$ has a full column rank, the KKT matrix is nonsingular

[^7]implying that $r=0$.
We can now state the following theorem, which gives the bounds on the eigenvalues of $\mathcal{P}_{2}^{-1} \mathcal{A}_{\text {KKT }}$.

Theorem 4.3 Let $\mathcal{P}_{2}$ be given by (4.8) with $A_{\gamma}^{-1}=U_{\gamma} \Lambda_{\gamma}^{-1} U_{\gamma}^{T}+\frac{1}{\alpha} I_{n}$ and $S_{\gamma}=B^{T} A_{\gamma}^{-1} B$. Then the eigenvalues of the preconditioned matrix $\mathcal{P}_{2}^{-1} \mathcal{A}_{\text {KKT }}$ are bounded within the intervals

$$
\left[\frac{1-\sqrt{1+4 \nu_{\max }}}{2}, \frac{1-\sqrt{1+4 \nu_{\min }}}{2}\right] \cup\{1\} \cup\left[\frac{1+\sqrt{1+4 \nu_{\min }}}{2}, \frac{1+\sqrt{1+4 \nu_{\max }}}{2}\right]
$$

where

$$
\begin{equation*}
\nu_{\min }=\min \left(\frac{\alpha}{\alpha+\gamma}, \frac{\alpha}{\lambda_{\max }(A)}\right) \quad \text { and } \quad \nu_{\max }=\max \left(\frac{\alpha}{\alpha+\lambda_{\min }(A)}, \frac{\alpha}{\gamma}\right) \tag{4.9}
\end{equation*}
$$

denote the lower and upper bounds on the eigenvalues of $S_{\gamma}^{-1} S$ given by (3.16).

Proof. Note that $\mathcal{P}_{2}^{-1} \mathcal{A}_{K K T}$ is similar to $\mathcal{P}_{2}^{-1 / 2} \mathcal{A}_{K K T} \mathcal{P}_{2}^{-1 / 2}$, with

$$
\begin{align*}
\mathcal{P}_{2}^{-1 / 2} \mathcal{A}_{K K T} \mathcal{P}_{2}^{-1 / 2} & =\left[\begin{array}{cc}
A^{-1 / 2} & 0 \\
0 & S_{\gamma}^{-1 / 2}
\end{array}\right]\left[\begin{array}{cc}
A & B \\
B^{T} & 0
\end{array}\right]\left[\begin{array}{cc}
A^{-1 / 2} & 0 \\
0 & S_{\gamma}^{-1 / 2}
\end{array}\right] \\
& =\left[\begin{array}{cc}
I_{n} & Q_{2} \\
Q_{2}^{T} & 0
\end{array}\right] \tag{4.10}
\end{align*}
$$

where $Q_{2}=A^{-1 / 2} B S_{\gamma}^{-1 / 2}$ satisfies

$$
\begin{aligned}
Q_{2}^{T} Q_{2} & =S_{\gamma}^{-1 / 2} B^{T} A^{-1 / 2} A^{-1 / 2} B S_{\gamma}^{-1 / 2} \\
& =S_{\gamma}^{-1 / 2} S S_{\gamma}^{-1 / 2}
\end{aligned}
$$

As we have seen, the eigenvalues $\nu_{i}$ of $S_{\gamma}^{-1} S$ (which is similar to $S_{\gamma}^{-1 / 2} S S_{\gamma}^{-1 / 2}$ ) are bounded within the interval $\left[\nu_{\min }, \nu_{\max }\right]$, with $\nu_{\min }$ and $\nu_{\max }$ defined by (4.9). We deduce from Theorem 4.2 applied on (4.10), that the eigenvalues of (4.10) are 1 with multiplicity $n-m$ and $\frac{1 \pm \sqrt{1+4 \sigma_{i}^{2}}}{2}$ for $i=1, \ldots, m$ implying the bounds of the desired result.

For instance, choosing as previously in Section $3.1 \gamma=\frac{\lambda_{\max }(A)}{100}$ and $\alpha=\frac{\lambda_{\max }(A)+\gamma}{2}$ yields

$$
\nu_{\min }=\frac{101}{200} \quad \text { and } \quad \nu_{\max }=\frac{101}{2}
$$

as computed in (3.23), so that Theorem 4.3 implies that the eigenvalues of $\mathcal{P}_{2}^{-1} \mathcal{A}_{\text {KKT }}$ are included within the interval

$$
\left[\frac{1-\sqrt{1+4\left(\frac{101}{2}\right)}}{2}, \frac{1-\sqrt{1+4\left(\frac{101}{200}\right)}}{2}\right] \cup\{1\} \cup\left[\frac{1+\sqrt{1+4\left(\frac{101}{200}\right)}}{2}, \frac{1+\sqrt{1+4\left(\frac{101}{2}\right)}}{2}\right]
$$

or, equivalently, $[-6.62,-0.37] \cup\{1\} \cup[1.37,7.62]$, and the condition number $\kappa_{2}\left(\mathcal{P}_{2}^{-1} \mathcal{A}_{\text {KKT }}\right) \leq 20.59$.

Note that Theorem 4.3 allows isolating the eigenvalue 1 and tightening the bounds on the positive part of the spectrum. This can be of interest when deriving upper bounds for the rate of convergence in Krylov methods such as Minres for instance. Indeed, it is possible to partly refine the convergence rate by incorporating the specific root 1 into the polynomials used to establish this rate, and obtain a rate that depends directly on the bounds of the two extreme intervals (without taking the value 1 into account).

### 4.2 Spectral preconditioners for the SQD systems

Similarly to the previous section, we now use Theorem 2.6 to generalize the previous results to the SQD matrix. To simplify the writing, we make again the short notation ${ }^{(2)} \mathcal{P}_{1}$ to denote our first alternative for $\mathcal{P}$, which we approximate with

$$
\mathcal{P}_{1}:=\left[\begin{array}{cc}
A_{\gamma} & 0  \tag{4.11}\\
0 & S_{\gamma}
\end{array}\right]
$$

where the Schur complement $S_{\gamma}=B^{T} A_{\gamma}^{-1} B+C$ with $A_{\gamma}^{-1}=U_{\gamma} \Lambda_{\gamma}^{-1} U_{\gamma}^{T}+$ $\frac{1}{\alpha} I_{n}$. The next result gives the bounds on the eigenvalues of a SQD matrix preconditioned by $\mathcal{P}_{1}$.

[^8]Theorem 4.4 Let $\mathcal{P}_{1}$ be given by (4.11) with $A_{\gamma}^{-1}=U_{\gamma} \Lambda_{\gamma}^{-1} U_{\gamma}^{T}+\frac{1}{\alpha} I_{n}$ and $S_{\gamma}=B^{T} A_{\gamma}^{-1} B+C$. Then the eigenvalues of the preconditioned matrix $\mathcal{P}_{1}^{-1} \mathcal{A}_{S Q D}$ are bounded within the intervals

$$
\begin{gathered}
{\left[\frac{\mu_{\min }-\omega_{\max }-\sqrt{\left(\mu_{\min }+\omega_{\max }\right)^{2}+4 \bar{\omega}_{\max }}}{2}, \frac{\mu_{\max }-\sqrt{\mu_{\max }^{2}+4 \bar{\omega}_{\min }}}{2}\right]} \\
\bigcup \\
{\left[\mu_{\min }, \frac{\mu_{\max }+\sqrt{\mu_{\max }^{2}+4 \bar{\omega}_{\max }}}{2}\right]}
\end{gathered}
$$

where

$$
\begin{equation*}
\mu_{\min }=\min \left(\frac{\alpha+\lambda_{\min }(A)}{\alpha}, \frac{\gamma}{\alpha}\right) \quad \text { and } \quad \mu_{\max }=\max \left(\frac{\alpha+\gamma}{\alpha}, \frac{\lambda_{\max }(A)}{\alpha}\right) \tag{4.12}
\end{equation*}
$$

denote the lower and upper bounds on the eigenvalues of $A_{\gamma}^{-1} A$ given by (3.6), with $\bar{\omega}_{\min }$ and $\bar{\omega}_{\text {max }}$, the smallest and the largest eigenvalues of $S_{\gamma}^{-1}\left(B^{T} A_{\gamma}^{-1} B\right)$, respectively and with $\omega_{\max }$ the largest eigenvalues of $S_{\gamma}^{-1} C$.

Proof. Note that $\mathcal{P}_{1}^{-1} \mathcal{A}_{S Q D}$ is similar to $\mathcal{P}_{1}^{-1 / 2} \mathcal{A}_{S Q D} \mathcal{P}_{1}^{-1 / 2}$, with

$$
\begin{align*}
\mathcal{P}_{1}^{-1 / 2} \mathcal{A}_{S Q D} \mathcal{P}_{1}^{-1 / 2} & =\left[\begin{array}{cc}
A_{\gamma}^{-1 / 2} & 0 \\
0 & S_{\gamma}^{-1 / 2}
\end{array}\right]\left[\begin{array}{cc}
A & B \\
B^{T} & -C
\end{array}\right]\left[\begin{array}{cc}
A_{\gamma}^{-1 / 2} & 0 \\
0 & S_{\gamma}^{-1 / 2}
\end{array}\right] \\
& =\left[\begin{array}{cc}
A_{\gamma}^{-1 / 2} A A_{\gamma}^{-1 / 2} & Q_{1} \\
Q_{1}^{T} & -S_{\gamma}^{-1 / 2} C S_{\gamma}^{-1 / 2}
\end{array}\right], \tag{4.13}
\end{align*}
$$

where $Q_{1}=A_{\gamma}^{-1 / 2} B S_{\gamma}^{-1 / 2}$ satisfies

$$
\begin{aligned}
Q_{1}^{T} Q_{1} & =S_{\gamma}^{-1 / 2} B^{T} A_{\gamma}^{-1 / 2} A_{\gamma}^{-1 / 2} B S_{\gamma}^{-1 / 2} \\
& =S_{\gamma}^{-1 / 2} B^{T} A_{\gamma}^{-1} B S_{\gamma}^{-1 / 2}
\end{aligned}
$$

The matrix $S_{\gamma}^{-1 / 2} B^{T} A_{\gamma}^{-1} B S_{\gamma}^{-1 / 2}$ is similar to $S_{\gamma}^{-1}\left(B^{T} A_{\gamma}^{-1} B\right)$ and we get the desired result from the bounds in Theorem 2.6 applied on (4.13) with $\lambda_{1}=\mu_{\text {min }}$, $\lambda_{n}=\mu_{\max }, \sigma_{1}^{2}=\bar{\omega}_{\min }, \sigma_{m}^{2}=\bar{\omega}_{\max }$ and $\lambda_{m}^{C}=\omega_{\max }$.

We consider now the alternative preconditioner for SQD systems,

$$
\mathcal{P}_{2}:=\left[\begin{array}{cc}
A & 0  \tag{4.14}\\
0 & S_{\gamma}
\end{array}\right]
$$

for which we have the following result about the clustering of the eigenvalues in the preconditioned matrix $\mathcal{P}_{2}^{-1} \mathcal{A}_{S Q D}$.

Theorem 4.5 Let $\mathcal{P}_{2}$ be given by (4.14) with $A_{\gamma}^{-1}=U_{\gamma} \Lambda_{\gamma}^{-1} U_{\gamma}^{T}+\frac{1}{\alpha} I_{n}$ and $S_{\gamma}=B^{T} A_{\gamma}^{-1} B+C$. Then the eigenvalues of the preconditioned matrix $\mathcal{P}_{2}^{-1} \mathcal{A}_{S Q D}$ are bounded within the intervals

$$
\begin{gathered}
{\left[\frac{1-\omega_{\max }-\sqrt{\left(1+\omega_{\max }\right)^{2}+4 \hat{\omega}_{\max }}}{2}, \frac{1-\sqrt{1+4 \hat{\omega}_{\min }}}{2}\right]} \\
\bigcup \\
{\left[1, \frac{1+\sqrt{1+4 \hat{\omega}_{\max }}}{2}\right]}
\end{gathered}
$$

where

$$
\begin{equation*}
\nu_{\min }=\min \left(\frac{\alpha}{2 \alpha+\gamma}, \frac{\alpha}{\alpha+\lambda_{\max }(A)}\right) \quad \text { and } \quad \nu_{\max }=\max \left(\frac{2 \alpha+\lambda_{\min }(A)}{\alpha+\lambda_{\min }(A)}, \frac{\alpha+\gamma}{\gamma}\right) \tag{4.15}
\end{equation*}
$$

denote the lower and upper bounds on the eigenvalues of $S_{\gamma}^{-1} S$ given by (3.27), with $\hat{\omega}_{\text {min }}$ and $\hat{\omega}_{\text {max }}$, the smallest and the largest eigenvalues of $S_{\gamma}^{-1}\left(B^{T} A^{-1} B\right)$, respectively and with $\omega_{\max }$ the largest eigenvalues of $S_{\gamma}^{-1} C$.

Proof. Note that $\mathcal{P}_{2}^{-1} \mathcal{A}_{S Q D}$ is similar to $\mathcal{P}_{2}^{-1 / 2} \mathcal{A}_{S Q D} \mathcal{P}_{2}^{-1 / 2}$, with

$$
\begin{align*}
\mathcal{P}_{2}^{-1 / 2} \mathcal{A}_{S Q D} \mathcal{P}_{2}^{-1 / 2} & =\left[\begin{array}{cc}
A^{-1 / 2} & 0 \\
0 & S_{\gamma}^{-1 / 2}
\end{array}\right]\left[\begin{array}{cc}
A & B \\
B^{T} & -C
\end{array}\right]\left[\begin{array}{cc}
A^{-1 / 2} & 0 \\
0 & S_{\gamma}^{-1 / 2}
\end{array}\right] \\
& =\left[\begin{array}{cc}
I_{n} & Q_{2} \\
Q_{2}^{T} & -S_{\gamma}^{-1 / 2} C S_{\gamma}^{-1 / 2}
\end{array}\right] \tag{4.16}
\end{align*}
$$

where $Q_{2}=A^{-1 / 2} B S_{\gamma}^{-1 / 2}$ satisfies

$$
\begin{aligned}
Q_{2}^{T} Q_{2} & =S_{\gamma}^{-1 / 2} B^{T} A^{-1 / 2} A^{-1 / 2} B S_{\gamma}^{-1 / 2} \\
& =S_{\gamma}^{-1 / 2} B^{T} A^{-1} B S_{\gamma}^{-1 / 2}
\end{aligned}
$$

The matrix $S_{\gamma}^{-1 / 2} B^{T} A^{-1} B S_{\gamma}^{-1 / 2}$ is similar to $S_{\gamma}^{-1}\left(B^{T} A^{-1} B\right)$ and we deduce from the bounds in Theorem 2.6 applied on (4.16) with $\sigma_{1}^{2}=\hat{\omega}_{\text {min }}, \sigma_{m}^{2}=\hat{\omega}_{\max }$ and $\lambda_{m}^{C}=\omega_{\max }$ the desired result.

### 4.3 Comparison of the spectral preconditioners for the KKT systems

In this section, we illustrate and compare the effectiveness of the two preconditioning alternatives presented in Section 4.1 on the previously introduced test example (see Section 3.1) for the KKT systems. We provide, in Table 4.1, the true negative and positive intervals in which the eigenvalues of $\mathcal{P}_{1}^{-1} \mathcal{A}_{K K T}$ and $\mathcal{P}_{2}^{-1} \mathcal{A}_{K K T}$ are included, and this for varying values of the parameter $\gamma$. We have chosen three particular cut-off values for $\gamma$, e.g.

$$
\frac{\lambda_{\max }(A)}{100}, \quad \frac{\lambda_{\max }(A)}{1000} \quad \text { and } \quad \frac{\lambda_{\max }(A)}{10000}
$$

where $\lambda_{\max }(A) \approx 3.8$, and we indicate the corresponding number $p$ of eigenvalues in the $(1,1)$ block $A$ less than $\gamma$, as well as the condition number of the resulting preconditioned matrices. It is interesting to understand the trade off between the size of $U_{\gamma}$ (recalling that the columns of $U_{\gamma}$ are the orthonormal sets of eigenvectors corresponding to the eigenvalues less than $\gamma$ ), given by $p$, that defines the computational weight for our preconditioners, and the tightness of the intervals on the eigenvalues, both depending on $\gamma$. Indeed, larger values of $\gamma$ imply larger values of $p$ and thus the rank- $p$ update in the approximation of the inverse of $A$,

$$
A_{\gamma}^{-1}=U_{\gamma} \Lambda_{\gamma}^{-1} U_{\gamma}^{T}+\frac{1}{\alpha} I_{n}
$$

requires more computations, while tightening the bounds on the eigenvalues, the most efficient combination of these two being problem dependent.

We can notice that $\mathcal{P}_{1}$ and $\mathcal{P}_{2}$ act differently on the spectrum of the matrix. With $\mathcal{P}_{1}$, it is mostly the positive lower bound that goes to zero as $\gamma$ goes to zero, the other bounds remaining roughly stable, and this is actually predicted by the result in Theorem 4.1. As opposed to that, with $\mathcal{P}_{2}$, the negative and positive outer bounds grow with decreasing values of $\gamma$, while the inner bounds stay stable. This is also included in the result given by Theorem 4.3. The main difference, that can also be seen from these two theorems, is that in the case of

| $\gamma$ | $p=\left\|\left\{\lambda_{i} \leq \gamma\right\}\right\|$ | $\operatorname{Spec}\left(\mathcal{P}_{1}^{-1} \mathcal{A}_{K K T}\right)$ | $\kappa_{2}\left(\mathcal{P}_{1}^{-1} \mathcal{A}_{K K T}\right)$ |
| :---: | :---: | ---: | ---: |
| $\frac{\lambda_{\max }(A)}{100}$ | 42 | $[-0.90,-0.45] \cup\left[9.710^{-2}, 3.28\right]$ | 33.81 |
| $\frac{\lambda_{\max }(A)}{1000}$ | 33 | $[-0.98,-0.43] \cup\left[1.110^{-2}, 3.40\right]$ | 309.09 |
| $\frac{\lambda_{\max }^{1000}(A)}{1000}$ | 23 | $[-0.99,-0.42] \cup\left[2.510^{-3}, 3.52\right]$ | 1408.00 |
|  | $p=\left\|\left\{\lambda_{i} \leq \gamma\right\}\right\|$ | $\operatorname{Spec}\left(\mathcal{P}_{2}^{-1} \mathcal{A}_{K K T}\right)$ | $\kappa_{2}\left(\mathcal{P}_{2}^{-1} \mathcal{A}_{K K T}\right)$ |
| $\gamma$ |  |  |  |
| $\frac{\lambda_{\max }(A)}{100}$ | 42 | $[-3.57,-0.40] \cup[1,4.57]$ | 11.43 |
| $\frac{\lambda_{\max }^{100}(A)}{\lambda_{\max }(A)}$ | 33 | 23 | $[-27.20,-0.38] \cup[1,28.20]$ |

Table 4.1 - True eigenvalues clustering and condition number of $\mathcal{P}_{1}^{-1} \mathcal{A}_{\text {KKT }}$ and $\mathcal{P}_{2}^{-1} \mathcal{A}_{K K T}$ for varying values of $\gamma$.
$\mathcal{P}_{1}$, the inner positive bound is in $\mathcal{O}(\gamma / \alpha)$, whereas with $\mathcal{P}_{2}$, the outer bounds are in $\mathcal{O}(\sqrt{\alpha / \gamma})$, which grows more slowly than $\mathcal{O}(\sqrt{\gamma / \alpha})$.

Next, the bounds on the intervals in terms of $\lambda_{\max }(A), \lambda_{\min }(A), \gamma$ and $\alpha$ given by Theorem 4.1 and Theorem 4.3 ensure that the eigenvalues of $\mathcal{P}_{1}^{-1} \mathcal{A}_{K K T}$ and $\mathcal{P}_{2}^{-1} \mathcal{A}_{K K T}$ belong to

$$
[-0.98,-0.28] \cup[0.03,3.56] \quad \text { and } \quad[-5.13,-0.19] \cup\{1\} \cup[1.19,6.13]
$$

respectively, in the case where $\gamma=\frac{\lambda_{\max }(A)}{100}$. Figure 4.1 shows the eigenvalues distribution of $\mathcal{P}_{1}^{-1} \mathcal{A}_{K K T}$ and $\mathcal{P}_{2}^{-1} \mathcal{A}_{K K T}$ with the theoretical bounds, which implies that the condition number of $\mathcal{P}_{1}^{-1} \mathcal{A}_{K K T}$ is majorated by 119 and that of $\mathcal{P}_{2}^{-1} \mathcal{A}_{\text {KKT }}$ by 32.3 .

We now illustrate, in Figure 4.2, the behaviour of preconditioned Minres on these test cases. Assuming that the eigenvalues of the preconditioned system $\mathcal{P}^{-1} \mathcal{A}_{K K T}$ are bounded within two intervals of the same length, $[-a,-b] \cup[c, d]$ with $a, b, c, d>0$, we recall from Elman et al. (2005), Section 6.2.4, that the convergence profile of the preconditioned MinRes method is bounded (in exact arithmetic) by

$$
\begin{equation*}
\frac{\left\|r^{2 k}\right\|_{\mathcal{P}^{-1}}}{\left\|r^{0}\right\|_{\mathcal{P}^{-1}}} \leq 2\left(\frac{\sqrt{a d}-\sqrt{b c}}{\sqrt{a d}+\sqrt{b c}}\right)^{k} \tag{4.17}
\end{equation*}
$$

where $\mathcal{P}$ denotes the preconditioning matrix for the KKT system $\mathcal{A}_{K K T}$, and where $r^{2 k}=b-\mathcal{A}_{K K T} x^{2 k}$ denotes the residual of system (1.3) after $2 k$ iterations. The relation (4.17) guarantees that, for a relative residual fixed to $\left\|r^{2 k}\right\|_{\mathcal{P}^{-1}} /\left\|r^{0}\right\|_{\mathcal{P}^{-1}}=10^{-q}$, the number of MinRES iteration $k$ is bounded by


Figure 4.1 - The left-hand subplot shows the eigenvalues distribution of $\mathcal{P}_{1}^{-1} \mathcal{A}_{K K T}$ and the right-hand subplot the eigenvalues distribution of $\mathcal{P}_{2}^{-1} \mathcal{A}_{K K T}$.

$$
k \leq \frac{-\left(q+\log _{10} 2\right)}{\log _{10}\left(\frac{\sqrt{a d}-\sqrt{b c}}{\sqrt{a d}+\sqrt{b c}}\right)}
$$

For comparison purposes, we indicate in Figure 4.2, in dashed lines, the convergence profile corresponding to the upper bound in (4.17) for the various cases. The iterations are stopped when the scaled residual in $\mathcal{P}^{-1}$-norm (with either $\mathcal{P}_{1}$ or $\left.\mathcal{P}_{2}\right)\left\|r^{k}\right\|_{\mathcal{P}^{-1}} /\left\|r^{0}\right\|_{\mathcal{P}^{-1}}$ is less than $10^{-8}$. We can observe that smaller values of $\gamma$ increase the number of iterations in both cases. However $\mathcal{P}_{2}$ seems to be less sensitive than $\mathcal{P}_{1}$ to small values of $\gamma$, which may be related to the observation above with respect to the behaviour of the bounds in the eigenvalues intervals.

We also mention that, in this particular test case, the scaled residuals in 2-norm $\left\|r^{k}\right\|_{2} /\left\|r^{0}\right\|_{2}$ of the unpreconditioned Minees iteration stagnate above $10^{-4}$ without convergence. This can be seen in Figure 4.3, where we also plot, for sake of comparison, the convergence profile of preconditioned Minres with the classical preconditioner (see Golub et al., 2006, example 4.2)

$$
\mathcal{P}_{I B B}:=\left[\begin{array}{cc}
I_{n} & 0  \tag{4.18}\\
0 & B^{T} B
\end{array}\right]
$$

whose purpose is to orthogonalize the constraints. Indeed, note that $\mathcal{P}_{I B B}^{-1} \mathcal{A}_{K K T}$ is similar to $\mathcal{P}_{\text {IBB }}^{-1 / 2} \mathcal{A}_{\text {KKT }} \mathcal{P}_{\text {IBB }}^{-1 / 2}$, with

$$
\mathcal{P}_{I B B}^{-1 / 2} \mathcal{A}_{K K T} \mathcal{P}_{I B B}^{-1 / 2}=\left[\begin{array}{cc}
A & B\left(B^{T} B\right)^{-1 / 2} \\
\left(B^{T} B\right)^{-1 / 2} B^{T} & 0
\end{array}\right],
$$



Figure 4.2 - Convergence profiles of preconditioned MinRes with preconditioners $\mathcal{P}_{1}$ and $\mathcal{P}_{2}$, for different values of $\gamma$.
where $Q=B\left(B^{T} B\right)^{-1 / 2}$ satisfies $Q^{T} Q=I_{m}$.
The convergence curves for $\mathcal{P}_{1}$ and $\mathcal{P}_{2}$ in this figure have been obtained with a value of $\gamma=\lambda_{\max }(A) / 100$, and for a fair comparison, the scaled residuals in this figure have been computed in the 2 -norm in all cases. We can see that the convergence behaviour of MinRes for $\mathcal{P}_{I B B}^{-1} \mathcal{A}_{K K T}$ is not enough to reduce the iteration number of Minres. It is then crucial to take account spectral information from $A$ through $A_{\gamma}^{-1}$ in $\mathcal{P}_{1}^{-1}$ and $A^{-1}$ in $\mathcal{P}_{2}^{-1}$, to ensure that the iteration number is small.

Table 4.2 provides the true negative and the positive intervals in which the eigenvalues of $\mathcal{A}_{K K T}, \mathcal{P}_{1}^{-1} \mathcal{A}_{K K T}, \mathcal{P}_{2}^{-1} \mathcal{A}_{K K T}$ and $\mathcal{P}_{I B B}^{-1} \mathcal{A}_{K K T}$ are included. We can see that the ill-conditioning of $\mathcal{P}_{I B B}^{-1} \mathcal{A}_{K K T}$ is caused by the lower bound on


Figure 4.3 - Convergence profiles of MinRes for $\gamma=\lambda_{\max }(A) / 100$ (with and without preconditioning).
the positive interval.

|  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $\mathcal{P}$ | $\operatorname{Spec}\left(\mathcal{P}^{-1} \mathcal{A}_{K K T}\right)$ | $\kappa\left(\mathcal{P}^{-1} \mathcal{A}_{K K T}\right)$ |  |  |
|  |  |  |  |  |
| $/$ | $\left[-1.6,-2.410^{-6}\right]$ | $\cup$ | $\left[2.310^{-5}, 3.8\right]$ | $1.610^{6}$ |
| $\mathcal{P}_{1}$ | $[-0.9,-0.5]$ | $\cup$ | $\left[9.710^{-2}, 3.3\right]$ | 33.8 |
| $\mathcal{P}_{2}$ | $[-3.6,-0.4]$ | $\cup$ | $[1.0,4.6]$ | 11.4 |
| $\mathcal{P}_{\text {IBB }}$ | $[-1.0,-0.4]$ | $\cup$ | $\left[3.010^{-5}, 3.8\right]$ | $1.310^{5}$ |

Table 4.2 - True eigenvalues clustering and condition number of $\mathcal{A}_{K K T}$, $\mathcal{P}_{1}^{-1} \mathcal{A}_{K K T}, \mathcal{P}_{2}^{-1} \mathcal{A}_{K K T}$ and $\mathcal{P}_{I B B}^{-1} \mathcal{A}_{K K T}$.

### 4.4 Comparison of the spectral preconditioners for the SQD systems

Now, we illustrate and compare the effectiveness of the two preconditioning alternatives on the previously introduced test example (see Section 3.2.2) for the SQD systems. In the same way, we provide, in Table 4.3, the true negative and positive intervals in which the eigenvalues of $\mathcal{P}_{1}^{-1} \mathcal{A}_{S Q D}$ and $\mathcal{P}_{2}^{-1} \mathcal{A}_{S Q D}$ are included, and this for varying values of the parameter $\gamma$.

| $\gamma$ | $p=\left\|\left\{\lambda_{i} \leq \gamma\right\}\right\|$ | $\operatorname{Spec}\left(\mathcal{P}_{1}^{-1} \mathcal{A}_{S Q D}\right)$ | $\kappa_{2}\left(\mathcal{P}_{1}^{-1} \mathcal{A}_{S Q D}\right)$ |
| :---: | :---: | :---: | ---: |
| $\frac{\lambda_{\max }(A)}{100}$ | 42 | $[-1.00,-0.49] \cup\left[9.310^{-2}, 3.28\right]$ | 35.13 |
| $\frac{\lambda_{\max }(A)}{1000}$ | 33 | $[-1.00,-0.48] \cup\left[1.010^{-2}, 3.40\right]$ | 329.87 |
| $\frac{\lambda_{\max }(A)}{10000}$ | 23 | $[-0.99,-0.46] \cup\left[1.410^{-3}, 3.52\right]$ | 2598.48 |
|  | $p=\left\|\left\{\lambda_{i} \leq \gamma\right\}\right\|$ | $\operatorname{Spec}\left(\mathcal{P}_{2}^{-1} \mathcal{A}_{S Q D}\right)$ | $\kappa_{2}\left(\mathcal{P}_{2}^{-1} \mathcal{A}_{S Q D}\right)$ |
| $\gamma$ |  | $[-2.90,-0.45] \cup[1,3.69]$ | 8.16 |
| $\frac{\lambda_{\max }(A)}{100}$ | 42 | $[-11.05,-0.44] \cup[1,12.00]$ | 27.17 |
| $\frac{\lambda_{\max }(A)}{1000}$ | 33 | $[-18.04,-0.43] \cup[1,18.90]$ | 43.85 |

Table 4.3 - True eigenvalues clustering and condition number of $\mathcal{P}_{1}^{-1} \mathcal{A}_{S Q D}$ and $\mathcal{P}_{2}^{-1} \mathcal{A}_{S Q D}$ for varying values of $\gamma$.

Similarly to the KKT systems, we observe that, $\mathcal{P}_{1}$ and $\mathcal{P}_{2}$ act differently on the spectrum of the matrix. Indeed, the positive lower bound associated with $\mathcal{P}_{1}$ goes to zero when $\gamma$ goes to zero, the other bounds remaining roughly stable, and this is actually predicted by the result in Theorem 4.4. The negative and positive outer bounds associated with $\mathcal{P}_{2}$, grow with decreasing values of $\gamma$, while the inner bounds stay stable. This is also included in the result given by Theorem 4.5. We can also see that the main difference from these two theorems, is that in the case of $\mathcal{P}_{1}$, the inner positive bound is in $\mathcal{O}(\gamma / \alpha)$, whereas with $\mathcal{P}_{2}$, the outer bounds are in $\mathcal{O}(\sqrt{\alpha / \gamma})$.

The bounds on the intervals in terms of $\lambda_{\max }(A), \lambda_{\min }(A), \gamma$ and $\alpha$ given by Theorem 4.4 and Theorem 4.5 ensure that the eigenvalues of $\mathcal{P}_{1}^{-1} \mathcal{A}_{\text {KKT }}$ and $\mathcal{P}_{2}^{-1} \mathcal{A}_{K K T}$ belong to

$$
[-1.00,-0.28] \cup[0.03,3.28] \quad \text { and } \quad\left[-3.23,-1.410^{-4}\right] \cup[1,3.62]
$$

respectively, in the case where $\gamma=\frac{\lambda_{\max }(A)}{100}$. Figure 4.4 shows (using the same scale) the eigenvalues distribution of $\mathcal{P}_{1}^{-1} \mathcal{A}_{K K T}$ and $\mathcal{P}_{2}^{-1} \mathcal{A}_{K K T}$ with the theoretical bounds, which implies that the condition number of $\mathcal{P}_{1}^{-1} \mathcal{A}_{K K T}$ is majo-
rated by $1.110^{2}$ and this of $\mathcal{P}_{2}^{-1} \mathcal{A}_{K K T}$ by $2.610^{4}$. In Figure 4.5 , we plot the convergence profile of Minres.



Figure 4.4 - The left-hand subplot shows the eigenvalues distribution of $\mathcal{P}_{1}^{-1} \mathcal{A}_{S Q D}$ and the right-hand subplot the eigenvalues distribution of $\mathcal{P}_{2}^{-1} \mathcal{A}_{S Q D}$.


Figure 4.5 - Convergence profiles of MinRes for $\gamma=\lambda_{\max }(A) / 100$ (with and without preconditioning).

### 4.5 First level preconditioners

In this section, we study the effect of a first level of preconditioning on the matrix $\mathcal{A}_{K K T}$ in (4.2). As mentioned in the previous sections, a first level of preconditioning can be useful to improve the clustering of the eigenvalues of $A$. Considering a block diagonal form for this first level of preconditioning, we denote it by $\mathcal{P}_{0}$, given as

$$
\mathcal{P}_{0}:=\left[\begin{array}{cc}
M & 0  \tag{4.19}\\
0 & N
\end{array}\right]
$$

in which the two symmetric positive definite matrices $M$ and $N$ are given in a factorized form, $M=R^{T} R$ and $N=L^{T} L$, respectively. Let us first rewrite the preconditioned system

$$
\mathcal{P}_{0}^{-1} \mathcal{A}_{\text {KKT }} x=\mathcal{P}_{0}^{-1} b
$$

in a symmetrized manner as

$$
\hat{\mathcal{A}}_{K K T} \hat{x}=\hat{b} \equiv\left[\begin{array}{cc}
\hat{A} & \hat{B}  \tag{4.20}\\
\hat{B}^{T} & 0
\end{array}\right]\left[\begin{array}{l}
R u \\
L v
\end{array}\right]=\left[\begin{array}{c}
R^{-T} f \\
L^{-T} g
\end{array}\right]
$$

with $\hat{A}=R^{-T} A R^{-1}$ being the symmetric positive definite matrix corresponding to $A$ preconditioned with $M$, and $\hat{B}=R^{-T} B L^{-1}$ being the corresponding preconditioned constraint matrix. In this case, the associated Schur complement becomes $\hat{S}=\hat{B}^{T} \hat{A}^{-1} \hat{B}$.

In the following section, we focus on the KKT systems and we derive the formulations of $A_{\gamma}^{-1}$ and $S_{\gamma}^{-1}$, the approximations of the inverse of $\hat{A}$ and of the Schur complement associated to the system (4.20) as introduced in Sections 3.1 and 3.2 , respectively.

### 4.5.1 Combination of a first level preconditioner with spectral approximations

Similarly to the eigendecomposition of the matrix $A$ in (3.3), we split the spectrum of $\hat{A}$ in two parts, with $\hat{\Lambda}_{\gamma} \in \mathbb{R}^{p \times p}$ the diagonal matrix containing the $p$ eigenvalues less than a given positive number $\gamma \in\left[\lambda_{\min }(\hat{A}), \lambda_{\max }(\hat{A})\right]$. We assume that the first level of preconditioning ensures that the number $p$ of these eigenvalues is small. Following the steps in Section 3.1, we approximate the inverse of $\hat{A}$ as in (3.4) with

$$
\begin{equation*}
\hat{A}_{\gamma}^{-1}=\hat{U}_{\gamma} \hat{\Lambda}_{\gamma}^{-1} \hat{U}_{\gamma}^{T}+\frac{1}{\alpha} I_{n}, \tag{4.21}
\end{equation*}
$$

where $\hat{U}_{\gamma}$ denotes the set of eigenvectors of $\hat{A}$ associated to those eigenvalues below the given threshold $\gamma$ and $\alpha>0$ is some estimate of the average of the remaining eigenvalues (those not in $\hat{\Lambda}_{\gamma}$ ), or of $\lambda_{\max }(\hat{A})$. Similarly to Section 3.2.1,
we next derive the approximation of the inverse of the Schur complement $\hat{S}$ as in (3.13) with

$$
\hat{S}_{\gamma}^{-1}=\alpha\left(\hat{B}^{T} \hat{B}\right)^{-1 / 2}\left(I_{m}-\hat{K}_{\gamma}\left(\frac{1}{\alpha} \hat{\Lambda}_{\gamma}+\hat{K}_{\gamma}^{T} \hat{K}_{\gamma}\right)^{-1} \hat{K}_{\gamma}^{T}\right)\left(\hat{B}^{T} \hat{B}\right)^{-1 / 2}(4.22)
$$

where $\hat{K}_{\gamma}$ is the operator defined by $\left(\hat{B}^{T} \hat{B}\right)^{-1 / 2} \hat{B}^{T} \hat{U}_{\gamma}$. Note that the eigenvalue equation $\hat{A} \hat{U}_{\gamma}=\hat{U}_{\gamma} \hat{\Lambda}_{\gamma}$ together with $\hat{A}=R^{-T} A R^{-1}$ can be written as

$$
R^{-T} A R^{-1} \hat{U}_{\gamma}=\hat{U}_{\gamma} \hat{\Lambda}_{\gamma}
$$

which is equivalent to

$$
A R^{-1} \hat{U}_{\gamma}=R^{T} \hat{U}_{\gamma} \hat{\Lambda}_{\gamma}
$$

Introducing the notation $V_{\gamma}=R^{-1} \hat{U}_{\gamma}$, we have the generalized eigenvalue equation

$$
\begin{equation*}
A V_{\gamma}=M V_{\gamma} \hat{\Lambda}_{\gamma} \tag{4.23}
\end{equation*}
$$

We deduce that the matrix $V_{\gamma}$ corresponds to the eigenvectors of $A$ preconditioned with $M$. We can rewrite (4.22) as

$$
\hat{S}_{\gamma}^{-1}=\alpha\left(\left(\hat{B}^{T} \hat{B}\right)^{-1}-\left(\hat{B}^{T} \hat{B}\right)^{-1 / 2} \hat{K}_{\gamma}\left(\frac{1}{\alpha} \hat{\Lambda}_{\gamma}+\hat{K}_{\gamma}^{T} \hat{K}_{\gamma}\right)^{-1} \hat{K}_{\gamma}^{T}\left(\hat{B}^{T} \hat{B}\right)^{-1 / 2}\right)
$$

with

$$
\begin{aligned}
\hat{B}^{T} \hat{B} & =L^{-T} B^{T} R^{-1} R^{-T} B L^{-1} \\
& =L^{-T}\left(B^{T} M^{-1} B\right) L^{-1} \\
& =L^{-T} S_{M} L^{-1}
\end{aligned}
$$

where we use the notation $S_{M}=B^{T} M^{-1} B$. Using the fact that

$$
\begin{aligned}
\left(\hat{B}^{T} \hat{B}\right)^{-1 / 2} \hat{K}_{\gamma} & =\left(\hat{B}^{T} \hat{B}\right)^{-1} \hat{B}^{T} \hat{U}_{\gamma} \\
& =\left(\hat{B}^{T} \hat{B}\right)^{-1} L^{-T} B^{T} R^{-1} R V_{\gamma} \\
& =L S_{M}^{-1} B^{T} V_{\gamma}
\end{aligned}
$$

and

$$
\begin{aligned}
\hat{K}_{\gamma}^{T} \hat{K}_{\gamma} & =\hat{U}_{\gamma}^{T} \hat{B}\left(\hat{B}^{T} \hat{B}\right)^{-1} \hat{B}^{T} \hat{U}_{\gamma} \\
& =V_{\gamma}^{T} R^{T} R^{-T} B L^{-1}\left(\hat{B}^{T} \hat{B}\right)^{-1} L^{-T} B^{T} R^{-1} R V_{\gamma} \\
& =V_{\gamma}^{T} B S_{M}^{-1} B^{T} V_{\gamma}
\end{aligned}
$$

$\hat{S}_{\gamma}^{-1}$ becomes,

$$
\hat{S}_{\gamma}^{-1}=\alpha\left(L S_{M}^{-1} L^{T}-L S_{M}^{-1} B^{T} V_{\gamma}\left(\frac{1}{\alpha} \hat{\Lambda}_{\gamma}+V_{\gamma}^{T} B S_{M}^{-1} B^{T} V_{\gamma}\right)^{-1} V_{\gamma}^{T} B S_{M}^{-1} L^{T}\right)
$$

We can then introduce the operator $Z_{\gamma}$ given by

$$
\begin{equation*}
Z_{\gamma}=S_{M}^{-1 / 2} B^{T} V_{\gamma}=\left(B^{T} M^{-1} B\right)^{-1 / 2} B^{T} V_{\gamma} \tag{4.24}
\end{equation*}
$$

which plays the role of $K_{\gamma}$ with respect to the eigenvectors of $A$ preconditioned with $M$ and to the modified inner product associated to the first level of preconditioning $M$, to write

$$
\begin{equation*}
\hat{S}_{\gamma}^{-1}=\alpha L S_{M}^{-1 / 2}\left(I_{m}-Z_{\gamma}\left(\frac{1}{\alpha} \hat{\Lambda}_{\gamma}+Z_{\gamma}^{T} Z_{\gamma}\right)^{-1} Z_{\gamma}^{T}\right) S_{M}^{-1 / 2} L^{T} . \tag{4.25}
\end{equation*}
$$

In the next section, we use the approximations $\hat{A}_{\gamma}^{-1}$ and $\hat{S}_{\gamma}^{-1}$ to construct new approximations of block diagonal preconditioners.

### 4.5.2 Combination of a first level preconditioner with spectral preconditioners

In this section, we show that the combination of the two levels of preconditioning,

$$
\begin{equation*}
\mathcal{P}_{i}^{-1} \mathcal{P}_{0}^{-1} \mathcal{A} u=\mathcal{P}_{i}^{-1} \mathcal{P}_{0}^{-1} b, \tag{4.26}
\end{equation*}
$$

with $i$ either 1 or 2 , can be expressed in a simple form

$$
\mathcal{P}_{i M}^{-1} \mathcal{A} x=\mathcal{P}_{i M}^{-1} b
$$

with $\mathcal{P}_{i M}$ a block diagonal preconditioner satisfying $\mathcal{P}_{i M}^{-1}=\mathcal{P}_{i}^{-1} \mathcal{P}_{0}^{-1}$. Using the approximation of the inverse of $\hat{A}$ and the Schur complement $\hat{S}_{\gamma}$ developped in Section 4.5, we apply either

$$
\hat{\mathcal{P}}_{1}^{-1}=\left[\begin{array}{cc}
\hat{A}_{\gamma}^{-1} & \\
& \hat{S}_{\gamma}^{-1}
\end{array}\right] \quad \text { and } \quad \hat{\mathcal{P}}_{2}^{-1}=\left[\begin{array}{cc}
\hat{A}^{-1} & \\
& \hat{S}_{\gamma}^{-1}
\end{array}\right]
$$

with $\hat{A}_{\gamma}^{-1}$ and $\hat{S}_{\gamma}^{-1}$ defined by (4.21) and (4.25) respectively, to the symmetrized system $\hat{\mathcal{A}} \hat{u}=\hat{b}$. It is then easy to see that the matrix $L$ cancels with its inverse or that $N=L L^{T}$ can be eliminated from both sides of the system of equations, and therefore the combined two levels of preconditioning can be condensed into the following formulations

$$
\mathcal{P}_{1 M}^{-1} \mathcal{A} u=\mathcal{P}_{1 M}^{-1} b \quad \text { and } \quad \mathcal{P}_{2 M}^{-1} \mathcal{A} u=\mathcal{P}_{2 M}^{-1} b
$$

where

$$
\mathcal{P}_{1 M}^{-1}=\left[\begin{array}{cc}
V_{\gamma} \hat{\Lambda}_{\gamma}^{-1} V_{\gamma}^{T}+\frac{1}{\alpha} M^{-1} & 0 \\
0 & \alpha S_{M}^{-1 / 2}\left(I_{m}-Z_{\gamma}\left(\frac{1}{\alpha} \hat{\Lambda}_{\gamma}+Z_{\gamma}^{T} Z_{\gamma}\right)^{-1} Z_{\gamma}^{T}\right) S_{M}^{-1 / 2}
\end{array}\right]
$$

and

$$
\mathcal{P}_{2 M}^{-1}=\left[\begin{array}{cc}
A^{-1} & 0 \\
0 & \alpha S_{M}^{-1 / 2}\left(I_{m}-Z_{\gamma}\left(\frac{1}{\alpha} \hat{\Lambda}_{\gamma}+Z_{\gamma}^{T} Z_{\gamma}\right)^{-1} Z_{\gamma}^{T}\right) S_{M}^{-1 / 2}
\end{array}\right] .
$$

We first observe that the inverses of $\mathcal{P}_{1 M}$ and $\mathcal{P}_{2 M}$ do not depend on the first level of preconditioning $N$ on $B$, implying that the preconditioning of $B$ is not necessary (except perhaps for numerical issues, like scaling, etc.). Obviously, the bad conditioning of $B$ is taken into account in the $S_{M}^{-1 / 2}=\left(B^{T} M^{-1} B\right)^{-1 / 2}$ terms that appear on both sides of the $(2,2)$ block in $\mathcal{P}_{1 M}^{-1}$ and $\mathcal{P}_{2 M}^{-1}$. Finally, we can easily get rid of the matrices square roots in this $(2,2)$ block and rewrite it as

$$
\begin{equation*}
\alpha\left(S_{M}^{-1}-S_{M}^{-1}\left(B^{T} U_{\gamma}\right)\left(\frac{1}{\alpha} \hat{\Lambda}_{\gamma}+\left(B^{T} U_{\gamma}\right)^{T} S_{M}^{-1}\left(B^{T} U_{\gamma}\right)\right)^{-1}\left(B^{T} U_{\gamma}\right)^{T} S_{M}^{-1}\right) \tag{4.27}
\end{equation*}
$$

where the major computational part is in fact to solve linear systems with matrix

$$
S_{M}=B^{T} M^{-1} B
$$

in an appropriate manner.
Concerning the $(1,1)$ block of $\mathcal{P}_{1 M}^{-1}$, we recall that $p \ll n$ so that it resumes in a low rank update to $\frac{1}{\alpha} M^{-1}$. We also note that either $M$ is available in a factorized form or the solution with $M$ is easy in principle. A way to extract a good approximation for the partial spectral information $\hat{\Lambda}_{\gamma}$ and $V_{\gamma}$ within Krylov techniques is proposed in Golub et al. (2007). With respect to the (1, 1) block of $\mathcal{P}_{2 M}^{-1}$, this partial spectral information can be used to efficiently solve with matrix $A$ in preconditioned or deflated Krylov techniques (see for instance Giraud et al., 2006).

Coming back to the solution with matrix $S_{M}=B^{T} M^{-1} B$, a lot of attention has been devoted to this issue with, in particular, the application of constraint preconditioners of the form

$$
\mathcal{P}_{c}=\left[\begin{array}{cc}
M & B  \tag{4.28}\\
B^{T} & 0
\end{array}\right]
$$

and we refer to Benzi et al. (2005) for a nice survey. The nice feature of the Schur complement approximation in (4.27) is that the very small low rank update added to $S_{M}^{-1}$ incorporates the missing information whenever the first level of preconditioning is not enough to set up MinRes in good conditions
for linear convergence. With respect to computational costs, this low rank update can be constructed once, factorized beforehand, and reused many times to speed up solutions with changing right-hand sides and the same coefficient matrix. In this particular context, the extra cost to build the various spectral components required in this approach can be very rapidly amortized. This has already been illustrated in the case of ill-conditioned symmetric positive definite systems (see Golub et al., 2007).

## Crapere 5

## Stokes problem

In this chapter, we consider a problem in fluid dynamics generated by the Matlab package ifiss produced by Elman, Ramage and Silvester (2002) written jointly with the book of Elman et al. (2005). The toolbox models a steady incompressible fluid flow using partial differential equations (PDEs). It includes algorithms for discretization by finite element methods, which are used to rewrite the problem as a linear system of equations. We use the well-know Stokes problem to illustrate the numerical behaviour of the spectral preconditioners introduced in Chapter 4. We consider a viscous fluid moving in a domain of the two dimensional space $\Omega$. The Stokes problem is governed by PDEs given by

$$
\begin{align*}
-\nabla^{2} \vec{u}+\nabla p & =\overrightarrow{0}  \tag{5.1}\\
\nabla \cdot \vec{u} & =0 \tag{5.2}
\end{align*}
$$

with boundary conditions

$$
\begin{aligned}
\vec{u} & =\vec{w} \quad \text { on } \quad \partial \Omega_{D} \\
\frac{\partial \vec{u}}{\partial n}-\vec{n} p & =\overrightarrow{0} \quad \text { on } \partial \Omega_{N}
\end{aligned}
$$

where $\partial \Omega_{D} \cup \partial \Omega_{N}=\partial \Omega$ and $\partial \Omega_{D}$ and $\partial \Omega_{N}$ are distinct. The vector valued function $\vec{u}$ represents the fluid velocity and the scalar function $p$ represents the pressure. Equation (5.1) is the conservation of the momentum of the fluid, while the second equation (5.2) enforces conservation of mass (also referred to as the incompressibility constraint). This last equation characterizes the "low-speed" flow as for instance engine oil. In the Ifiss software, a finite element discretization is used to express the Stokes problem as a system of linear equations with the following KKT form,

$$
\left[\begin{array}{cc}
A & B \\
B^{T} & 0
\end{array}\right]\left[\begin{array}{l}
u \\
v
\end{array}\right]=\left[\begin{array}{l}
f \\
g
\end{array}\right]
$$

where $A \in \mathbb{R}^{n_{u} \times n_{u}}$ is called the vector Laplacian matrix and $B \in \mathbb{R}^{n_{u} \times n_{p}}$ is called the divergence matrix.

Different discretization approaches are discussed in Elman et al. (2005), Section 5.3. In this chapter, we first consider the $\left(Q_{2}-Q_{1}\right)$ Taylor-Hood method and next the $Q_{1}-P_{0}$ method. In this last case, the element pair is unstable. In such cases, one can use stabilization techniques leading to Stokes problem with the following SQD form

$$
\left[\begin{array}{cc}
A & B  \tag{5.3}\\
B^{T} & -\beta C
\end{array}\right]\left[\begin{array}{l}
u \\
v
\end{array}\right]=\left[\begin{array}{l}
f \\
g
\end{array}\right]
$$

where $\beta>0$ is a stabilization parameter.
In Section 5.1, we analyse and compare the behaviour of preconditioned Minres by $\mathcal{P}_{1}$ and $\mathcal{P}_{2}$ introduced in Chapter 4 for KKT systems. Section 5.2 illustrates $\mathcal{P}_{1}$ and $\mathcal{P}_{2}$ on Stokes problems with SQD form.

### 5.1 Preconditioned approach for KKT systems

The KKT system coming from Stokes problem is generated using the ifiss package. We present numerical results for a simple test problem arising in incompressible fluid flow: Flow over a backward facing step in L-shaped domain represented in Figure 5.1. The computations were performed on a workstation using Matlab R2015a and we have used ifiss 3.4. We consider the Stokes problem as described above, employing the Taylor-Hood elements on a nonuniform grid with grid stretch factor equal to 2 . The size of the system is 7235 and we solve the resulting linear system with Minres. The matrix $A$ is symmetric positive definite of order $n=6402$ and the rectangular matrix $B$ has size $6402 \times 833$.


Figure 5.1 - L-shaped domain with non-uniform grid.

As first-level of preconditioning, we consider a Jacobi scaling of $A$ to set the diagonal of the preconditioned matrix to 1 . The spectrum of the resulting preconditioned matrix is well clustered, with 246 eigenvalues less than $\gamma=$ $\frac{\lambda_{\max }(A)}{100} \approx 2.710^{-2}$, and with extreme eigenvalues of $1.510^{-6}$ and 32.7. The condition number of $A$ is $2.210^{7}$. Figure 5.2 shows (on logarithmic scale) the eigenvalues of this preconditioned matrix. For simplicity, we shall denote as $A$ this preconditioned matrix in the following.


Figure 5.2 - Spectrum of the matrix $A$ generated by Matlab with ifiss package after Jacobi scaling.

We now illustrate, in Figure 5.3, the behaviour of Minres preconditioned by $\mathcal{P}_{1}$ and $\mathcal{P}_{2}$ introduced in Chapter 4 using exact spectral information of $A$. Similarly to Section 4.3, we indicate, in dashed lines, the convergence profile corresponding to the upper bound of scaled residuals in the respective $\mathcal{P}^{-1}$ norms (with either $\mathcal{P}_{1}$ or $\mathcal{P}_{2}$ ). The convergence curves for $\mathcal{P}_{1}$ and $\mathcal{P}_{2}$ have been obtained with a value of $\gamma=\lambda_{\max }(A) / 100$ and the iterations are stopped when the scaled residual in $\mathcal{P}^{-1}$-norm (with either $\mathcal{P}_{1}$ or $\mathcal{P}_{2}$ ) is less than $10^{-8}$. We can observe that $\mathcal{P}_{2}$ is better than $\mathcal{P}_{1}$, which may be related as we have seen to the behaviour of the bounds on the eigenvalue intervals given by Theorem 4.1 and Theorem 4.3.

In Figure 5.4, we also plot, for sake of comparison, the convergence profile of preconditioned Minres with the classical preconditioner $\mathcal{P}_{\text {IBB }}$ defined by (4.18) in Chapter 4 and the least-squares commutator (LSC) preconditioner (see Elman et al., 2005, Section 8.2.2) defined by

$$
\mathcal{P}_{L S C}^{-1}:=\left[\begin{array}{cc}
A^{-1} & 0  \tag{5.4}\\
0 & S_{L S C}^{-1}
\end{array}\right]
$$



Figure 5.3 - Convergence profiles of Minres preconditioned with $\mathcal{P}_{1}$ and $\mathcal{P}_{2}$ for the Stokes problem of the KKT form.


Figure 5.4 - Convergence profiles of Minres (with and without preconditioning).
where $S_{L S C}^{-1}=\left(B^{T} B\right)^{-1}\left(B^{T} A B\right)\left(B^{T} B\right)^{-1}$ in the unscaled version (which is one of the preconditioning possibilities in ifiss). We point out some analogies of the matrix $S_{\gamma}^{-1}$ introduced in (3.13) with the LSC preconditioner with respect to the ingredients that specifically concern the constraint matrix $B$. Indeed, in both cases the inverse of the Schur complement includes the inverse of $B^{T} B$ at both ends, but the LSC preconditioner incorporates directly matrix $B^{T} A B$ instead of the rank- $k$ update that we have proposed to approximate the inverve of the Schur complement.

Considering preconditioners $\mathcal{P}_{1}, \mathcal{P}_{2}$ and $\mathcal{P}_{L S C}$, Table 5.1 provides the number of iterations of preconditioned Minres. We can see that the preconditioner $\mathcal{P}_{2}$, including spectral approximation of the inverse of the Schur complement, is close to the number of iterations of $\mathcal{P}_{L S C}$, while $\mathcal{P}_{1}$, using an approximation of the inverse of $A$, demands twice as many iterations.

| $\mathcal{P}$ | \# iter. MinRes |
| :---: | :---: |
| $\mathcal{P}_{1}$ | 137 |
| $\mathcal{P}_{2}$ | 73 |
| $\mathcal{P}_{L S C}$ | 67 |

Table 5.1 - Number of iterations of preconditioned Minees by $\mathcal{P}_{1}, \mathcal{P}_{2}$ and $\mathcal{P}_{\text {LSC }}$.

Table 5.2 provides the true negative and positive intervals in which the eigenvalues of $\mathcal{A}_{K K T}, \mathcal{P}_{1}^{-1} \mathcal{A}_{K K T}, \mathcal{P}_{2}^{-1} \mathcal{A}_{K K T}, \mathcal{P}_{I B B}^{-1} \mathcal{A}_{K K T}$ and $\mathcal{P}_{L S C}^{-1} \mathcal{A}_{K K T}$ are included. We can see that the ill-conditioning of $\mathcal{P}_{I B B}^{-1} \mathcal{A}_{K K T}$ is caused by the lower bound on the positive interval. We observe that the condition number of $\mathcal{P}_{L S C}^{-1} \mathcal{A}_{K K T}$ is larger than for $\mathcal{P}_{1}$ and $\mathcal{P}_{2}$. The lower bound of positive interval of $\mathcal{P}_{1}^{-1} \mathcal{A}_{K K T}$ could explain that the number of iterations of $\mathcal{P}_{1}$ is larger than for $\mathcal{P}_{L S C}$.

|  | $\operatorname{Spec}\left(\mathcal{P}^{-1} \mathcal{A}_{K K T}\right)$ | $\kappa\left(\mathcal{P}^{-1} \mathcal{A}_{K K T}\right)$ |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $\mathcal{P}$ |  |  |  |  |
|  | $\left[-5.610^{-2},-2.810^{-11}\right]$ | $\cup$ | $\left[4.310^{-6}, 2.8\right]$ | $9.610^{10}$ |
| $\mathcal{P}_{1}$ | $[-1.0,-0.6]$ | $\cup$ | $\left[2.710^{-2}, 2.6\right]$ | $9.410^{1}$ |
| $\mathcal{P}_{2}$ | $[-4.4,-0.6]$ | $\cup$ | $[1.0,5.4]$ | 9.4 |
| $\mathcal{P}_{I B B}$ | $[-3.3,-5.7]$ | $\cup$ | $\left[3.010^{-5}, 3.8\right]$ | $1.310^{5}$ |
| $\mathcal{P}_{L S C}$ | $\left[-2.310^{2},-0.6\right]$ | $\cup$ | $\left[1.0,2.310^{2}\right]$ | $3.810^{2}$ |

Table 5.2 - True eigenvalues clustering and condition number of $\mathcal{P}_{1}^{-1} \mathcal{A}_{K K T}$, $\mathcal{P}_{2}^{-1} \mathcal{A}_{K K T}, \mathcal{P}_{I B B}^{-1} \mathcal{A}_{K K T}$ and $\mathcal{P}_{L S C}^{-1} \mathcal{A}_{K K T}$.

### 5.2 Preconditioned approach for the SQD systems

Now, we illustrate the behaviour of preconditioners $\mathcal{P}_{1}$ and $\mathcal{P}_{2}$ on the previous test example with a $Q_{1}-P_{0}$ discretization leading to the SQD system (5.3). We also consider a Jacobi scaling of $A$ and the spectrum of the resulting preconditioned matrix is well clustered, with 216 eigenvalues less than $\gamma=\frac{\lambda_{\text {max }}}{100} \approx 310^{-2}$, and with extreme eigenvalues of $2.210^{-6}$ and 3 . The condition number of $A$ is $1.410^{6}$. Figure 5.5 shows (on logarithmic scale) the eigenvalues of this preconditioned matrix.


Figure 5.5 - Spectrum of the matrix $A$ generated by Matlab with ifiss package after Jacobi scaling.

In the same way, we provide, in Figure 5.6, the behaviour of Minres preconditioned by $\mathcal{P}_{1}$ and $\mathcal{P}_{2}$. The convergence curves for $\mathcal{P}_{1}$ and $\mathcal{P}_{2}$ have been obtained with a value of $\gamma=\lambda_{\max }(A) / 100$ and the iterations are stopped when the scaled residual in $\mathcal{P}^{-1}$-norm (with either $\mathcal{P}_{1}$ or $\mathcal{P}_{2}$ ) is less than $10^{-8}$. Similarly to the KKT system, we can observe that $\mathcal{P}_{2}$ is better than $\mathcal{P}_{1}$, which may be related as we have seen to the behaviour of the bounds on the eigenvalue intervals given by Theorems 4.4 and 4.5 .


Figure 5.6 - Convergence profiles of Minres preconditioned with preconditioners $\mathcal{P}_{1}$ and $\mathcal{P}_{2}$ for the Stokes problem of the SQD form.

## ${ }_{\text {Chapere }} 6$

## Interaction between the blocks in KKT matrices

In the previous chapter, we presented two block diagonal preconditioners for KKT systems of matrix

$$
\mathcal{A}_{K K T}=\left[\begin{array}{cc}
A & B  \tag{6.1}\\
B^{T} & 0
\end{array}\right],
$$

which incorporate the ill-conditioned part of the matrix $A$ through the approximation of the inverse of the Schur complement $S=B^{T} A^{-1} B$ and of the inverse of $A$. This proposed approach has the advantage of explicitly showing the special link between the matrices $A$ and $B$. To our knowledge, no study of the interactions between $A$ and $B$ in (6.1) using the approximation of the inverse of the Schur complement introduced in Chapter 3 has been proposed so far. Yet the optimization and linear algebra communities using preconditioning for KKT matrices have knowledge of the interaction between these two matrices. Maybe is this due to numerical experimentations.

The purpose of this chapter is to highlight, from a theoretical point of view, some aspects of the interaction between $A$ and $B$ when solving systems of the form $\mathcal{A}_{K K T} x=b$, as in (1.3). Indeed, it is commonly observed that despite their possible ill-conditioning, some recombination of $A$ and $B$ occurs that sometimes degrades but can also improve the convergence of Krylov subspace methods like Minres.

Section 6.1 gives a first insight on the interaction between $A$ and $B$ through the Schur complement approximation and shows some configurations according to which the influence of the small eigenvalues of $A$ can have an effect on the convergence of Minres. The next sections give some intuition on the interaction between the matrices $A$ and $B$ through a toy example first, then for varying constraint matrices. Section 6.3 refines the bounds on the eigenvalues
of $\mathcal{A}_{K K T}$ through new theoretical developments. Finally, the last section of the chapter studies the possibility of reducing the low rank update in the inverse of the approximation of the Schur complement (3.13) and we generalize the block diagonal preconditioner $\mathcal{P}_{1}$ defined in Chapter 4 in this context.

### 6.1 Interaction between blocks in the Schur complement approximation

We first clarify through the Schur complement approximation $S_{\gamma}$ introduced in Chapter 3, Section 3.2.1, the link between the matrices $A$ and $B$. We thus come back to the inverse of the approximation of the Schur complement (3.13) given by

$$
\begin{equation*}
S_{\gamma}^{-1}=\alpha\left(B^{T} B\right)^{-1 / 2}\left(I_{m}-K_{\gamma}\left(\frac{1}{\alpha} \Lambda_{\gamma}+K_{\gamma}^{T} K_{\gamma}\right)^{-1} K_{\gamma}^{T}\right)\left(B^{T} B\right)^{-1 / 2} \tag{6.2}
\end{equation*}
$$

where $K_{\gamma} \in \mathbb{R}^{m \times p}$ is the operator defined in (3.14) by $\left(B^{T} B\right)^{-1 / 2} B^{T} U_{\gamma}$ with the constraint matrix $B \in \mathbb{R}^{n \times m}$ and with $U_{\gamma} \in \mathbb{R}^{n \times p}$, which contains the orthonormal set of the $p$ eigenvectors associated to the eigenvalues in $A$ below a given threshold $\gamma$. As we have seen in Chapter 3, the singular values of $K_{\gamma}$ correspond to the cosines of the principal angles between the two subspaces $\mathcal{I} m(B)$ and $\mathcal{I} m\left(U_{\gamma}\right)$, since $B\left(B^{T} B\right)^{-1 / 2}$ represents an orthonormal basis for $\mathcal{I} m(B)$ (see, e.g., Golub and Van Loan, 2013, Section 6.4.3). The expression

$$
\frac{1}{\alpha} \Lambda_{\gamma}+K_{\gamma}^{T} K_{\gamma}
$$

in (6.2) explicitly shows the interaction between $A$ and $B$, with the combined effects of both the smallest eigenvalues of $A$ (through $\Lambda_{\gamma}$ ) and the cosines of the principal angles between $\operatorname{Im}(B)$ and $\operatorname{Im}\left(U_{\gamma}\right)$ (through $K_{\gamma}$ ).

Let us now consider the matrix $K \in \mathbb{R}^{m \times n}$ defined as

$$
\begin{equation*}
K=Q^{T} U=\left[Q^{T} U_{\gamma}, Q^{T} \tilde{U}_{\gamma}\right]=\left[K_{\gamma}, \tilde{K}_{\gamma}\right] \tag{6.3}
\end{equation*}
$$

where

$$
\begin{equation*}
Q=B\left(B^{T} B\right)^{-1 / 2} \in \mathbb{R}^{n \times m} \tag{6.4}
\end{equation*}
$$

satisfies $Q^{T} Q=I_{m}$ by definition, $U=\left[U_{\gamma}, \tilde{U}_{\gamma}\right]$ is the orthogonal matrix of the eigendecomposition (3.3) of $A, K_{\gamma}$ is the operator used in (6.2) and we set $\tilde{K}_{\gamma}=$ $Q^{T} \tilde{U}_{\gamma}$. The columns of $K^{T}$ are orthonormal, implying that $K_{\gamma} K_{\gamma}^{T}+\tilde{K}_{\gamma} \tilde{K}_{\gamma}^{T}=$ $I_{m}$. If we next complete the matrix $K^{T}$ by $m-n$ orthonormal columns to provide an orthogonal matrix of $\mathbb{R}^{n \times n}$, and if we apply the CS decomposition as in Appendix A or Paige and Saunders (1981), Section 4, one can guarantee
the existence of orthogonal matrices $V_{\gamma} \in \mathbb{R}^{p \times p}, \tilde{V}_{\gamma} \in \mathbb{R}^{(n-p) \times(n-p)}$ and $W \in \mathbb{R}^{m \times m}$ such that

$$
\begin{equation*}
V_{\gamma}^{T} K_{\gamma}^{T} W=\mathcal{C}=\operatorname{diag}\left(c_{1}, \ldots, c_{r}\right) \in \mathbb{R}^{p \times m}, \quad r=\min \{p, m\} \tag{6.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{V}_{\gamma}^{T} \tilde{K}_{\gamma}^{T} W=\mathcal{S}=\operatorname{diag}\left(s_{1}, \ldots, s_{q}\right) \in \mathbb{R}^{(n-p) \times m}, \quad q=\min \{n-p, m\} \tag{6.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{C}^{T} \mathcal{C}+\mathcal{S}^{T} \mathcal{S}=I_{m} \tag{6.7}
\end{equation*}
$$

The singular values $c_{i}$ and $s_{i}$ of $K_{\gamma}^{T}$ and $\tilde{K}_{\gamma}^{T}$, respectively, are cosines and sines satisfying (without loss of generality)

$$
1 \geq c_{1} \geq \ldots \geq c_{r} \geq 0 \quad \text { and } \quad 0 \leq s_{1} \leq \ldots \leq s_{q} \leq 1
$$

Among these values, $\min \{r, q\}$ correspond to the cosines and sines of the principal angles between $\operatorname{I} m(B)$ and $\operatorname{I} m\left(U_{\gamma}\right)$, the other values being equal to either 0 or 1 , depending on the dimensions $p, m$ and $n$. The associated $\min \{r, q\}$ principal vectors (see Appendix A or Golub and Van Loan, 2013, Section 6.4.3) are defined by the $\min \{r, q\}$ first columns of matrix $U_{\gamma} V_{\gamma}$ and matrix $Q W$, in $\mathcal{I} m\left(U_{\gamma}\right)$ and $\mathcal{I} m(B)$ respectively. Equation (6.5) now implies that $K_{\gamma}^{T}=V_{\gamma} \mathcal{C} W^{T}$, and from the expression (6.2) of $S_{\gamma}^{-1}$ we have that

$$
S_{\gamma}^{-1}=\alpha\left(B^{T} B\right)^{-1 / 2} P\left(B^{T} B\right)^{-1 / 2}
$$

where

$$
\begin{aligned}
P & =I_{m}-W \mathcal{C}^{T} V_{\gamma}^{T}\left(\frac{1}{\alpha} \Lambda_{\gamma}+V_{\gamma} \mathcal{C C}^{T} V_{\gamma}^{T}\right)^{-1} V_{\gamma} \mathcal{C} W^{T} \\
& =I_{m}-W \mathcal{C}^{T}\left(\frac{1}{\alpha} V_{\gamma}^{T} \Lambda_{\gamma} V_{\gamma}+\mathcal{C C}^{T}\right)^{-1} \mathcal{C} W^{T}
\end{aligned}
$$

At this point, several configurations can occur, depending on whether the size $p$ of the invariant subspace $U_{\gamma}$ is smaller than the number $m$ of constraint equations or not, and/or whether some cosines are zero, meaning that there exists some orthogonality between the principal vectors themselves. In this last case or when $p>m$, the result is that some rows in the $p \times m$ rectangular matrix $\mathcal{C}$ will be zero. At any rate, we can introduce a nonsingular diagonal matrix $\mathcal{C}^{\dagger} \in \mathbb{R}^{p \times p}$, where the diagonal elements of $\mathcal{C}^{\dagger}$ correspond to $c_{i}^{-1}$ whenever $c_{i} \neq 0$ in the corresponding diagonal element in $\mathcal{C}$, and 1 elsewhere. We can also introduce the matrix $\mathcal{J}=\mathcal{C}^{\dagger} \mathcal{C} \in \mathbb{R}^{p \times m}$, which will have the same
structure as $\mathcal{C}$ with ones replacing the nonzero diagonal values in $\mathcal{C}$. With these notations, we can then write

$$
\begin{align*}
P & =I_{m}-W \mathcal{C}^{T} \mathcal{C}^{\dagger}\left(\frac{1}{\alpha} \mathcal{C}^{\dagger} V_{\gamma}^{T} \Lambda_{\gamma} V_{\gamma} \mathcal{C}^{\dagger}+\mathcal{C}^{\dagger} \mathcal{C} \mathcal{C}^{T} \mathcal{C}^{\dagger}\right)^{-1} \mathcal{C}^{\dagger} \mathcal{C} W^{T} \\
& =I_{m}-W \mathcal{J}^{T}\left(\frac{1}{\alpha} \mathcal{C}^{\dagger} V_{\gamma}^{T} \Lambda_{\gamma} V_{\gamma} \mathcal{C}^{\dagger}+\mathcal{J} \mathcal{J}^{T}\right)^{-1} \mathcal{J} W^{T} \tag{6.8}
\end{align*}
$$

where the matrix $\mathcal{J}^{T}$ in the internal inverse operator is a $p \times p$ diagonal matrix with ones in places corresponding to the nonzero cosines in $\mathcal{C}$, and zeros elsewhere.

Consider now the most general case where $p \leq m$ and all cosines are nonzero, so that there will be no zero rows in the matrix $\mathcal{C}$,

$$
\begin{aligned}
\mathcal{C} & =\operatorname{diag}\left(c_{1}, \ldots, c_{p}\right) \in \mathbb{R}^{p \times m} \\
& =\begin{array}{|cccc}
c_{1} & & \vdots & \\
& \ddots & \vdots & 0 \\
& & c_{p} & \\
&
\end{array}
\end{aligned}
$$

with $c_{i} \neq 0, i=1, \ldots, p$. This corresponds to the generic situation that one may encounter, assuming that the eigenvalues in $A$ are well clustered (after the first level of preconditioning) so that $p$ is small with respect to the number of constraints, and no orthogonality occurs between $\operatorname{Im}\left(U_{\gamma}\right)$ and $\mathcal{I} m(B)$. In this situation, $\mathcal{J} \mathcal{J}^{T}$ reduces to the identity matrix $I_{p}$, and $\mathcal{C}^{\dagger}$ can be written as $C_{\gamma}^{-1}$ where $C_{\gamma} \in \mathbb{R}^{p \times p}$ is the diagonal part of $\mathcal{C}$. Finally, let us denote by $W_{\gamma}=W \mathcal{J}^{T} \in \mathbb{R}^{m \times p}$ the subset of the $p$ first columns in $W$. The equation (6.8) then reduces to

$$
\begin{equation*}
P=I_{m}-W_{\gamma}\left(\frac{1}{\alpha} C_{\gamma}^{-1} V_{\gamma}^{T} \Lambda_{\gamma} V_{\gamma} C_{\gamma}^{-1}+I_{p}\right)^{-1} W_{\gamma}^{T} \tag{6.9}
\end{equation*}
$$

We can observe that the term $C_{\gamma}^{-1} V_{\gamma}^{T} \Lambda_{\gamma} V_{\gamma} C_{\gamma}^{-1}$ shows the relation between the cosines and the small eigenvalues of $A$. It is the key part of our analysis of interation through the Schur complement. Indeed, since $V_{\gamma}$ is orthogonal, we have

$$
\begin{aligned}
\frac{1}{\alpha}\left\|C_{\gamma}^{-1}\left(V_{\gamma}^{T} \Lambda_{\gamma} V_{\gamma}\right) C_{\gamma}^{-1}\right\|_{2} & \leq \frac{1}{\alpha} \frac{\max \left\{\lambda_{i}\right\}_{i=1}^{p}}{\left(\min \left\{c_{i}\right\}_{i=1}^{p}\right)^{2}} \\
& \leq \frac{1}{\alpha} \frac{\gamma}{\left(\min \left\{c_{i}\right\}_{i=1}^{p}\right)^{2}}
\end{aligned}
$$

From this inequality, we can see that the influence of the small eigenvalues in $\Lambda_{\gamma}$ (all those below $\gamma$ ) is inhibited in the inner inverse operator in (6.9) if

$$
\begin{equation*}
\left(\min \left\{c_{i}\right\}_{i=1}^{p}\right)^{2} \gg \frac{\gamma}{\alpha} \tag{6.10}
\end{equation*}
$$

because in this case $\frac{1}{\alpha}\left\|C_{\gamma}^{-1}\left(V_{\gamma}^{T} \Lambda_{\gamma} V_{\gamma}\right) C_{\gamma}^{-1}\right\|_{2} \ll 1$. Reasonable choices for $\gamma$ (for instance, $\gamma=\lambda_{\max }(A) / 100$ and $\left.\alpha=\lambda_{\max }(A)\right)$ lead to values of $\gamma / \alpha \leq 10^{-2}$ so that we can expect an influence of the small eigenvalues only when there exist principal angles between $\mathcal{I} m\left(U_{\gamma}\right)$ and $\mathcal{I} m(B)$ whose cosines are less than $10^{-1}$. In this situation indeed $\frac{1}{\alpha} C_{\gamma}^{-1}\left(V_{\gamma}^{T} \Lambda_{\gamma} V_{\gamma}\right) C_{\gamma}^{-1}$ influences the identity matrix $I_{p}$ in (6.9).

### 6.2 Illustrations

In the previous section, we highlighted the influence of the cosines values of the principal angles between $\operatorname{Im}(B)$ and $\mathcal{I} m\left(U_{\gamma}\right)$ on the approximation of the inverse of the Schur complement. In the situation where the small eigenvalues of $A$ can have an influence on the Schur complement, the preconditionner

$$
\mathcal{P}_{1}=\left[\begin{array}{cc}
A_{\gamma} & 0  \tag{6.11}\\
0 & S_{\gamma}
\end{array}\right]
$$

introduced in Chapter 4, has a sizeable impact on the convergence of Minres and we present some illustrations showing this effect in the next sections.

### 6.2.1 On a toy example

In this section, we use a toy example to show that these cosines values can impact and spoil the convergence of Minres. To build the matrix $\mathcal{A}_{K K T}$, we consider a diagonal matrix $A$ of order $n=500$ with diagonal entries in $] 0,1$ ] and such that

$$
A=\left[\begin{array}{cc}
A_{1} & 0 \\
0 & A_{2}
\end{array}\right]
$$

with $A_{1}=\Lambda_{\gamma} \in \mathbb{R}^{p \times p}$ where $p=5$ and

$$
\begin{aligned}
\Lambda_{\gamma} & =\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \lambda_{3}, \lambda_{4}, \lambda_{5}\right) \\
& =\operatorname{diag}\left(10^{-8}, 10^{-6}, 10^{-4}, 10^{-2}, 10^{-1}\right)
\end{aligned}
$$

and $A_{2} \in \mathbb{R}^{(n-p) \times(n-p)}$, where $n-p=495$, is a diagonal matrix with uniform values from the interval $[a, b]=[0.11,1]$ and randomly generated by the Matlab code

$$
\operatorname{diag}(a+(b-a) \cdot * r \operatorname{and}(n-p, 1))
$$

We impose that the columns of the matrix $U_{\gamma}$ are the first $p$ vectors $\left\{e_{1}, e_{2}, \ldots, e_{p}\right\}$ of the canonical basis of $\mathbb{R}^{n}$. The matrix $B \in \mathbb{R}^{n \times m}$, where $m=200$, is set to

$$
B=\left[\begin{array}{cc}
C_{\gamma} & 0 \\
B_{1} S_{\gamma} & B_{2}
\end{array}\right]
$$

where $C_{\gamma}=\operatorname{diag}\left\{\cos \theta_{i}\right\}_{i=1}^{p}, S_{\gamma}=\operatorname{diag}\left\{\sin \theta_{i}\right\}_{i=1}^{p}, B_{1} \in \mathbb{R}^{(n-p) \times p}$, $B_{2} \in \mathbb{R}^{(n-p) \times(m-p)}$, that are such that $Q=\left[\begin{array}{ll}B_{1} & B_{2}\end{array}\right] \in \mathbb{R}^{(n-p) \times m}$ satisfies $Q^{T} Q=I_{m}$ ensuring that $B$ has orthonormal columns. Indeed, we have

$$
\begin{aligned}
B^{T} B & =\left[\begin{array}{cc}
C_{\gamma} & S_{\gamma} B_{1}^{T} \\
0 & B_{2}^{T}
\end{array}\right]\left[\begin{array}{cc}
C_{\gamma} & 0 \\
B_{1} S_{\gamma} & B_{2}
\end{array}\right] \\
& =\left[\begin{array}{cc}
C_{\gamma}^{2}+S_{\gamma} B_{1}^{T} B_{1} S_{\gamma} & 0 \\
0 & B_{2}^{T} B_{2}
\end{array}\right] \\
& =\left[\begin{array}{cc}
I_{p} & 0 \\
0 & I_{m-p}
\end{array}\right] .
\end{aligned}
$$

We then obtain

$$
\begin{aligned}
K_{\gamma} & =\left(B^{T} B\right)^{-1 / 2} B^{T} U_{\gamma} \\
& =B^{T} U_{\gamma} \\
& =\left[\begin{array}{cc}
C_{\gamma} & S_{\gamma} B_{1}^{T} \\
0 & B_{2}^{T}
\end{array}\right]\left[\begin{array}{c}
I_{p} \\
0
\end{array}\right] \\
& =\left[\begin{array}{c}
C_{\gamma} \\
0
\end{array}\right]
\end{aligned}
$$

which corresponds to the CS decomposition (6.5) of $K_{\gamma}^{T}$ with the matrices $V_{\gamma}$ and $W$ equal to the identity matrix. The principal vectors in $\operatorname{Im}\left(U_{\gamma}\right)$ are equal to $U_{\gamma} V_{\gamma}=U_{\gamma}$ and the rank- $p$ update

$$
\frac{1}{\alpha} C_{\gamma}^{-1}\left(V_{\gamma}^{T} \Lambda_{\gamma} V_{\gamma}\right) C_{\gamma}^{-1}+I_{p}
$$

of $S_{\gamma}^{-1}$ in (6.9) is reduced to

$$
\frac{1}{\alpha} C_{\gamma}^{-1} \Lambda_{\gamma} C_{\gamma}^{-1}+I_{p}
$$

It implies a one-to-one match between eigenvectors versus principal vectors and eigenvalues below $\gamma$ versus cosines of the principal angles between $\operatorname{Im}\left(U_{\gamma}\right)$ and $\mathcal{I} m(B)$. We consider three different configurations $(a),(b)$ and $(c)$ for

$$
C_{\gamma}=\operatorname{diag}\left\{\cos \theta_{i}\right\}_{i=1}^{5}
$$

with values of the cosines of the principal angles between $\operatorname{I} m\left(U_{\gamma}\right)$ and $\operatorname{Im}(B)$ given in Table 6.1.

|  | $(a)$ | $(b)$ | $(c)$ |
| :---: | :---: | :---: | :---: |
| $\cos \theta_{1}$ | 0.3 | 0.3 | $10^{-6}$ |
| $\cos \theta_{2}$ | 0.3 | $10^{-3}$ | $10^{-5}$ |
| $\cos \theta_{3}$ | 0.3 | 0.3 | $10^{-4}$ |
| $\cos \theta_{4}$ | 0.3 | 0.3 | $10^{-3}$ |
| $\cos \theta_{5}$ | 0.3 | 0.3 | 0.3 |
|  |  |  |  |

Table 6.1 - Values of the cosines of the principal angles between $\operatorname{Im}\left(U_{\gamma}\right)$ and $\mathcal{I} m(B)$ for three configurations.


Figure 6.1 - Convergence profiles ( 2 -norm and $\mathcal{P}_{1}^{-1}$-norm of relative residuals) for different values of $C_{\gamma}$.

Figure 6.1 illustrates and compares the impact of the values of the cosines of the principal angles between $\mathcal{I} m\left(U_{\gamma}\right)$ and $\mathcal{I} m(B)$ on the behaviour of Minres applied to our toy KKT matrix for the three cases. Furthermore, we show the impact of the preconditioner $\mathcal{P}_{1}$. For comparison purposes, the iterations are stopped when the scaled residual in 2-norm or $\mathcal{P}_{1}^{-1}$ is less than $10^{-8}$. For particular values of the cosines, the phenomenon of plateau occurs. Indeed, we come back to the relation $\frac{1}{\alpha} C_{\gamma}^{-1} \Lambda_{\gamma} C_{\gamma}^{-1}+I_{p}$, which implies that if the square of the inverse of the cosines of some principal angles are equal to the corresponding eigenvalues, the corresponding bad conditioning of $A$ is showed up in the Schur complement inverse. For instance, if we change the value of the second cosine $\cos \theta_{2}$ from 0.3 to $10^{-3}$ (corresponding to the square root of the corresponding eigenvalue) between situations ( $a$ ) and (b), the speed of convergence of preconditioned Minres by $\mathcal{P}_{1}^{-1}$ is disrupted. One such phenomenon of plateau in the convergence curve occurs in Figure 6.1, case (b). After this phenomenon of plateau, the convergence behaviour is similar to the classical one for Minres. Case (c) corresponds to a generalized case where four out of the five values of the cosines reveal the corresponding bad conditioning of $A$ in the Schur complement inverse which leads to four phenomena of plateau in Figure 6.1, case (c). In all situations, we have that the convergence of preconditioned Minres by $\mathcal{P}_{1}^{-1}$, which deals with the bad conditioning of $A$, is linear and we observe that the number of iterations in all situations is constant.

### 6.2.2 Varying the constraint matrix

The analysis in this section tells us that if all the cosines of the principal angles between $\mathcal{I} m\left(U_{\gamma}\right)$ and $\mathcal{I} m(B)$ are large enough, the convergence of Minres preconditioned with the classical preconditioner (4.18),

$$
\mathcal{P}_{I B B}=\left[\begin{array}{cc}
I_{n} & 0 \\
0 & B^{T} B
\end{array}\right]
$$

should be fast, independently of any consideration with respect to the illconditioning in $A$. To illustrate this case, we consider a KKT matrix with the same matrix $A$ as in Section 3.1, with a choice of $\gamma=\lambda_{\max }(A) / 100 \approx 3.810^{-2}$ and $\alpha=1.16$. The dimension of the invariant subspace $\operatorname{Im}\left(U_{\gamma}\right)$ is $p=42$. As we have seen before, the influence of the small eigenvalues in $\Lambda_{\gamma}$ is inhibited in the inner inverse operator in (6.9) if

$$
\left(\min \left\{c_{i}\right\}_{i=1}^{p}\right)^{2} \gg \frac{\gamma}{\alpha}
$$

or, equivalently,

$$
\begin{equation*}
\min \left\{c_{i}\right\}_{i=1}^{p} \gg \sqrt{\frac{\gamma}{\alpha}} \tag{6.12}
\end{equation*}
$$

We thus change the constraint matrix $B$ to $\widetilde{B}$ so as to get the cosines of the principal angles between $\mathcal{I} m\left(U_{\gamma}\right)$ and $\mathcal{I} m(\widetilde{B})$ to be larger than $2 \sqrt{\gamma / \alpha} \simeq 0.362$,
which affects the $\ell=22$ smallest cosines in this example. By (6.4), we have that

$$
\begin{align*}
B & =Q\left(B^{T} B\right)^{1 / 2} \\
& =Q W W^{T}\left(B^{T} B\right)^{1 / 2}  \tag{6.13}\\
& =\left[Q W_{\ell}, Q W_{\ell}\right] W^{T}\left(B^{T} B\right)^{1 / 2}
\end{align*}
$$

where $Q \in \mathbb{R}^{n \times m}$ satisfies $Q^{T} Q=I_{m}, W \in \mathbb{R}^{m \times m}$ denotes an orthogonal matrix introduced in the CS decomposition of $K^{T}$ given by (6.5)-(6.7), $W_{\ell} \in \mathbb{R}^{m \times \ell}$ denotes the subset of columns in $W$ associated to the selected smallest cosines, and $W_{\ell}$ denotes the submatrix in $W$ made with the remaining $(m-\ell)$ columns not included in $W_{\ell}$. We change $B$ into

$$
\begin{equation*}
\widetilde{B}=\left[Q W_{\ell} \Omega_{\ell}+U_{\gamma} V_{\ell} \Phi_{\ell}, Q W_{\ell}\right] W^{T}\left(B^{T} B\right)^{1 / 2} \tag{6.14}
\end{equation*}
$$

where the diagonal square matrices $\Omega_{\ell}=\operatorname{diag}\left(\omega_{i}\right)_{1 \leq i \leq \ell}$ and $\Phi_{\ell}=\operatorname{diag}\left(\varphi_{i}\right)_{1 \leq i \leq \ell}$, and where $V_{\ell} \in \mathbb{R}^{p \times \ell}$ denotes the submatrix made with the columns from $V_{\gamma}$ associated to the selected smallest cosines. Using the notations

$$
Y=U_{\gamma} V_{\gamma} \in \mathcal{I} m\left(U_{\gamma}\right) \quad \text { and } \quad Z=Q W \in \operatorname{I} m(B)
$$

we have that the $p$ first columns of the matrix $Y$ and $Z$ are the $p$ principal vectors (see (6.5) and (6.6) with $p \leq m$ and $p \leq n-p$ implying that $\min \{r, q\}=$ $p$ ). Observe that, the principal vectors $Q W_{\ell}$ in (6.13) are modified in (6.14) as a linear combination between the principal vectors $Q W_{\ell}$ and $U_{\gamma} V_{\ell}$ associated to the selected cosines. The choice of the diagonal entries $\omega_{i}$ and $\varphi_{i}, 1 \leq i \leq \ell$, is made so that $\widetilde{B}\left(B^{T} B\right)^{-1 / 2}$ still corresponds to a set of $m$ orthonormal vectors, i.e.,

$$
\left\|\tilde{z}_{i}\right\|_{2}^{2}=1
$$

or equivalently,

$$
\begin{equation*}
\omega_{i}^{2}+\varphi_{i}^{2}+2 \omega_{i} \varphi_{i} c_{i}=1 \tag{6.15}
\end{equation*}
$$

where $\tilde{z}_{i}=\omega_{i} z_{i}+\varphi_{i} y_{i}$ with $z_{i}$ and $y_{i}$ are the $i$ th columns of $Y$ and $Z$, respectively and $c_{i}=z_{i}^{T} y_{i}$. Furthermore, we impose that the cosines of the principal angles between $\operatorname{Im}\left(U_{\gamma}\right)$ and $\operatorname{Im}(\widetilde{B})$ determined by

$$
\tilde{c}_{i}=\tilde{z}_{i}^{T} y_{i}
$$

or, equivalently,

$$
\begin{equation*}
\tilde{c_{i}}=\omega_{i} c_{i}+\varphi_{i} \tag{6.16}
\end{equation*}
$$

are now driven to a specific predetermined value $\tilde{c}_{i}=0.362$, for $i=1, \ldots, \ell$. By (6.16), we have

$$
\begin{equation*}
\varphi_{i}=\tilde{c_{i}}-\omega_{i} c_{i} \tag{6.17}
\end{equation*}
$$

and substituting in (6.15), we obtain

$$
\begin{equation*}
\omega_{i}^{2}+\left(\tilde{c}_{i}-\omega_{i} c_{i}\right)^{2}+2 \omega_{i}\left(\tilde{c_{i}}-\omega_{i} c_{i}\right) c_{i}=1 \tag{6.18}
\end{equation*}
$$

and thus

$$
\begin{equation*}
\omega_{i}^{2}+{\tilde{c_{i}}}^{2}-\omega_{i}^{2} c_{i}^{2}=1 \tag{6.19}
\end{equation*}
$$

leading to

$$
\omega_{i}=\sqrt{\frac{1-\tilde{c}_{i}^{2}}{1-c_{i}^{2}}} \quad \text { and } \quad \varphi_{i}=\tilde{c}_{i}-\omega_{i} c_{i}, \quad \text { for } \quad i=1, \ldots, \ell
$$

Note that by (6.14), in this way,

$$
\begin{aligned}
\left(\widetilde{B}^{T} \widetilde{B}\right)^{-1 / 2} & =\left(\left(\left(B^{T} B\right)^{1 / 2} W\right) X\left(W^{T}\left(B^{T} B\right)^{1 / 2}\right)\right)^{-1 / 2} \\
& =\left(B^{T} B\right)^{-1 / 2}
\end{aligned}
$$

where

$$
\begin{aligned}
X & =\left[\begin{array}{cc}
\Omega_{\ell} W_{\ell}^{T} Q^{T}+\Phi_{\ell} V_{\ell}^{T} U_{\gamma}^{T} \\
W_{\ell}^{T} Q^{T}
\end{array}\right]\left[\begin{array}{lc}
Q W_{\ell} \Omega_{\ell}+U_{\gamma} V_{\ell} \Phi_{\ell} & Q W_{\ell}
\end{array}\right] \\
& =\left[\begin{array}{cc}
\left(\Omega_{\ell} W_{\ell}^{T} Q^{T}+\Phi_{\ell} V_{\ell}^{T} U_{\gamma}^{T}\right)\left(Q W_{\ell} \Omega_{\ell}+U_{\gamma} V_{\ell} \Phi_{\ell}\right) & \Omega_{\ell} W_{\ell}^{T} W_{\ell}+\Phi_{\ell} V_{\ell}^{T} U_{\gamma}^{T} Q W_{\ell} \\
W_{\ell}^{T} W_{\ell} \Omega_{\ell}+W_{\ell}^{T} Q^{T} U_{\gamma} V_{\ell} \Phi_{\ell} & W_{\ell}^{T} W_{\ell}
\end{array}\right] \\
& =I_{m},
\end{aligned}
$$

and that $\widetilde{B}$ incorporates the same ill-conditioning as the one of matrix $B$.
Table 6.2 gives the $\ell=22$ smallest cosines $c_{i}$ and the corresponding values for $\omega_{i}$ and $\varphi_{i}$ to drive all these cosines to the fixed value $\tilde{c}_{i}=0.362$. We can observe that the scalar values $\varphi_{i}$ are small with respect to that of $\omega_{i}$, and that the perturbation added to $B$ is relatively small since $Q W_{\ell}$ in (6.13) has been replaced by $Q W_{\ell} \Omega_{\ell}+U_{\gamma} V_{\ell} \Phi_{\ell}$ in (6.14). Nevertheless, this is enough to set up Minres in good conditions for linear convergence with a preconditioner taking care of the bad conditioning in the constraints only. Figure 6.2 shows the convergence profiles of Minres preconditioned with $\mathcal{P}_{\text {IBB }}$ as well as with $\mathcal{P}_{1}$ in (6.11) (no convergence without preconditioning). We can observe that the use of the spectral information incorporated in $\mathcal{P}_{1}$ does not drastically improve the situation in this case. The interference (or recombination) between $A$ and $B$ has almost no impact in this situation with large enough cosines. This illustrates the analysis and comments made above, which also extends

| $c_{i}$ | $\omega_{i}$ | $\varphi_{i}$ | $\tilde{c}_{i}$ |
| :---: | :---: | :---: | :---: |
|  |  |  |  |
| $4.9810^{-3}$ | $9.3210^{-1}$ | $3.5810^{-1}$ | $3.6210^{-1}$ |
| $6.8810^{-3}$ | $9.3210^{-1}$ | $3.5610^{-1}$ | $3.6210^{-1}$ |
| $8.2110^{-3}$ | $9.3210^{-1}$ | $3.5510^{-1}$ | $3.6210^{-1}$ |
| $1.2310^{-2}$ | $9.3210^{-1}$ | $3.5110^{-1}$ | $3.6210^{-1}$ |
| $1.7210^{-2}$ | $9.3210^{-1}$ | $3.4610^{-1}$ | $3.6210^{-1}$ |
| $2.3910^{-2}$ | $9.3210^{-1}$ | $3.4010^{-1}$ | $3.6210^{-1}$ |
| $3.0310^{-2}$ | $9.3210^{-1}$ | $3.3410^{-1}$ | $3.6210^{-1}$ |
| $4.0010^{-2}$ | $9.3310^{-1}$ | $3.2510^{-1}$ | $3.6210^{-1}$ |
| $4.3210^{-2}$ | $9.3310^{-1}$ | $3.2210^{-1}$ | $3.6210^{-1}$ |
| $4.6210^{-2}$ | $9.3310^{-1}$ | $3.1910^{-1}$ | $3.6210^{-1}$ |
| $5.5110^{-2}$ | $9.3310^{-1}$ | $3.1110^{-1}$ | $3.6210^{-1}$ |
| $6.0510^{-2}$ | $9.3410^{-1}$ | $3.0610^{-1}$ | $3.6210^{-1}$ |
| $7.2010^{-2}$ | $9.3410^{-1}$ | $2.9510^{-1}$ | $3.6210^{-1}$ |
| $7.8310^{-2}$ | $9.3510^{-1}$ | $2.8910^{-1}$ | $3.6210^{-1}$ |
| $8.8610^{-2}$ | $9.3610^{-1}$ | $2.8010^{-1}$ | $3.6210^{-1}$ |
| $1.4610^{-1}$ | $9.4210^{-1}$ | $2.2510^{-1}$ | $3.6210^{-1}$ |
| $1.4910^{-1}$ | $9.4310^{-1}$ | $2.2210^{-1}$ | $3.6210^{-1}$ |
| $1.6910^{-1}$ | $9.4610^{-1}$ | $2.0310^{-1}$ | $3.6210^{-1}$ |
| $2.0210^{-1}$ | $9.5210^{-1}$ | $1.7110^{-1}$ | $3.6210^{-1}$ |
| $2.8310^{-1}$ | $9.7210^{-1}$ | $8.7710^{-2}$ | $3.6210^{-1}$ |
| $3.2210^{-1}$ | $9.8510^{-1}$ | $4.5210^{-2}$ | $3.6210^{-1}$ |
| $3.3310^{-1}$ | $9.8810^{-1}$ | $3.3210^{-2}$ | $3.6210^{-1}$ |

Table 6.2 - Values of the $\ell=22$ cosines of the principal angles between $\operatorname{I} m\left(U_{\gamma}\right)$ and $\operatorname{Im}(B)$, and corresponding coefficients $\omega_{i}$ and $\varphi_{i}$ for the linear combination of the associated principal vectors to achieve the target cosine value $\tilde{c}_{i}$.
the results in Rusten and Winther (1992) when $\sigma_{i}=1, i=1 \ldots, m$ and $\lambda_{1} \gg 0$ that clearly imply that the convergence of MinRes must be fast when the $(1,1)$ block is well-conditioned and the constraint matrix is for instance orthogonalized (as done with $\mathcal{P}_{I B B}$ ).

Considering preconditioners $\mathcal{P}_{1}$ and $\mathcal{P}_{I B B}$, Table 6.3 provides the number of iterations of preconditioned MinRES on $\mathcal{A}_{\text {KKT }} x=b$ with, in $\mathcal{A}_{K K T}, B$ or $\tilde{B}$ as described above. We can see that the preconditioner $\mathcal{P}_{1}$ significantly decreases the number of iterations with respect to $\mathcal{P}_{I B B}$ when we consider $B$ with cosines of principal angles between $\mathcal{I} m\left(U_{\gamma}\right)$ and $\mathcal{I} m(B)$ less than $2 \sqrt{\gamma / \alpha}$.


Figure 6.2 - Convergence profiles of preconditioned MinRes (with $\mathcal{P}_{I B B}$ and $\mathcal{P}_{1}$ ) in the case of large enough principal angles cosines.

| $\mathcal{P}$ | \# iter. MinRes <br> for system with $B$ | \# iter. MinReS <br> for system with $\tilde{B}$ |
| :---: | :---: | :---: |
| $\mathcal{P}_{1}$ | 62 | 65 |
| $\mathcal{P}_{I B B}$ | 483 | 128 |

Table 6.3 - Number of iterations of preconditioned Minres on the system of matrix $\mathcal{A}_{K K T}$ with $B$ or $\tilde{B}$.

### 6.3 Refined eigenvalue bounds for KKT matrices

Consider the KKT matrix,

$$
\mathcal{A}_{K K T}=\left[\begin{array}{cc}
A & Q  \tag{6.20}\\
Q^{T} & 0
\end{array}\right],
$$

with $Q^{T} Q=I_{m}$ (corresponding to a constraint matrix $B$ whose columns are orthonormal) and assume that a first level of preconditioning has been applied so that the largest eigenvalue of $A$ is equal to one. Using the fundamental result from Rusten and Winther (1992), see Theorem 2.5 in Chapter 2, the
eigenvalues of $\mathcal{A}_{K K T}$ are bounded within the intervals

$$
\begin{equation*}
\left[\frac{\lambda_{\min }(A)-\sqrt{\lambda_{\min }^{2}(A)+4}}{2}, \frac{1-\sqrt{5}}{2}\right] \bigcup\left[\lambda_{\min }(A), \frac{1+\sqrt{5}}{2}\right] \tag{6.21}
\end{equation*}
$$

since $\lambda_{\max }(A)=1$ and the singular values of $Q$ are equal to 1 as well. The left interval in (6.21), associated to the negative eigenvalues in $\mathcal{A}_{K K T}$, is basically well bounded and isolated away from zero, as opposed to the right interval (the one associated to the positive eigenvalues in $\mathcal{A}_{K K T}$ ) which is well bounded towards infinity but not isolated away from zero. The smallest eigenvalue $\lambda_{\min }(A)$ could possibly tend to zero.

In this section, we aim at refining the lower bound $\lambda_{\text {min }}(A)$ of the right interval in (6.21) through a theoretical analysis in terms of cosines of principal angles between $\mathcal{I} m\left(U_{\gamma}\right)$ and $\mathcal{I} m(Q)$. Doing so, we expect to identify situations where this lower bound is guaranteed bounded away from zero. In Section 6.3.1, we first deduce some general spectral relations and we focus on the eigenvalues of the matrix in (6.20) smaller than $\gamma / 2$ in Section 6.3.2. Finally, based on these spectral relations, we successively define two constrained optimization problems that will lead to the desired result of refining the positive lower bound of (6.21). The norm considered in this section is the 2-norm $\|\cdot\|_{2}$ and we use in the following, the short notation $\|\cdot\|$.

### 6.3.1 General spectral relations

We rewrite the matrix (6.20) into two successively similar matrices. We first consider the eigendecomposition (3.3) of the matrix $A$

$$
A=U \Lambda U^{T}
$$

where the diagonal matrix $\Lambda \in \mathbb{R}^{n \times n}$ contains the eigenvalues $\left\{\lambda_{i}\right\}_{i=1}^{n}$ of $A$ and the orthonormal matrix $U \in \mathbb{R}^{n \times n}$ contains the associated orthonormal eigenvectors. We first observe that

$$
\begin{align*}
{\left[\begin{array}{cc}
A & Q \\
Q^{T} & 0
\end{array}\right] } & =\left[\begin{array}{cc}
U \Lambda U^{T} & Q \\
Q^{T} & 0
\end{array}\right] \\
& =\left[\begin{array}{ll}
U & 0 \\
0 & I
\end{array}\right]\left[\begin{array}{cc}
\Lambda & U^{T} Q \\
Q^{T} U & 0
\end{array}\right]\left[\begin{array}{cc}
U^{T} & 0 \\
0 & I
\end{array}\right] \tag{6.22}
\end{align*}
$$

We next split the spectrum of $A$ in two parts (similarly to Section 3.1), with $\Lambda_{\gamma} \in \mathbb{R}^{p \times p}$, the diagonal matrix containing the $p$ eigenvalues $0<\lambda_{1} \leq \ldots \leq \lambda_{p}$ less or equal than a given positive number $\gamma \in\left[\lambda_{\min }(A), 1\right]$, and with $\tilde{\Lambda}_{\gamma} \in$ $\mathbb{R}^{(n-p) \times(n-p)}$ the diagonal matrix containing all the other $(n-p)$ eigenvalues $\lambda_{p+1} \leq \ldots \leq \lambda_{n}$. The matrix $U=\left[U_{\gamma}, \tilde{U}_{\gamma}\right] \in \mathbb{R}^{n \times n}$ is orthogonal, where the columns of the rectangular matrices $U_{\gamma} \in \mathbb{R}^{n \times p}$ and $\tilde{U}_{\gamma} \in \mathbb{R}^{n \times(n-p)}$ are
the orthonormal sets of eigenvectors corresponding to $\Lambda_{\gamma}$ and $\tilde{\Lambda}_{\gamma}$, respectively. $U=\left[U_{\gamma}, \tilde{U}_{\gamma}\right] \in \mathbb{R}^{n \times n}$. Based on the CS decomposition of $K^{T}$ introduced in Section 6.1, (6.5), (6.6) and the relation (6.7) implies without loss of generality that, if $p<m$ and $m<n-p$, then $r=p$ and $q=m$, so that

$$
\mathcal{C}=\left[\begin{array}{ll}
C & 0
\end{array}\right] \in \mathbb{R}^{p \times m} \quad \text { and } \quad \mathcal{S}=\left[\begin{array}{cc}
S & 0  \tag{6.23}\\
0 & I_{m-p} \\
0 & 0
\end{array}\right] \in \mathbb{R}^{(n-p) \times m}
$$

with $C \in \mathbb{R}^{p \times p}$ and $S \in \mathbb{R}^{p \times p}$. Extracting $K_{\gamma}$ and $\tilde{K}_{\gamma}$ from (6.5) and (6.6) yields

$$
\begin{equation*}
K_{\gamma}=W \mathcal{C}^{T} V_{\gamma}^{T} \quad \text { and } \quad \tilde{K}_{\gamma}=W \mathcal{S}^{T} \tilde{V}_{\gamma}^{T} \tag{6.24}
\end{equation*}
$$

Coming back to the matrix in (6.22), using the expressions (6.24) and remembering that $K=\left[K_{\gamma}, \tilde{K}_{\gamma}\right]$ by (6.3), we rewrite this matrix in terms of cosines and sines, as

$$
\left[\begin{array}{ccc}
\Lambda_{\gamma} & 0 & V_{\gamma} \mathcal{C} W^{T} \\
0 & \tilde{\Lambda}_{\gamma} & \tilde{V}_{\gamma} \mathcal{S} W^{T} \\
W \mathcal{C}^{T} V_{\gamma}^{T} & W \mathcal{S}^{T} \tilde{V}_{\gamma}^{T} & 0
\end{array}\right] .
$$

We next obtain

$$
\left[\begin{array}{ccc}
V_{\gamma}^{T} & 0 & 0  \tag{6.25}\\
0 & \tilde{V}_{\gamma}^{T} & 0 \\
0 & 0 & W^{T}
\end{array}\right]\left[\begin{array}{ccc}
\Lambda_{\gamma} & 0 & V_{\gamma} \mathcal{C} W^{T} \\
0 & \tilde{\Lambda}_{\gamma} & \tilde{V}_{\gamma} \mathcal{S} W^{T} \\
W \mathcal{C}^{T} V_{\gamma}^{T} & W \mathcal{S}^{T} \tilde{V}_{\gamma}^{T} & 0
\end{array}\right]\left[\begin{array}{ccc}
V_{\gamma} & 0 & 0 \\
0 & \tilde{V}_{\gamma} & 0 \\
0 & 0 & W
\end{array}\right]=\left[\begin{array}{ccc}
M_{\gamma} & 0 & \mathcal{C} \\
0 & \tilde{M}_{\gamma} & \mathcal{S} \\
\mathcal{C}^{T} & \mathcal{S}^{T} & 0
\end{array}\right]
$$

where

$$
\begin{equation*}
M_{\gamma}=V_{\gamma}^{T} \Lambda_{\gamma} V_{\gamma} \quad \text { and } \quad \tilde{M}_{\gamma}=\tilde{V}_{\gamma}^{T} \tilde{\Lambda}_{\gamma} \tilde{V}_{\gamma} \tag{6.26}
\end{equation*}
$$

by the orthonormality of the columns of $V_{\gamma}, \tilde{V}_{\gamma}$ and $W$. Replacing (6.23) in (6.25), then yields the matrix
$\left[\begin{array}{c|c|c:c}M_{\gamma} & 0 & C & 0 \\ \hline 0 & \tilde{M}_{\gamma} & S & 0 \\ & & 0 & I \\ 0 C & S & 0 & 0 \\ \hdashline 0 & 0 & 0 & 0 \\ \hdashline 0 & 0 & 0\end{array}\right]$.

Let $\nu \in \mathbb{R}$ denote an eigenvalue of this matrix, with $\left[\begin{array}{llll}x_{1} & x_{2} & y_{1} & y_{2}\end{array}\right]^{T}$ where $x_{1} \in \mathbb{R}^{p}, x_{2} \in \mathbb{R}^{n-p}, y_{1} \in \mathbb{R}^{p}$ and $y_{2} \in \mathbb{R}^{m-p}$, the associated eigenvector, from

$$
\left[\begin{array}{c|c|c:c}
M_{\gamma} & 0 & C & 0  \tag{6.28}\\
\hline 0 & \tilde{M}_{\gamma} & S & 0 \\
0 & I \\
& & 0 & 0 \\
\hdashline C & S & 0 & 0 \\
\hdashline 0 & 0 & I^{0} & 0
\end{array} \frac{0}{0}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
y_{1} \\
y_{2}
\end{array}\right]=\nu\left[\begin{array}{l}
x_{1} \\
x_{2} \\
y_{1} \\
y_{2}
\end{array}\right],
$$

that

$$
\begin{align*}
M_{\gamma} x_{1}+C y_{1} & =\nu x_{1},  \tag{6.29}\\
\tilde{M}_{\gamma} x_{2}+\left[\begin{array}{c}
S y_{1} \\
y_{2} \\
0
\end{array}\right] & =\nu x_{2},  \tag{6.30}\\
C x_{1}+\left[\begin{array}{lll}
S & 0 & 0
\end{array}\right] x_{2} & =\nu y_{1}, \tag{6.31}
\end{align*}
$$

and

$$
\left[\begin{array}{lll}
0 & I & 0 \tag{6.32}
\end{array}\right] x_{2}=\nu y_{2} .
$$

Let $\rho_{1}$ and $\rho_{2} \in \mathbb{R}$ be positive quantities satisfying

$$
\begin{gather*}
\rho_{1} \in\left[\lambda_{1}, \lambda_{p}\right] \quad \text { and } \quad \rho_{2} \in\left[\lambda_{p+1}, 1\right],  \tag{6.33}\\
x_{1}^{T} M_{\gamma} x_{1} \tag{6.34}
\end{gather*}=\quad \rho_{1}\left\|x_{1}\right\|^{2}, ~ \$, ~
$$

and

$$
\begin{equation*}
x_{2}^{T} \tilde{M}_{\gamma} x_{2}=\rho_{2}\left\|x_{2}\right\|^{2} \tag{6.35}
\end{equation*}
$$

Note that if both $x_{1} \neq 0$ and $x_{2} \neq 0$, then $\rho_{1}$ and $\rho_{2}$ are Rayleigh quotients and satisfy $\rho_{1} \in\left[\lambda_{1}, \lambda_{p}\right]$ and $\rho_{2} \in\left[\lambda_{p+1}, 1\right]$ by (6.26), respectively, implying (6.33). Otherwise, if $x_{1}=0$ or $x_{2}=0$ or both, it is always possible to find positive quantities $\rho_{1}$ and $\rho_{2}$ satisfying (6.33), (6.34) and (6.35).

The following lemma gives some spectral relations, which will be useful in the next sections.

Lemma 6.1 Let $\nu \in \mathbb{R}$ be an eigenvalue of the matrix (6.27) associated to the eigenvector $x=\left[\begin{array}{llll}x_{1} & x_{2} & y_{1} & y_{2}\end{array}\right]^{T}$ with $x_{1} \in \mathbb{R}^{p}, x_{2} \in \mathbb{R}^{n-p}$, $y_{1} \in \mathbb{R}^{p}$ and $y_{2} \in \mathbb{R}^{m-p}$. Then $x$ satisfies the following relations

$$
\begin{align*}
& \nu^{2}\left\|x_{1}\right\|^{2}=\nu \rho_{1}\left\|x_{1}\right\|^{2}+x_{1}^{T} C^{2} x_{1}+x_{1}^{T}\left[\begin{array}{lll}
C S & 0 & 0
\end{array}\right] x_{2},  \tag{6.36}\\
& \nu^{2}\left\|x_{2}\right\|^{2}=\nu \rho_{2}\left\|x_{2}\right\|^{2}+x_{1}^{T}\left[\begin{array}{lll}
C S & 0 & 0
\end{array}\right] x_{2}+x_{2}^{T}\left[\begin{array}{ccc}
S^{2} & 0 & 0 \\
0 & I & 0 \\
0 & 0 & 0
\end{array}\right] x_{2},  \tag{6.37}\\
& \nu^{2}\left\|y_{1}\right\|^{2}=x_{1}^{T} C^{2} x_{1}+2 x_{1}^{T}\left[\begin{array}{lll}
C S & 0 & 0
\end{array}\right] x_{2}+x_{2}^{T}\left[\begin{array}{ccc}
S^{2} & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] x_{2},  \tag{6.38}\\
& \nu^{2}\left\|y_{2}\right\|^{2}=x_{2}^{T}\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & I & 0 \\
0 & 0 & 0
\end{array}\right] x_{2}, \tag{6.39}
\end{align*}
$$

where $\rho_{1}$ and $\rho_{2}$ satisfy (6.33), (6.34) and (6.35).

Proof. Multiplying (6.29) by $\nu x_{1}^{T}$ and using (6.34), we have

$$
\begin{align*}
\nu^{2}\left\|x_{1}\right\|^{2} & =\nu x_{1}^{T} M_{\gamma} x_{1}+\nu x_{1}^{T} C y_{1} \\
& =\nu \rho_{1}\left\|x_{1}\right\|^{2}+\nu x_{1}^{T} C y_{1} . \tag{6.40}
\end{align*}
$$

Multiplying now (6.31) by $x_{1}^{T} C$, we obtain

$$
\nu x_{1}^{T} C y_{1}=x_{1}^{T} C^{2} x_{1}+x_{1}^{T}\left[\begin{array}{lll}
C S & 0 & 0
\end{array}\right] x_{2},
$$

which together with (6.40) implies (6.36). Similiarly, multiplying (6.30) by $\nu x_{2}^{T}$ and using (6.35), we obtain

$$
\begin{aligned}
\nu^{2}\left\|x_{2}\right\|^{2} & =\nu x_{2}^{T} \tilde{M}_{\gamma} x_{2}+\nu x_{2}^{T}\left[\begin{array}{l}
S \\
0 \\
0
\end{array}\right] y_{1}+\nu x_{2}^{T}\left[\begin{array}{l}
0 \\
I \\
0
\end{array}\right] y_{2} \\
& =\nu \rho_{2}\left\|x_{2}\right\|^{2}+\nu x_{2}^{T}\left[\begin{array}{l}
S \\
0 \\
0
\end{array}\right] y_{1}+\nu x_{2}^{T}\left[\begin{array}{l}
0 \\
I \\
0
\end{array}\right] y_{2} .
\end{aligned}
$$

Using (6.31) and (6.32) for $\nu y_{1}$ and $\nu y_{2}$, we derive

$$
\nu^{2}\left\|x_{2}\right\|^{2}=\nu \rho_{2}\left\|x_{2}\right\|^{2}+x_{2}^{T}\left[\begin{array}{l}
S \\
0 \\
0
\end{array}\right]\left(C x_{1}+\left[\begin{array}{lll}
S & 0 & 0
\end{array}\right] x_{2}\right)+x_{2}^{T}\left[\begin{array}{c}
0 \\
I \\
0
\end{array}\right]\left[\begin{array}{lll}
0 & I & 0
\end{array}\right] x_{2},
$$

implying (6.37). Finally, (6.38) and (6.39) immediately follow from (6.31) and (6.32), respectively.

### 6.3.2 Spectral relations for small positive eigenvalues

As we have seen in (6.21), the lower bound of the interval associated to the positive eigenvalues in $\mathcal{A}_{K K T}$ given in (6.20) is not necessarily isolated away from zero. In this section, we thus focus our analysis on the eigenvalues of $\mathcal{A}_{K K T}$ smaller than $\gamma$ and we deduce, from Theorem 6.1, spectral relations associated to these eigenvalues. Let us assume that the eigenvalue problem (6.28) has an eigenvalue denoted by $\bar{\nu}>0$ such that $\bar{\nu}<\gamma / 2$ with the corresponding eigenvector $\bar{x}:=\left[\begin{array}{llll}\bar{x}_{1} & \bar{x}_{2} & \bar{y}_{1} & \bar{y}_{2}\end{array}\right]^{T}$. Lemma 6.2 shows that the vectors $\bar{x}_{1} \in \mathbb{R}^{n}$ and $\bar{x}_{2} \in \mathbb{R}^{n-p}$ are nonzero due to the existence of such an eigenvalue $\bar{\nu}$.

Lemma 6.2 Assume that the matrix (6.27) has an eigenvalue $\bar{\nu}$ satisfying $0<\bar{\nu}<\gamma / 2$, with the associated eigenvector $\bar{x}=\left[\begin{array}{llll}\bar{x}_{1} & \bar{x}_{2} & \bar{y}_{1} & \bar{y}_{2}\end{array}\right]^{T}$ where $\bar{x}_{1} \in \mathbb{R}^{p}, \bar{x}_{2} \in \mathbb{R}^{n-p}, \bar{y}_{1} \in \mathbb{R}^{p}$ and $\bar{y}_{2} \in \mathbb{R}^{m-p}$. Let also $C$ and $S \in \mathbb{R}^{p \times p}$ given by (6.23) satisfy $c_{\min }:=\min _{i=1: p}\left\{c_{i}\right\}>0$. Then, the vectors $\bar{x}_{1}$ and $\bar{x}_{2}$ are nonzero.

Proof. Let first show that $\bar{x}_{1}$ is nonzero. Summing (6.36) and (6.37), we have that

$$
\begin{aligned}
\bar{\nu}^{2}\left(\left\|\bar{x}_{1}\right\|^{2}+\left\|\bar{x}_{2}\right\|^{2}\right)= & \bar{\nu}\left(\bar{\rho}_{1}\left\|\bar{x}_{1}\right\|^{2}+\bar{\rho}_{2}\left\|\bar{x}_{2}\right\|^{2}\right)+\bar{x}_{1}^{T} C^{2} \bar{x}_{1} \\
& +2 \bar{x}_{1}^{T}\left[\begin{array}{lll}
C S & 0 & 0
\end{array}\right] \bar{x}_{2}+\bar{x}_{2}^{T}\left[\begin{array}{ccc}
S^{2} & 0 & 0 \\
0 & I & 0 \\
0 & 0 & 0
\end{array}\right] \bar{x}_{2},
\end{aligned}
$$

with $\bar{\rho}_{1} \in\left[\lambda_{1}, \lambda_{p}\right], \bar{\rho}_{2} \in\left[\lambda_{p+1}, 1\right]$ and satisfying

$$
\bar{x}_{1}^{T} M_{\gamma} \bar{x}_{1}=\bar{\rho}_{1}\left\|\bar{x}_{1}\right\|^{2} \quad \text { and } \quad \bar{x}_{2}^{T} \tilde{M}_{\gamma} \bar{x}_{2}=\bar{\rho}_{2}\left\|\bar{x}_{2}\right\|^{2}
$$

Combining with (6.38) and (6.39), we then have

$$
\begin{equation*}
\bar{\nu}^{2}\left(\left\|\bar{x}_{1}\right\|^{2}+\left\|\bar{x}_{2}\right\|^{2}\right)-\bar{\nu}\left(\bar{\rho}_{1}\left\|\bar{x}_{1}\right\|^{2}+\bar{\rho}_{2}\left\|\bar{x}_{2}\right\|^{2}\right)=\bar{\nu}^{2}\left(\left\|\bar{y}_{1}\right\|^{2}+\left\|\bar{y}_{2}\right\|^{2}\right) . \tag{6.41}
\end{equation*}
$$

Observe that $\left\|\bar{x}_{1}\right\|^{2}+\left\|\bar{x}_{2}\right\|^{2} \neq 0$, since otherwise we would have that $\bar{x}_{1}=\bar{x}_{2}=$ 0 and, by (6.38) and (6.39), that $\bar{y}_{1}=\bar{y}_{2}=0$, since $\bar{\nu}>0$, implying a zero eigenvector $\bar{x}$. From (6.41), we can then deduce, since $\bar{\nu}>0$, that

$$
\begin{aligned}
\bar{\nu} & =\frac{\bar{\rho}_{1}\left\|\bar{x}_{1}\right\|^{2}+\bar{\rho}_{2}\left\|\bar{x}_{2}\right\|^{2}}{\left\|\bar{x}_{1}\right\|^{2}+\left\|\bar{x}_{2}\right\|^{2}}+\bar{\nu} \frac{\left\|\bar{y}_{1}\right\|^{2}+\left\|\bar{y}_{2}\right\|^{2}}{\left\|\bar{x}_{1}\right\|^{2}+\left\|\bar{x}_{2}\right\|^{2}} \\
& \geq \frac{\bar{\rho}_{1}\left\|\bar{x}_{1}\right\|^{2}+\bar{\rho}_{2}\left\|\bar{x}_{2}\right\|^{2}}{\left\|\bar{x}_{1}\right\|^{2}+\left\|\bar{x}_{2}\right\|^{2}} \\
& =\bar{\rho}_{1}(1-\theta)+\bar{\rho}_{2} \theta
\end{aligned}
$$

where

$$
\theta=\frac{\left\|\bar{x}_{2}\right\|^{2}}{\left\|\bar{x}_{1}\right\|^{2}+\left\|\bar{x}_{2}\right\|^{2}} \in[0,1]
$$

Assume that $\theta \geq 1 / 2$. It then implies, by definition of $\theta$, that $\left\|\bar{x}_{2}\right\|^{2} \geq\left\|\bar{x}_{1}\right\|^{2}$, which in turn leads to

$$
\begin{equation*}
\bar{\nu}=\bar{\rho}_{1}(1-\theta)+\bar{\rho}_{2} \theta \in\left[\frac{\bar{\rho}_{1}+\bar{\rho}_{2}}{2}, \bar{\rho}_{2}\right], \tag{6.42}
\end{equation*}
$$

since $\bar{\rho}_{1}<\bar{\rho}_{2}$ by (6.33). One thus has, by (6.42), that

$$
\bar{\nu} \geq \frac{\bar{\rho}_{1}+\bar{\rho}_{2}}{2} \geq \frac{\bar{\rho}_{2}}{2} \geq \gamma / 2
$$

since $\bar{\rho}_{2} \geq \lambda_{p+1}>\gamma$ by (6.33), which contradicts the assumption that $\bar{\nu}<\gamma / 2$. Hence one has that

$$
\begin{equation*}
\left\|\bar{x}_{2}\right\|^{2}<\left\|\bar{x}_{1}\right\|^{2} \tag{6.43}
\end{equation*}
$$

implying that $\bar{x}_{1} \neq 0$.
Let now consider $\bar{x}_{2}$. Assume that $\bar{x}_{2}=0$, by (6.30) and (6.31), we have, on one hand,

$$
\begin{align*}
S \bar{y}_{1} & =0  \tag{6.44}\\
C \bar{x}_{1} & =\bar{\nu} \bar{y}_{1} . \tag{6.45}
\end{align*}
$$

On the other hand, one has that

$$
\begin{equation*}
C \bar{x}_{1}=\bar{x}_{1} . \tag{6.46}
\end{equation*}
$$

Indeed, first observe that by the assumption $c_{\text {min }}:=\min _{i=1: p}\left\{c_{i}\right\}>0$, one has that $c_{i}>0$ for all $i=1, \ldots, p$. If $c_{i}=1$, then obviously (6.46) holds for index $i$. If $c_{i} \neq 1$, implying that $s_{i} \neq 0$ by (6.7) then the corresponding component in $\bar{y}_{1}$ is equal to zero, by (6.44), and so does the corresponding component in $\bar{x}_{1}$, by (6.45), so that again (6.46) is satisfied for this index $i$. Observing that $C^{2} \bar{x}_{1}=\bar{x}_{1}$ by (6.46) and $\bar{x}_{1}^{T} C S=\bar{\nu} \bar{y}_{1}^{T} S=0$ by (6.45) followed by (6.44), we can rewrite (6.36) as

$$
-\bar{\nu}^{2}\left\|\bar{x}_{1}\right\|^{2}+\bar{\nu} \bar{\rho}_{1}\left\|\bar{x}_{1}\right\|^{2}+\left\|\bar{x}_{1}\right\|^{2}=0
$$

or, equivalently since $\bar{x}_{1} \neq 0$,

$$
-\bar{\nu}^{2}+\bar{\nu} \bar{\rho}_{1}+1=0
$$

The positive root of this last equation in $\bar{\nu}$ gives

$$
\bar{\nu}=\frac{\bar{\rho}_{1}+\sqrt{\bar{\rho}_{1}^{2}+4}}{2}>1,
$$

i.e., $\bar{\nu}>\lambda_{\max }(A)=1$, which leads to a contradiction. Hence, $\bar{x}_{2} \neq 0$.

We now can define the following quantities associated to $0<\bar{\nu}<\gamma / 2$, where $\bar{x}_{1}$ and $\bar{x}_{2}$ are nonzero vectors, as guaranteed by Lemma 6.2.

$$
\begin{equation*}
\bar{\omega}=\frac{\left\|\bar{x}_{1}\right\|^{2}}{\left\|\bar{x}_{2}\right\|^{2}} \tag{6.47}
\end{equation*}
$$

with $\bar{\omega}>1$ by (6.43),

$$
\begin{equation*}
\bar{\rho}_{1}=\frac{\bar{x}_{1}^{T} M_{\gamma} \bar{x}_{1}}{\left\|\bar{x}_{1}\right\|^{2}} \in\left[\lambda_{1}, \lambda_{p}\right], \tag{6.48}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{\rho}_{2}=\frac{\bar{x}_{2}^{T} \tilde{M}_{\gamma} \bar{x}_{2}}{\left\|\bar{x}_{2}\right\|^{2}} \in\left[\lambda_{p+1}, 1\right] . \tag{6.49}
\end{equation*}
$$

Let us also define

$$
\begin{equation*}
\bar{\alpha}=\frac{\bar{x}_{1}^{T} C^{2} \bar{x}_{1}}{\left\|\bar{x}_{1}\right\|^{2}}, \tag{6.50}
\end{equation*}
$$

satisfying $0<c_{\text {min }}^{2} \leq \bar{\alpha} \leq 1$,

$$
\bar{\beta}=\frac{\bar{x}_{2}^{T}\left[\begin{array}{ccc}
S^{2} & 0 & 0  \tag{6.51}\\
0 & I & 0 \\
0 & 0 & 0
\end{array}\right] \bar{x}_{2}}{\left\|\bar{x}_{2}\right\|^{2}} \in[0,1]
$$

and

$$
\bar{\tau}=\frac{\bar{x}_{1}^{T}\left[\begin{array}{ccc}
C S & 0 & 0 \tag{6.52}
\end{array}\right] \bar{x}_{2}}{\left\|\bar{x}_{1}\right\|^{2}} .
$$

In the next theorem, we apply the relations introduced in Lemma 6.1 to $\bar{x}$ and $\bar{\nu}$ in order to derive new relations in terms of $\bar{\omega}, \bar{\rho}_{1}, \bar{\rho}_{2}, \bar{\alpha}, \bar{\beta}$ and $\bar{\tau}$.

Theorem 6.3 Assume that the matrix (6.27) has an eigenvalue $\bar{\nu}$ satisfying $0<\bar{\nu}<\gamma / 2$, with the associated eigenvector $\bar{x}=\left[\begin{array}{llll}\bar{x}_{1} & \bar{x}_{2} & \bar{y}_{1} & \bar{y}_{2}\end{array}\right]^{T}$ with $\bar{x}_{1} \in \mathbb{R}^{p}, \bar{x}_{2} \in \mathbb{R}^{n-p}, \bar{y}_{1} \in \mathbb{R}^{p}$ and $\bar{y}_{2} \in \mathbb{R}^{m-p}$. Let $\bar{\omega}, \bar{\rho}_{1}, \bar{\rho}_{2}, \bar{\alpha}$, $\bar{\beta}$ and $\bar{\tau}$ be given by (6.47) to (6.52), respectively and $c_{\min }>0$. We then have

$$
\begin{align*}
& -\bar{\nu}^{2}+\bar{\nu} \bar{\rho}_{1}+\bar{\alpha}+\bar{\tau}=0,  \tag{6.53}\\
& -\bar{\nu}^{2}+\bar{\nu} \bar{\rho}_{2}+\bar{\tau} \bar{\omega}+\bar{\beta}=0,  \tag{6.54}\\
& \bar{\tau}>-\bar{\alpha},  \tag{6.55}\\
& \bar{\tau} \bar{\omega}<-\bar{\beta},  \tag{6.56}\\
& \bar{\tau}^{2} \bar{\omega} \leq \bar{\alpha} \bar{\beta} . \tag{6.57}
\end{align*}
$$

Proof. We first prove (6.53) and (6.54). Dividing (6.36) and (6.37) by $\left\|\bar{x}_{1}\right\|^{2}$ and $\left\|\bar{x}_{2}\right\|^{2}$, respectively, where $\bar{x}_{1} \neq 0$ and $\bar{x}_{2} \neq 0$ by Lemma 6.2 ,

$$
\begin{aligned}
\bar{\nu}^{2} & =\bar{\nu} \bar{\rho}_{1}+\frac{\bar{x}_{1}^{T} C^{2} \bar{x}_{1}}{\left\|\bar{x}_{1}\right\|^{2}}+\frac{\bar{x}_{1}^{T}\left[\begin{array}{lll}
C S & 0 & 0
\end{array}\right] \bar{x}_{2}}{\left\|\bar{x}_{1}\right\|^{2}} \\
\bar{\nu}^{2} & =\bar{\nu} \bar{\rho}_{2}+\frac{\bar{x}_{1}^{T}\left[\begin{array}{lll}
C S & 0 & 0
\end{array}\right] \bar{x}_{2}}{\left\|\bar{x}_{2}\right\|^{2}}+\frac{\bar{x}_{2}^{T}\left[\begin{array}{ccc}
S^{2} & 0 & 0 \\
0 & I & 0 \\
0 & 0 & 0
\end{array}\right]}{\left\|\bar{x}_{2}\right\|^{2}} .
\end{aligned}
$$

Using (6.47), (6.50), (6.51) and (6.52), we obtain the desired equalities.
We next prove (6.55). Adding (6.38) to (6.39), it implies

$$
0 \leq \bar{\nu}^{2}\left(\left\|\bar{y}_{1}\right\|^{2}+\left\|\bar{y}_{2}\right\|^{2}\right)=\bar{x}_{1} C^{2} \bar{x}_{1}+2 \bar{x}_{1}^{T}\left[\begin{array}{ccc}
C S & 0 & 0
\end{array}\right] \bar{x}_{2}+\bar{x}_{2}^{T}\left[\begin{array}{ccc}
S^{2} & 0 & 0  \tag{6.58}\\
0 & I & 0 \\
0 & 0 & 0
\end{array}\right] \bar{x}_{2},
$$

which leads, by (6.47), (6.50), (6.51) and (6.52), that

$$
\begin{equation*}
(\bar{\alpha}+\bar{\tau})\left\|\bar{x}_{1}\right\|^{2}+(\bar{\tau} \bar{\omega}+\bar{\beta})\left\|\bar{x}_{2}\right\|^{2} \geq 0 \tag{6.59}
\end{equation*}
$$

Observing that (6.37) can be written as $(\bar{\tau} \bar{\omega}+\bar{\beta})\left\|\bar{x}_{2}\right\|^{2}=\bar{\nu}\left(\bar{\nu}-\bar{\rho}_{2}\right)\left\|\bar{x}_{2}\right\|^{2}$, (6.59) becomes

$$
(\bar{\alpha}+\bar{\tau})\left\|\bar{x}_{1}\right\|^{2}+\bar{\nu}\left(\bar{\nu}-\bar{\rho}_{2}\right)\left\|\bar{x}_{2}\right\|^{2} \geq 0
$$

or, equivalently, by (6.47),

$$
(\bar{\alpha}+\bar{\tau}) \bar{\omega} \quad \geq \bar{\nu}\left(\bar{\rho}_{2}-\bar{\nu}\right) .
$$

As $0<\bar{\nu}<\gamma / 2<\bar{\rho}_{2}$ and $\bar{\omega}>0$, we deduce that $\bar{\alpha}+\bar{\tau}>0$, which proves (6.55).

We prove (6.56) by contradiction. Assume that $\bar{\tau} \bar{\omega} \geq-\bar{\beta}$, then by (6.54), one has that

$$
\bar{\nu}^{2}-\bar{\nu} \bar{\rho}_{2}=\bar{\nu}\left(\bar{\nu}-\bar{\rho}_{2}\right) \geq 0
$$

which implies, since $\bar{\nu}>0$, that $\bar{\nu} \geq \bar{\rho}_{2} \geq \gamma / 2$ and contradicts the assumption $\bar{\nu}<\gamma / 2$.

We finally prove (6.57). Multiplying (6.31) by $\bar{x}_{1}^{T} C$ implies

$$
\bar{x}_{1}^{T} C^{2} \bar{x}_{1}+\bar{x}_{1}^{T} C\left[\begin{array}{lll}
S & 0 & 0
\end{array}\right] \bar{x}_{2}=(\bar{\alpha}+\bar{\tau})\left\|\bar{x}_{1}\right\|^{2}=\bar{\nu} \bar{x}_{1}^{T} C \bar{y}_{1} .
$$

Combining this last equality with (6.55) and the Cauchy-Schwarz inequality, we obtain

$$
\begin{align*}
0<(\bar{\alpha}+\bar{\tau})\left\|\bar{x}_{1}\right\|^{2} & =\bar{\nu} \bar{x}_{1}^{T} C \bar{y}_{1} \\
& \leq \bar{\nu}\left\|C \bar{x}_{1}\right\|\left\|\bar{y}_{1}\right\| \\
& =\bar{\nu} \sqrt{\bar{\alpha}}\left\|\bar{x}_{1}\right\|\left\|\bar{y}_{1}\right\|, \tag{6.60}
\end{align*}
$$

where the last equality derives from the definition of $\bar{\alpha}$ in (6.50). We can rewrite (6.58) as

$$
\begin{equation*}
\bar{\nu}^{2}\left(\left\|\bar{y}_{1}\right\|^{2}+\left\|\bar{y}_{2}\right\|^{2}\right)=(\bar{\alpha}+2 \bar{\tau})\left\|\bar{x}_{1}\right\|^{2}+\bar{\beta}\left\|\bar{x}_{2}\right\|^{2} . \tag{6.61}
\end{equation*}
$$

Squaring both sides of (6.60) implies

$$
\begin{aligned}
(\bar{\alpha}+\bar{\tau})^{2}\left\|\bar{x}_{1}\right\|^{2} & \leq \bar{\nu}^{2} \bar{\alpha}\left\|\bar{y}_{1}\right\|^{2} \\
& \leq \bar{\nu}^{2} \bar{\alpha}\left(\left\|\bar{y}_{1}\right\|^{2}+\left\|\bar{y}_{2}\right\|^{2}\right)
\end{aligned}
$$

Combining now this last inequality with (6.61) and dividing by $\left\|\bar{x}_{2}\right\|^{2}$ gives

$$
(\bar{\alpha}+\bar{\tau})^{2} \bar{\omega} \leq\left(\bar{\alpha}^{2}+2 \bar{\alpha} \bar{\tau}\right) \bar{\omega}+\bar{\alpha} \bar{\beta}
$$

which, after simplification, yields the desired result (6.57).

### 6.3.3 Refining the positive lower bound

In the previous section, we have assumed the existence of an eigenvalue $\bar{\nu}$ of $\mathcal{A}_{\text {KKT }}$ given by (6.20) satisfying $0<\bar{\nu}<\gamma / 2$ and shown, under the assumption that $c_{\text {min }}=\min _{i=1: p}\left\{c_{i}\right\}>0$, that $\bar{\nu}$ and its associated eigenvector $\bar{x}$ satisfy the relations (6.53)-(6.57). In order to refine the positive lower bound in (6.21) as given by Rusten and Winther (1992), we proceed in two steps, building two optimization problems successively, whose optimal solution will provide the desired refined positive lower bound.

To build the feasible domain of the first of these two optimization problems, we relax the relations (6.53)-(6.57) by relaxing the quantities $\bar{\nu}, \bar{\tau}$ and $\bar{\omega}$ in these relations, which now become the variables $\nu, \tau$ and $\omega$ verifying

$$
\begin{equation*}
\bar{\rho}_{1} \leq \nu \leq \frac{\bar{\rho}_{2}}{2} \quad \text { and } \quad 1 \leq \omega \leq \omega_{\max } \tag{6.62}
\end{equation*}
$$

where $\omega_{\max }$ is an upper bound satisfying $\omega_{\max } \geq \bar{\omega}$. The constraints of this optimization problem, let call it $P\left(\bar{\rho}_{1}, \bar{\rho}_{2}, \bar{\alpha}, \bar{\beta}, \omega_{\max }\right)$, can thus be written as

$$
\mathcal{C}(P) \equiv\left\{\begin{array}{l}
-\nu^{2}+\nu \bar{\rho}_{1}+\bar{\alpha}+\tau=0  \tag{6.63a}\\
-\nu^{2}+\nu \bar{\rho}_{2}+\bar{\beta}+\tau \omega=0 \\
\bar{\rho}_{1} \leq \nu \leq \frac{\bar{\rho}_{2}}{2} \\
1 \leq \omega \leq \omega_{\max } \\
\tau \geq-\bar{\alpha} \\
\tau \omega \leq-\bar{\beta} \\
\tau^{2} \omega \leq \bar{\alpha} \bar{\beta}
\end{array}\right.
$$

We then minimize $\nu$ over the set $(\nu, \tau, \omega)$ satisfying these constraints, i.e., we consider the following optimization problem

$$
\begin{equation*}
P\left(\bar{\rho}_{1}, \bar{\rho}_{2}, \bar{\alpha}, \bar{\beta}, \omega_{\max }\right)=\min _{(\nu, \tau, \omega) \in \mathcal{C}(P)} \nu . \tag{6.64}
\end{equation*}
$$

Note that $\mathcal{C}(P)$ is nonempty, since $(\bar{\nu}, \bar{\tau}, \bar{\omega}) \in \mathcal{C}(P)$, and that $\nu$ no more represents an eigenvalue of the matrix $\mathcal{A}_{K K T}$ in this problem. Instead the optimal value $\nu_{0}$ of (6.64), whose existence is guaranteed by the compactness of the feasible set $\mathcal{C}(P)$ (see, e.g., the Weierstrass Theorem in Hiriart-Urruty, 1996), gives a lower bound on $\bar{\nu}$ (since $(\bar{\nu}, \bar{\tau}, \bar{\omega}) \in \mathcal{C}(P))$. Observe that $\tau$ in (6.64) satisfies $\tau \leq 0$ by (6.63f), since $\omega \geq 1$ and $\beta \in[0,1]$, by (6.51). Finally, we have the necessary condition

$$
\begin{equation*}
c_{\min }<1 \tag{6.65}
\end{equation*}
$$

since otherwise $c_{i}=1 \forall i=1, \ldots, p$ and thus $s_{i}=0 \forall i=1, \ldots, p$ by (6.7) implying that $\bar{\alpha}=1$ and $\bar{\tau}=0$ by (6.50) and (6.52), respectively. Equation (6.54) becomes $-\bar{\nu}^{2}+\bar{\nu} \bar{\rho}_{2}+\bar{\beta}=0$ which implies that the positive solution satisfies $\bar{\nu}=\frac{\rho_{2}+\sqrt{\rho_{2}^{2}+4 \bar{\beta}}}{2} \geq \bar{\rho}_{2}$ since $\bar{\beta} \geq 0$, which contradicts (6.62).

Before studying problem (6.64), we establish a bound on the positive solution $\nu$ of equations (6.63a) and (6.63b) that will prove to be useful.

Lemma 6.4 Assume that $\bar{\alpha}>0, \bar{\beta} \geq 0, \omega \geq 1$ and $\tau \leq 0$. Then the system of equations (6.63a) and (6.63b) in $\nu$ has a unique positive solution satisfying

$$
\begin{equation*}
\nu \geq \frac{\omega \bar{\rho}_{1}+\bar{\rho}_{2}+\sqrt{\tilde{\Delta}}}{2(\omega+1)} \tag{6.66}
\end{equation*}
$$

where $\tilde{\Delta}=\left(\omega \bar{\rho}_{1}+\bar{\rho}_{2}\right)^{2}+4(\omega+1)(\sqrt{\bar{\alpha} \omega}-\sqrt{\bar{\beta}})^{2}$.

Proof. Multiplying (6.63a) by $\omega$ and adding it to (6.63b), we get the equation

$$
\begin{equation*}
(\omega+1) \nu^{2}-\left(\omega \bar{\rho}_{1}+\bar{\rho}_{2}\right) \nu-(\omega(\bar{\alpha}+2 \tau)+\bar{\beta})=0 \tag{6.67}
\end{equation*}
$$

whose roots are given by

$$
\nu_{1,2}=\frac{\omega \bar{\rho}_{1}+\bar{\rho}_{2} \pm \sqrt{\Delta}}{2(\omega+1)}
$$

where $\Delta=\left(\omega \bar{\rho}_{1}+\bar{\rho}_{2}\right)^{2}+4(\omega+1)(\omega \bar{\alpha}+2 \omega \tau+\bar{\beta})$. By (6.63g) together with $\omega>0$, we have that

$$
\tau^{2} \omega^{2} \leq \bar{\alpha} \bar{\beta} \omega
$$

or, equivalently, since $\tau \leq 0, \bar{\alpha}>0$ and $\bar{\beta} \geq 0$,

$$
\tau \omega \geq-\sqrt{\bar{\alpha} \bar{\beta} \omega} .
$$

This inequality implies that

$$
\begin{aligned}
\omega \bar{\alpha}+2 \omega \tau+\bar{\beta} & \geq \omega \bar{\alpha}-2 \sqrt{\bar{\alpha} \bar{\beta} \omega}+\bar{\beta} \\
& =(\sqrt{\bar{\alpha} \omega}-\sqrt{\bar{\beta}})^{2} \\
& \geq 0
\end{aligned}
$$

so that, on one hand, $\Delta \geq\left(\omega \bar{\rho}_{1}+\bar{\rho}_{2}\right)^{2}$ for $\omega \geq 1$, yielding $\nu_{1} \leq 0$. On the other hand, it implies that $\Delta \geq \tilde{\Delta}$, so that the unique positive solution of (6.63a) and (6.63b) is $\nu_{2}$ and satisfies (6.66).

Our study of an optimal solution of the optimization problem (6.64) starts by identifying the constraints which are potentially active at optimality.

Theorem 6.5 Consider problem $P\left(\bar{\rho}_{1}, \bar{\rho}_{2}, \bar{\alpha}, \bar{\beta}, \omega_{\max }\right)$ defined in (6.64) where $\omega_{\max } \geq \bar{\omega}$ and $\bar{\omega}, \bar{\rho}_{1}, \bar{\rho}_{2}, \bar{\alpha}$ and $\bar{\beta}$ are given by (6.47)-(6.51). Then the constraints in (6.64) possibly active at a global solution are,

$$
\begin{aligned}
\omega & \leq \omega_{\max } \\
\tau^{2} \omega & \leq \bar{\alpha} \bar{\beta}
\end{aligned}
$$

## Proof.

1. First let us prove that the lower bound in constraint (6.63d) $(\omega=1)$ is not active. By Lemma 6.4 when $\omega=1$, we have that

$$
\nu \geq \frac{\bar{\rho}_{1}+\bar{\rho}_{2}+\sqrt{\left(\bar{\rho}_{1}+\bar{\rho}_{2}\right)^{2}+8(\sqrt{\bar{\alpha}}+\sqrt{\bar{\beta}})^{2}}}{4} \geq \frac{\left(\bar{\rho}_{1}+\bar{\rho}_{2}\right)}{2}>\frac{\bar{\rho}_{2}}{2},
$$

since $\bar{\rho}_{1}>0$. This is incompatible with (6.63c).
2. Let us prove that the constraint (6.63e) is not active. Assuming that $\tau=-\bar{\alpha}$, we have by (6.63a) and (6.63b),

$$
\begin{align*}
-\nu^{2}-\nu \bar{\rho}_{1} & =0  \tag{6.68}\\
-\nu^{2}+\nu \bar{\rho}_{2}+\bar{\beta}-\bar{\alpha} \omega & =0 \tag{6.69}
\end{align*}
$$

Equation (6.68) implies that either $\nu=0$ or $\nu=\bar{\rho}_{1}$. Since $\nu \geq \bar{\rho}_{1}>0$ by (6.63c), we have that the unique solution of (6.68) is $\nu=\bar{\rho}_{1}$, and it follows that (6.69) becomes

$$
-\left(\bar{\rho}_{1}\right)^{2}+\bar{\rho}_{1} \bar{\rho}_{2}+\bar{\beta}-\bar{\alpha} \omega=0
$$

or, equivalently,

$$
\begin{equation*}
\bar{\alpha} \omega=\bar{\rho}_{1}\left(\bar{\rho}_{2}-\bar{\rho}_{1}\right)+\bar{\beta} . \tag{6.70}
\end{equation*}
$$

Multiplying (6.70) by $\bar{\alpha}$, we obtain

$$
\bar{\alpha}^{2} \omega=\tau^{2} \omega=\bar{\alpha}\left(\bar{\rho}_{1}\left(\bar{\rho}_{2}-\bar{\rho}_{1}\right)+\bar{\beta}\right) .
$$

Since $\bar{\alpha}>0, \bar{\rho}_{1}>0$ and $\bar{\rho}_{2}-\bar{\rho}_{1}>0$, one deduces that $\tau^{2} \omega>\bar{\alpha} \bar{\beta}$, which contradicts $(6.63 \mathrm{~g})$.
3. Now, we prove that (6.63f) is not active. By contradiction, let assume that $\tau \omega+\bar{\beta}=0$. By (6.63b), we have that $-\nu^{2}+\nu \bar{\rho}_{2}=0$, or equivalently, $\nu=0$ or $\nu=\bar{\rho}_{2}$, which is impossible by (6.63c).
4. It remains to prove that both bounds of (6.63c) are inactive at a global solution. First $\nu=\bar{\rho}_{1}$ implies by (6.63a) that (6.63e) is active, which is impossible by the second step of the proof. If $\nu=\bar{\rho}_{2} / 2$, then it is not a global solution since $\bar{\nu}<\gamma / 2<\bar{\rho}_{2} / 2=\nu$ provides a lower objective function value and $(\bar{\nu}, \bar{\tau}, \bar{\omega}) \in \mathcal{C}(P))$.

Assuming that $\omega=\omega_{\max }$ (i.e., the upper bound of (6.63d) is active) at a global solution of problem $P\left(\bar{\rho}_{1}, \bar{\rho}_{2}, \bar{\alpha}, \bar{\beta}, \omega_{\max }\right)$ given by (6.64), we now derive a lower bound on the optimal value of problem (6.64), hence yielding a first potentially refined positive lower bound on the positive eigenvalues of $\mathcal{A}_{\text {KKT }}$.

Theorem 6.6 Consider problem $P\left(\bar{\rho}_{1}, \bar{\rho}_{2}, \bar{\alpha}, \bar{\beta}, \omega_{\max }\right)$ defined in (6.64) where $\omega_{\max } \geq \bar{\omega}$ and $\bar{\omega}, \bar{\rho}_{1}, \bar{\rho}_{2}, \bar{\alpha}$ and $\bar{\beta}$ are given by (6.47)-(6.51). If $\omega=\omega_{\text {max }}$ at a global solution then

$$
\begin{equation*}
\nu_{0} \geq \frac{1}{2}\left(\bar{\rho}_{1}+\sqrt{\bar{\rho}_{1}^{2}+4 c_{\min }^{2}}\right) . \tag{6.71}
\end{equation*}
$$

Proof. By Lemma 6.4 with $\omega=\omega_{\max }$, we have

$$
\begin{equation*}
\nu_{0} \geq \frac{1}{2}\left(\frac{\omega_{\max } \bar{\rho}_{1}+\bar{\rho}_{2}+\sqrt{\tilde{\Delta}}}{\omega_{\max }+1}\right) \tag{6.72}
\end{equation*}
$$

where $\tilde{\Delta}=\left(\omega_{\max } \bar{\rho}_{1}+\bar{\rho}_{2}\right)^{2}+4\left(\omega_{\max }+1\right)\left(\sqrt{\bar{\alpha} \omega_{\max }}-\sqrt{\bar{\beta}}\right)^{2}$. Defining the quantities

$$
\tilde{\rho}=\frac{\omega_{\max } \bar{\rho}_{1}+\bar{\rho}_{2}}{\omega_{\max }+1}
$$

and

$$
\tilde{\alpha}=\left(\sqrt{\bar{\alpha}} \sqrt{\frac{\omega_{\max }}{\omega_{\max }+1}}-\sqrt{\frac{\bar{\beta}}{\omega_{\max }+1}}\right),
$$

we can rewrite (6.72) as

$$
\nu_{0} \geq \frac{1}{2}\left(\tilde{\rho}+\sqrt{\tilde{\rho}^{2}+4 \tilde{\alpha}^{2}}\right) .
$$

Observing that $\omega_{\max }$ can be taken as large as we want, provided $\omega_{\max } \geq \bar{\omega}$, and that

$$
\lim _{\omega_{\max } \rightarrow \infty} \tilde{\rho}=\bar{\rho}_{1} \quad \text { and } \quad \lim _{\omega_{\max } \rightarrow \infty} \tilde{\alpha}=\sqrt{\bar{\alpha}}
$$

one can conclude, using the bound $\alpha \geq c_{\text {min }}^{2}$, that

$$
\nu_{0} \geq \frac{1}{2}\left(\bar{\rho}_{1}+\sqrt{\bar{\rho}_{1}^{2}+4 c_{\min }^{2}}\right) .
$$

We next assume that $\omega<\omega_{\max }$ and apply the first-order necessary optimality conditions given by F. John Theorem 1.5 in Chapter 1 to problem (6.64): there exist $t, u, v, p \in \mathbb{R}$ not all equal to zero such that $p \geq 0$,

$$
\left[\begin{array}{l}
1  \tag{6.73}\\
0 \\
0
\end{array}\right] t-\left[\begin{array}{c}
-2 \nu+\bar{\rho}_{1} \\
1 \\
0
\end{array}\right] u-\left[\begin{array}{c}
-2 \nu+\bar{\rho}_{2} \\
\omega \\
\tau
\end{array}\right] v-\left[\begin{array}{c}
0 \\
-2 \tau \omega \\
-\tau^{2}
\end{array}\right] p=\left[\begin{array}{l}
0 \\
0 \\
0
\end{array}\right]
$$

and

$$
\begin{equation*}
p\left(\bar{\alpha} \bar{\beta}-\tau^{2} \omega\right)=0 \tag{6.74}
\end{equation*}
$$

Note first that $\tau \neq 0$. Indeed, otherwize $\bar{\beta} \leq 0$ by (6.63f), implying that $\bar{\beta}=0$ since $\bar{\beta} \in[0,1]$, which in turn would give, by ( 6.63 b ),

$$
-\nu^{2}+\nu \bar{\rho}_{2}=\nu\left(\bar{\rho}_{2}-\nu\right)=0,
$$

so that $\nu=0$ or $\nu=\bar{\rho}_{2}$, in contradiction with (6.63c). We next obtain that $p \neq 0$ since otherwise $\tau v=0$ by the third equality in (6.73), and thus $v=0$ which in turn implies $u=0$ by the second equality in (6.73) followed by $t=0$ by the first equality in (6.73). This is incompatible with the assumption that $t, u, v$ and $p$ can not be all equal to zero. The complementarity condition (6.74) then ensures that the constraint $(6.63 \mathrm{~g})$ is active, i.e., $\tau^{2} \omega=\bar{\alpha} \bar{\beta}$, so that, since $\tau<0$ by (6.63e) and $\omega \neq 0$ by (6.63d), we can set

$$
\tau=-\sqrt{\frac{\bar{\alpha} \bar{\beta}}{\omega}}
$$

Let us now denote by $\tau_{0}$ and $\omega_{0}$ the associated quantities to $\nu_{0}$, a global solution of problem $P\left(\bar{\rho}_{1}, \bar{\rho}_{2}, \bar{\alpha}, \bar{\beta}, \omega_{\max }\right)$. We then deduce that $\tau_{0}=-\sqrt{\frac{\bar{\alpha} \bar{\beta}}{\omega_{0}}}$. By setting

$$
\delta_{0}=\sqrt{\frac{\bar{\alpha} \omega_{0}}{\bar{\beta}}}
$$

we can rewrite (6.63a) and (6.63b), observing that $\tau_{0}=-\frac{\bar{\alpha}}{\delta_{0}}=\frac{-\delta_{0} \bar{\beta}}{\omega_{0}}$,

$$
\begin{align*}
-\nu_{0}^{2}+\nu_{0} \bar{\rho}_{1}+\bar{\alpha}\left(1+\frac{\tau_{0}}{\bar{\alpha}}\right) & =-\nu_{0}^{2}+\nu_{0} \bar{\rho}_{1}+\bar{\alpha}\left(1-\frac{1}{\delta_{0}}\right)=0  \tag{6.75}\\
-\nu_{0}^{2}+\nu_{0} \bar{\rho}_{2}+\bar{\beta}\left(1+\frac{\tau_{0} \omega_{0}}{\bar{\beta}}\right) & =-\nu_{0}^{2}+\nu_{0} \bar{\rho}_{2}+\bar{\beta}\left(1-\delta_{0}\right)=0 \tag{6.76}
\end{align*}
$$

We also have by (6.63e) (which is inactive at a solution), that

$$
\tau_{0}=-\frac{\bar{\alpha}}{\delta_{0}}>-\bar{\alpha}
$$

so that $\delta_{0}>1$.
In order to proceed in our search for a refined positive lower bound in (6.21), we now build a second constrained optimization problem in the same spirit, i.e., with the aim to derive a lower bound on $\nu_{0}$ (and thus on $\bar{\nu}$ since $\nu_{0} \leq \bar{\nu}$ ). To that, we relax the quantities $\nu_{0}, \delta_{0}, \bar{\alpha}$ and $\bar{\beta}$ and consider the optimization problem

$$
\begin{equation*}
\tilde{P}\left(\bar{\rho}_{1}, \bar{\rho}_{2}\right) \equiv \min _{(\nu, \delta, \alpha, \beta) \in \mathcal{C}(\tilde{P})} \nu \tag{6.77}
\end{equation*}
$$

where the feasible set $\mathcal{C}(\tilde{P})$ is defined by

$$
\mathcal{C}(\tilde{P}) \equiv\left\{\begin{array}{l}
-\nu^{2}+\nu \bar{\rho}_{1}+\alpha\left(1-\frac{1}{\delta}\right)=0  \tag{6.78a}\\
-\nu^{2}+\nu \bar{\rho}_{2}+\beta(1-\delta)=0 \\
\bar{\rho}_{1} \leq \nu \leq \frac{\bar{\rho}_{2}}{2} \\
1 \leq \delta \leq \delta_{\max } \\
c_{\min }^{2} \leq \alpha \leq 1 \\
0 \leq \beta \leq 1
\end{array}\right.
$$

where $\delta_{\max }$ is an upper bound satisfying $\delta_{\max } \geq \delta_{0}>1$ and where $c_{\min }<1$ (from the necessary condition (6.65)). Note that $\mathcal{C}(\tilde{P})$ is nonempty since $\left(\nu_{0}, \delta_{0}, \bar{\alpha}, \bar{\beta}\right) \in \mathcal{C}(\tilde{P})$ by (6.75), (6.76), (6.63c) satisfied by $\nu_{0},(6.50)$ and (6.51). Again, the compactness of the feasible set $\mathcal{C}(\tilde{P})$ guarantees the existence of an optimal value $\nu_{\mathrm{inf}}$ for problem $\tilde{P}\left(\bar{\rho}_{1}, \bar{\rho}_{2}\right)$ with $\nu_{\mathrm{inf}} \leq \nu_{0}$.

The next theorem identifies the constraints of $\tilde{P}\left(\bar{\rho}_{1}, \bar{\rho}_{2}\right)$ which are potentially active at optimality.

Theorem 6.7 Consider problem $\tilde{P}\left(\bar{\rho}_{1}, \bar{\rho}_{2}\right)$ defined in (6.77) where $\delta_{\max } \geq \delta_{0}$, and $\bar{\rho}_{1}$ and $\bar{\rho}_{2}$ are given by (6.48) and (6.49), respectively. Then, the constraints in (6.77) possibly active at a global solution are,

$$
\begin{aligned}
& \delta \leq \delta_{\max } \\
& c_{\min }^{2} \leq \alpha \leq 1 \\
& \beta \leq 1
\end{aligned}
$$

## Proof.

1. Let first show that the lower bound in (6.78d) $(\delta=1)$ is not active at optimality. Indeed, if $\delta=1$, we get by ( 6.78 b ),

$$
-\nu^{2}+\nu \bar{\rho}_{2}=\nu\left(\bar{\rho}_{2}-\nu\right)=0,
$$

so that $\nu=0$ or $\nu=\bar{\rho}_{2}$, in contradiction with (6.78c).
2. Using the same argument, we have that the lower bound in (6.78f) $(\beta=0)$ is not active.
3. It remains to prove that both bounds of (6.78c) are inactive at a global solution. First $\nu=\bar{\rho}_{1}$ implies by (6.78a) that $\alpha\left(1-\frac{1}{\delta}\right)=0$, which is impossible since $\alpha \neq 0$ and $\delta \neq 1$. If $\nu=\frac{\bar{\rho}_{2}}{2}$, then it is not a global solution since $\nu_{0} \leq \bar{\nu}<\frac{\gamma}{2}<\frac{\bar{\rho}_{2}}{2}=\nu$ provides a lower objective function value and $\left(\nu_{0}, \delta_{0}, \bar{\alpha}, \bar{\beta} \in \mathcal{C}(\tilde{P})\right)$.

Similarly to the way we have proceeded for problem (6.64), we first consider the case where $\delta=\delta_{\max }$ (i.e., the upper bound of (6.78d) is active) at a global solution of problem $\tilde{P}\left(\bar{\rho}_{1}, \bar{\rho}_{2}\right)$. As shown in the next theorem, we retrieve the same lower bound on the positive eigenvalues of $\mathcal{A}_{K K T}$ as given in Theorem 6.6.

Theorem 6.8 Consider problem $\tilde{P}\left(\bar{\rho}_{1}, \bar{\rho}_{2}\right)$ defined in (6.77) where $\delta_{\max } \geq \delta_{0}$, and $\bar{\rho}_{1}$ and $\bar{\rho}_{2}$ are given by (6.48) and (6.49), respectively. If $\delta=\delta_{\text {max }}$ at a global solution then

$$
\nu_{\mathrm{inf}} \geq \frac{1}{2}\left(\bar{\rho}_{1}+\sqrt{\bar{\rho}_{1}+4 c_{\min }^{2}}\right) .
$$

Proof. By (6.78a) with $\delta=\delta_{\max }$, we obtain

$$
-\nu^{2}+\nu \bar{\rho}_{1}+\alpha\left(1-\frac{1}{\delta_{\max }}\right)=0
$$

whose roots are given by

$$
\nu_{\mathrm{inf}}=\frac{1}{2}\left(\bar{\rho}_{1} \pm \sqrt{\bar{\rho}_{1}^{2}+4 \alpha\left(1-\frac{1}{\delta_{\max }}\right)}\right)
$$

where $\bar{\rho}_{1}^{2}+4 \alpha\left(1-\frac{1}{\delta_{\text {max }}}\right)>0$ as $\alpha>0$ and $\delta_{\max } \geq \delta_{0}>1$. Excluding the negative root, one has that

$$
\nu=\frac{1}{2}\left(\bar{\rho}_{1}+\sqrt{\bar{\rho}_{1}^{2}+4 \alpha\left(1-\frac{1}{\delta_{\max }}\right)}\right)>\bar{\rho}_{1} .
$$

Observing that $\delta_{\text {max }}$ in problem $\tilde{P}\left(\bar{\rho}_{1}, \bar{\rho}_{2}\right)$ can be taken as large as we want, provided $\delta_{\max } \geq \delta_{0}$, and that

$$
\lim _{\delta_{\max } \rightarrow \infty} \frac{1}{2}\left(\bar{\rho}_{1}+\sqrt{\bar{\rho}_{1}^{2}+4 \alpha\left(1-\frac{1}{\delta_{\max }}\right)}\right)=\frac{1}{2}\left(\bar{\rho}_{1}+\sqrt{\bar{\rho}_{1}^{2}+4 \alpha}\right)
$$

one can conclude, using the bound $\alpha \geq c_{\text {min }}^{2}$, that

$$
\nu_{\mathrm{inf}} \geq \frac{1}{2}\left(\bar{\rho}_{1}+\sqrt{\bar{\rho}_{1}^{2}+4 c_{\min }^{2}}\right)
$$

We next, and finally, consider the case where $\delta<\delta_{\max }$. Using again F. John Theorem 1.5 (see Chapter 1), we have that there exist $t, u, v, p, q, r \in \mathbb{R}$ not all equal to zero such that $p \geq 0, q \geq 0, r \geq 0$,

$$
\left[\begin{array}{l}
1  \tag{6.79}\\
0 \\
0 \\
0
\end{array}\right] t-\left[\begin{array}{c}
-2 \nu+\bar{\rho}_{1} \\
\frac{\alpha}{\delta^{2}} \\
1-\frac{1}{\delta} \\
0
\end{array}\right] u-\left[\begin{array}{c}
-2 \nu+\bar{\rho}_{2} \\
-\beta \\
0 \\
1-\delta
\end{array}\right] v-\left[\begin{array}{l}
0 \\
0 \\
1 \\
0
\end{array}\right] p-\left[\begin{array}{c}
0 \\
0 \\
-1 \\
0
\end{array}\right] q+\left[\begin{array}{c}
0 \\
0 \\
0 \\
-1
\end{array}\right] r=\left[\begin{array}{l}
0 \\
0 \\
0 \\
0
\end{array}\right] .
$$

and

$$
\begin{align*}
p\left(c_{\min }^{2}-\alpha\right) & =0  \tag{6.80}\\
q(\alpha-1) & =0  \tag{6.81}\\
r(\beta-1) & =0 \tag{6.82}
\end{align*}
$$

If $r=0$, then $v=0$ by the last equality in (6.79) since $\delta>1$, and consequently $u=0$ by the second equality in (6.79) and since $\alpha / \delta^{2} \neq 0$. The first and third equalities of (6.79) then imply $t=0$ and $p=q$, respectively. Since $t, u, v, p$, $q, r$ cannot be all equal to zero, then one must have $p=q \neq 0$, which implies, by the complementarity conditions (6.80) and (6.81), that $\alpha=1=c_{\text {min }}^{2}$, which is impossible. Assume now that $r>0$. Then $\beta=1$ by (6.82), and the last equality in (6.79) yields $(1-\delta) v=r$. This, together with $r>0$ and $\delta>1$, implies that $v<0$. The second equality in (6.79) then gives

$$
-\frac{\alpha}{\delta^{2}} u+v=0
$$

implying that $u<0$ since $\alpha>0$. By the third equality in (6.79), we get

$$
-\left(1-\frac{1}{\delta}\right) u-p+q=0
$$

that is, $p-q>0$ since $\delta>1$. As (6.80) and (6.81) with $c_{\text {min }}^{2}<1$ imply that either $p$ or $q$ must be zero, the only possibility is to have $q=0$ and $p>0$ (since otherwise $p=0$ and $q<0$, in contradiction with the sign condition $q \geq 0$ on the multiplier $q$ ). We thus have $\alpha=c_{\text {min }}^{2}$ by (6.80).

Rewriting $\tilde{P}\left(\bar{\rho}_{1}, \bar{\rho}_{2}\right)$ with $\beta=1$ and $\alpha=c_{\text {min }}^{2}$, we get

$$
\begin{array}{cc}
\min _{(\nu, \delta)} & \nu \\
\text { s.t. } & \left\{\begin{array}{c}
-\nu^{2}+\nu \bar{\rho}_{1}+c_{\min }^{2}\left(1-\frac{1}{\delta}\right)=0, \\
-\nu^{2}+\nu \bar{\rho}_{2}+(1-\delta)=0, \\
\bar{\rho}_{1} \leq \nu \leq \frac{\bar{\rho}_{2}}{2}, \\
1 \leq \delta \leq \delta_{\max },
\end{array}\right. \tag{6.83}
\end{array}
$$

from which we can deduce another last lower bound on the positive eigenvalues of $\mathcal{A}_{\text {KKT }}$.

Theorem 6.9 Consider problem $\tilde{P}\left(\bar{\rho}_{1}, \bar{\rho}_{2}\right)$ defined in (6.83) where $\delta_{\max } \geq$ $\delta_{0}$, and $\bar{\rho}_{1}$ and $\bar{\rho}_{2}$ are given by (6.48) and (6.49), respectively. Then the optimal value satisfies

$$
\nu_{\mathrm{inf}} \geq \frac{\bar{\rho}_{1}+\frac{4}{5} c_{\min }^{2} \bar{\rho}_{2}}{1+\frac{4}{5} c_{\min }^{2}}
$$

Proof. Multiplying the first equation in (6.83) by $\delta$, the second by $c_{\text {min }}^{2}$ and summing, we have

$$
-\nu^{2}\left(\delta+c_{\min }^{2}\right)+\nu\left(\bar{\rho}_{1} \delta+\bar{\rho}_{2} c_{\min }^{2}\right)=0
$$

this last equation has a single feasible solution that we can express as a function $\delta$,

$$
\nu(\delta)=\frac{\bar{\rho}_{1} \delta+\bar{\rho}_{2} c_{\min }^{2}}{\delta+c_{\min }^{2}}
$$

Observing that

$$
\begin{aligned}
\nu^{\prime}(\delta) & =\frac{\bar{\rho}_{1}\left(\delta+c_{\min }^{2}\right)-\left(\bar{\rho}_{1} \delta+\bar{\rho}_{2} c_{\min }^{2}\right)}{\left(\delta+c_{\min }^{2}\right)^{2}} \\
& =\frac{\left(\bar{\rho}_{1}-\bar{\rho}_{2}\right) c_{\min }^{2}}{\left(\delta+c_{\min }^{2}\right)^{2}}<0,
\end{aligned}
$$

since $\bar{\rho}_{1}<\bar{\rho}_{2}$, we have that $\nu(\delta)$ is a strictly decreasing function. On the other hand, the second equation in (6.83) requires, to have a solution, that

$$
\bar{\rho}_{2}^{2}+4(1-\delta) \geq 0
$$

that is, the largest possible value for $\delta$ at optimality is $\frac{\frac{\bar{\rho}_{2}^{2}+4}{4} \text {. We can thus }{ }^{2} \text {. }}{}$ conclude, since $\bar{\rho}_{2} \leq 1$ by (6.49), that

$$
\begin{equation*}
\nu_{\mathrm{inf}}=\nu\left(\frac{\bar{\rho}_{2}^{2}+4}{4}\right) \geq \nu(5 / 4)=\frac{\bar{\rho}_{1}+\frac{4}{5} c_{\min }^{2} \bar{\rho}_{2}}{1+\frac{4}{5} c_{\min }^{2}} . \tag{6.84}
\end{equation*}
$$

Gathering the results from Theorem 6.6, 6.8 and 6.9 , we can now formulate our final result

Theorem 6.10 Assume that the matrix (6.27) has an eigenvalue $\bar{\nu}$ satisfying $0<\bar{\nu}<\gamma / 2$ and let $C \in \mathbb{R}^{p \times p}$ given by (6.23) be such that $0<c_{\text {min }}=\min _{i=1: p}\left\{c_{i}\right\}$. Then the eigenvalues of $\mathcal{A}_{K K T}$ are bounded within

$$
\begin{equation*}
\left[\frac{\lambda_{\min }(A)-\sqrt{\lambda_{\min }^{2}(A)+4}}{2}, \frac{1-\sqrt{5}}{2}\right] \cup\left[b_{\mathrm{inf}}, \frac{1+\sqrt{5}}{2}\right], \tag{6.85}
\end{equation*}
$$

where $b_{\mathrm{inf}}=\min \left(\frac{1}{2}\left(\bar{\rho}_{1}+\sqrt{\bar{\rho}_{1}^{2}+4 c_{\min }^{2}}\right), \frac{\bar{\rho}_{1}+\frac{4}{5} c_{\min }^{2} \bar{\rho}_{2}}{1+\frac{4}{5} c_{\min }^{2}}\right)$.

Note first that

$$
\frac{\bar{\rho}_{1}+\frac{4}{5} c_{\min }^{2} \bar{\rho}_{2}}{1+\frac{4}{5} c_{\min }^{2}}>\bar{\rho}_{1}
$$

Indeed, we have that

$$
\begin{aligned}
\frac{\bar{\rho}_{1}+\frac{4}{5} c_{\min }^{2} \bar{\rho}_{2}}{1+\frac{4}{5} c_{\min }^{2}}-\bar{\rho}_{1} & =\frac{\bar{\rho}_{1}+\frac{4}{5} c_{\min }^{2} \bar{\rho}_{2}-\bar{\rho}_{1}\left(1+\frac{4}{5} c_{\min }^{2}\right)}{1+\frac{4}{5} c_{\min }^{2}} \\
& =\frac{\frac{4}{5} c_{\min }^{2}\left(\bar{\rho}_{2}-\bar{\rho}_{1}\right)}{1+\frac{4}{5} c_{\min }^{2}} \\
& >0,
\end{aligned}
$$

since $\bar{\rho}_{1}<\bar{\rho}_{2}$ and $c_{\text {min }}>0$. Furthermore, we observe that

$$
\frac{1}{2}\left(\bar{\rho}_{1}+\sqrt{\bar{\rho}_{1}^{2}+4 c_{\min }^{2}}\right)>\bar{\rho}_{1}
$$

since $c_{\min }>0$. We conclude that $b_{\text {inf }}>\bar{\rho}_{1} \geq \lambda_{\min }(A)$ implying that the lower bound of the right interval in (6.21) is refined. We can also observe that when $c_{\text {min }} \rightarrow 0$, we have that $b_{\text {inf }} \rightarrow \bar{\rho}_{1}$ with $\bar{\rho}_{1} \geq \lambda_{\min }(A)$, which is consistent with the result given in Rusten and Winther (1992). For instance, we set $\lambda_{\min }(A)=10^{-8}$ and $\lambda_{p+1}=\gamma$ with $\gamma=\lambda_{\max }(A) / 10=10^{-1}$ since we have assumed that a first level of preconditioning has been applied so that $\lambda_{\max }(A)=1$. We choose $\bar{\rho}_{1}=10^{-8}$ and $\bar{\rho}_{2}=10^{-1}$ and in Figure 6.3, we illustrate the behaviour of functions

$$
b_{1}\left(c_{\min }\right):=\frac{1}{2}\left(10^{-8}+\sqrt{10^{-16}+4 c_{\min }^{2}}\right)
$$

and

$$
b_{2}\left(c_{\min }\right):=\frac{10^{-8}+\frac{4}{5} c_{\min }^{2} 10^{-1}}{1+\frac{4}{5} c_{\min }^{2}},
$$

such that

$$
b_{\mathrm{inf}}=\min \left(b_{1}\left(c_{\min }\right), b_{2}\left(c_{\min }\right)\right)
$$

for $c_{\min } \in[0,1]$. We observe that $b_{2}\left(c_{\min }\right)$ is below $b_{1}\left(c_{\min }\right)$ for all values of $c_{\text {min }}$. By Rusten and Winther (1992), the lower bound on the positive eigenvalues of $\mathcal{A}_{K K T}$ is given by $\lambda_{\min }(A)=10^{-8}$ and we can see in Figure 6.3 that if $c_{\text {min }}=10^{-1}$, the lower bound becomes $7.910^{-4}$.

### 6.4 Reduced spectral information

The natural idea that arises from these considerations in previous Sections is to incorporate into the approximation of the Schur complement inverse (6.9) not all the invariant subspace $\mathcal{I} m\left(U_{\gamma}\right)$, but only those principal vectors associated to cosines of the principal angles less than $\tau \sqrt{\gamma / \alpha}$ (with a value of $\tau$ within $[0.5,2]$, for instance) as studied in inequality (6.12). This may enable us to reduce substantially the size of the low rank update

$$
\frac{1}{\alpha} C_{\gamma}^{-1} V_{\gamma}^{T} \Lambda_{\gamma} V_{\gamma} C_{\gamma}^{-1}+I_{p}
$$



Figure $6.3-b_{1}\left(c_{\min }\right)$ and $b_{2}\left(c_{\min }\right)$ for $c_{\text {min }} \in[0,1]$.
in $S_{\gamma}^{-1}$ while keeping the value of $\gamma$ large enough to improve even further the speed of convergence in Minres.

Let us denote by $\ell \ll p$ the number of cosines less than the above threshold, and by $V_{\ell} \in \mathbb{R}^{p \times \ell}$ the submatrix made with the columns from $V_{\gamma}$ associated to the corresponding cosines. In the same way, denoted by $W_{\ell} \in \mathbb{R}^{m \times \ell}$ the corresponding subset of columns in $W_{\gamma}$, and by $C_{\ell} \in \mathbb{R}^{\ell \times \ell}$ the reduction of $C_{\gamma}$ to the selected cosines. With these selected principal angles and vectors, we suggest considering the following reduced Schur complement preconditioner

$$
\begin{equation*}
S_{\ell}^{-1}=\alpha\left(B^{T} B\right)^{-1 / 2}\left(I_{m}-W_{\ell}\left(\frac{1}{\alpha} C_{\ell}^{-1} V_{\ell}^{T} \Lambda_{\gamma} V_{\ell} C_{\ell}^{-1}+I_{\ell}\right)^{-1} W_{\ell}^{T}\right)\left(B^{T} B\right)^{-1 / 2} . \tag{6.86}
\end{equation*}
$$

In the next section, we introduce and illustrate a spectral preconditioner which uses reduced spectral information.

### 6.4.1 The spectral preconditioner with reduced spectral information

Among the two alternatives presented in Chapter 4 for preconditioning, we consider the cheapest one, built from (4.4) viz.

$$
\mathcal{P}_{\ell}^{-1}=\left[\begin{array}{cc}
A_{\ell}^{-1} & 0 \\
0 & S_{\ell}^{-1}
\end{array}\right]
$$

where

$$
A_{\ell}^{-1}=Y_{\ell}\left(Y_{\ell}^{T} A Y_{\ell}\right)^{-1} Y_{\ell}^{T}+\frac{1}{\alpha} I_{n}
$$

and

$$
\begin{equation*}
S_{\ell}^{-1}=\alpha\left(B^{T} B\right)^{-1 / 2}\left(I_{m}-K_{\ell}\left(\frac{1}{\alpha} Y_{\ell}^{T} A Y_{\ell}+K_{\ell}^{T} K_{\ell}\right)^{-1} K_{\ell}^{T}\right)\left(B^{T} B\right)^{-1 / 2} \tag{6.87}
\end{equation*}
$$

which is equivalent to (6.86) in the case where $p \leq m$ and all cosines are nonzero. As the matrix $Y_{\ell} \in \mathbb{R}^{p \times \ell}$ does not necessarily contain the orthonormal set of the $p$ eigenvectors associated to the eigenvalues in A below $\gamma$, the rank- $\ell$ update in (6.87) is written as

$$
\frac{1}{\alpha} Y_{\ell}^{T} A Y_{\ell}+K_{\ell}^{T} K_{\ell}
$$

We now illustrate the benefits of this last proposition on the previous test example. With a choice of $\gamma=\lambda_{\max }(A) / 100 \approx 3.810^{-2}$ and $\alpha=1.16$ (see Section 3.1), the dimension of the invariant subspace $\operatorname{Im}\left(U_{\gamma}\right)$ is $p=42$. The number of cosines of the principal angles (between $\operatorname{I} m\left(U_{\gamma}\right)$ and $\operatorname{Im}(B)$ ) less than $2 \sqrt{\gamma / \alpha}$ is reduced to $\ell=22$. Let us define $Y_{\ell}=U_{\gamma} V_{\ell}$, that represents the selected principal vectors in $\operatorname{Im}\left(U_{\gamma}\right)$, and $K_{\ell}=\left(B^{T} B\right)^{-1 / 2} B^{T} Y_{\ell}$.
Figure 6.4 shows the convergence profile of Minres preconditioned with $\mathcal{P}_{\ell}$, built from the 22 selected smallest cosines. We can see that linear convergence is well established, as before, despite the reduction by about half of the size of the low rank update in the expression of $\mathcal{P}_{1}$. The scaled residual in $\mathcal{P}_{\ell}^{-1}$-norm is reduced to $10^{-8}$ after 88 iterations, while the reduction of the scaled residual in $\mathcal{P}_{1}^{-1}$-norm to $10^{-8}$ that was obtained after 58 iterations (as shown in Figure 4.2, for $\left.\gamma=\lambda_{\max }(A) / 100\right)$. For sake of comparison, we also show in Figure 6.4 the convergence profile of Minres preconditioned with $\mathcal{P}_{1}$ built up with the 22 smallest eigenvalues in $A$. We can see that the information carried out by the 22 selected principal angles is stronger, with respect to preconditioning issues, than the information carried out by an invariant subspace of the same size associated to the 22 smallest eigenvalues.

As we have mentioned before, (6.87) is equivalent to (6.86) only in the case where $p \leq m$ and all cosines are nonzero, and we would like to comment on


Figure $6.4-\mathcal{P}_{\ell}$ versus $\mathcal{P}_{1}$. The convergence profiles for the 22 smallest cosines and eigenvalues respectively.
the particular case where there exist rows in the rectangular matrix $\mathcal{C}$ that are zero. This can occur when $p>m$ and/or when there exists some orthogonality between $\mathcal{I} m\left(U_{\gamma}\right)$ and $\mathcal{I} m(B)$. In this case, equation (6.9) is not valid any more, since $\mathcal{J} \mathcal{J}^{T}$ incorporates zeros onto the diagonal and does not reduce to matrix $I_{p}$, and many different situations can occur for the interactions between the zeros or the ones in $\mathcal{J} \mathcal{J}^{T}$ and the $p \times p$ matrix $\mathcal{C}^{\dagger} V_{\gamma}^{T} \Lambda_{\gamma} V_{\gamma} \mathcal{C}^{\dagger}$. However, in the subcase where $p \leq m$ but some of the cosines are zero, looking at the more condensed formulation of $S_{\ell}^{-1}$ in (6.87), it is still possible to incorporate into matrix $Y_{\ell}$ those principal vectors associated to these particular zero cosines, and expect the preconditioner to raise the same properties. The only missing clue is to understand whether these vectors are of real importance or not.

### 6.4.2 Reduced spectral information for various cut-off values

We remind that the cosines of the angles between $\mathcal{I} m\left(U_{\gamma}\right)$ and $\mathcal{I} m(B)$ do depend on the choice of the cut-off parameter $\gamma$ too, since different values for $\gamma$ change the dimension of $\mathcal{I} m\left(U_{\gamma}\right)$, and consequently the distribution of these cosines. Theorems 4.1 and 4.3 actually provide bounds on the macroscopic interactions between $A$ and $B$. Depending on the problem, there is a compromise to reach between the quantity of information embedded in $\mathcal{P}_{1}$ or $\mathcal{P}_{2}$, and the potential reduction in the rate of convergence of preconditioned Minres. The
cosine selection more intimately targets the microscopic interactions within the given subspaces. This is a second feature, that might be considered on top of the first one, in order to still be able to reasonably target large values of $\gamma$ (to ensure nice asymptotic rates of convergence), while keeping the quantity of information to incorporate relatively small. Indeed, if one agrees with the fact that, in general, the distribution of these cosines is more or less well spread, then we might be left with few of them with regard to the size of the problem. The trade-off in the computational cost of all this, as well as the practical ways to extract the appropriate information, will surely depend on the application itself, and is devoted to further specific application oriented investigations. The main purpose in the discussion above is only to highlight the true components arising from the interactions between $A$ and $B$, and to investigate how best to incorporate these into a low rank update with valuable preconditioning effects.

Now, in Figure 6.5, we analyse the behaviour of MinRes using the preconditioners $\mathcal{P}_{1}$ and $\mathcal{P}_{\ell}$ for various values of $\ell$ and $p$ to reach a scaled residual in $\mathcal{P}^{-1}$-norm below $10^{-8}$ with $\mathcal{P}$ being either $\mathcal{P}_{\ell}$ built from the $\ell$ smallest cosines, $\ell$ varying from 1 to 42 , or $\mathcal{P}_{1}$ built from the $p$ smallest eigenvalues, $p$ also varying from 1 to 42 . We first note that the number of iterations decreases with the value of $\ell$. Indeed, the preconditioner $\mathcal{P}_{\ell}$ or $\mathcal{P}_{1}$ is more efficient when we take into account a large quantity of information (the principal vectors for $\mathcal{P}_{\ell}$ or eigenvectors for $\mathcal{P}_{1}$, respectively). In Figure 6.5, the gap between the convergence curves of $\mathcal{P}_{\ell}$ and $\mathcal{P}_{1}$ decreases with the large values of $\ell$ and $p$ respectively, and finally the curves are similar for $\ell=p=42$.

In Figure 6.6, we show the number of Mindes iterations needed to reach a scaled residual in $\mathcal{P}^{-1}$-norm below $10^{-8}, \mathcal{P}$ being either $\mathcal{P}_{\ell}$ built from the $\ell$ smallest cosines, $\ell$ varying from 1 to 42 , or $\mathcal{P}_{1}$ built from the $p$ smallest eigenvalues, $p$ also varying from 1 to 42 . We can see that the reduction in the number of iterations with increasing values of the cosines is faster than the one obtained with increasing eigenvalues. Additionally, we can see that this reduction roughly stabilizes after the first 25 smallest cosines, corresponding to the threshold value $\tau \sqrt{\gamma / \alpha}$ from the analysis above.








Figure $6.5-\mathcal{P}_{\ell}$ versus $\mathcal{P}_{1}$. Each subplot shows the convergence profiles for the $\ell$ smallest cosines and $p$ eigenvalues respectively. The value of $\ell$ and $p$ with $\ell=p$ is, from left to right: $1,7,12,17,22,32,37,42$.


Figure $6.6-\mathcal{P}_{\ell}$ versus $\mathcal{P}_{1}$. Figure compares the number of MinRes iterations needed to reach $10^{-8}$ in both cases, with increasing numbers of cosines and eigenvalues respectively.

## ${ }_{\text {chager }} 7$

## Practicalities

As we have seen in the previous chapters, spectral preconditioners are based on the approximation of the inverse of $(1,1)$ block $A$ and we have assumed that a first level of preconditioning $\mathcal{P}_{0}$ in (4.19), has been applied to the symmetric positive definite matrix $A$ so that the spectrum of $A$ is clustered, with relatively few very small eigenvalues. We have also initially assumed that we know these sets of small eigenvalues and associated eigenvectors of $A$. In this work, we come back to these two assumptions and we analyse some practical aspects on how to reach this assumptions. This chapter is divided into parts.

The first part of this chapter is based on how to combine a first level of preconditioning and the preconditioner developed in Giraud et al. (2006) and Golub et al. (2007), which combined with a Krylov method, enables to construct a Krylov basis of small dimension and very rich with respect to the eigeninformation linked to the smallest eigenvalues. This approach uses the general framework of Chebychev polynomials and Chebyshev filtering that we recall in Section 7.1.1. We then introduce the Chebychev polynomial preconditioner as in Giraud et al. (2006) and we illustrate in Section 7.1.2 the impact of Chebychev filtering on the spectrum of a matrix. In the next section, we derive our contribution on how one can condense these two preconditioners into a simple formulation, which can be used in practice.

In the second part, we focus on practical implementation of the approximation of the inverse of $A$ presented in Chapter 3 and used in Chapter 4 to introduce spectral preconditioners. Indeed, we consider the SLRU approach (3.4) where we set,

$$
\begin{equation*}
A_{\gamma}^{-1}=U_{\gamma} \Lambda_{\gamma}^{-1} U_{\gamma}^{T}+\frac{1}{\alpha} I_{n} \tag{7.1}
\end{equation*}
$$

with $\Lambda_{\gamma} \in \mathbb{R}^{p \times p}$ the diagonal matrix containing the $p$ eigenvalues less than $\gamma \in\left[\lambda_{\min }(A), \lambda_{\max }(A)\right]$. The columns of the rectangular matrix $U_{\gamma} \in \mathbb{R}^{n \times p}$ are the orthonormal sets of eigenvectors corresponding to $\Lambda_{\gamma}$. In Section 7.2.1,
we analyse from a theoretical point of view, the effect of these two levels of preconditioning (based on the condensed formulation developed in the first part of this chapter) on the spectrum of the preconditioned matrix. Finally, we see how one may derive in practice a good approximation of (7.1).

### 7.1 Extracting spectral information

This part recalls the general concepts of Chebyshev polynomials and introduce the Chebychev filtering, which will be used in Section 7.1.2 to extract prior spectral information from the matrix $A$ eventually preconditioned with a first level of preconditioning so as to cluster better the spectrum. The general framework of Chebyshev polynomials as proposed in the work Golub et al. (2007), is introduced with more details in the following sections.

### 7.1.1 General framework of Chebychev polynomial filtering

For any nonnegative integer $m$, we have defined the Chebyshev polynomials of degree $m$ in $w$ by the following two-term recurrence relation (Hageman and Young, 1981).

$$
\left\{\begin{array}{l}
T_{0}(w)=1 \quad T_{1}(w)=w  \tag{7.2}\\
T_{m+1}(w)=2 w T_{m}(w)-T_{m-1}(w) \quad m \geq 1
\end{array}\right.
$$

or equivalently, we have that $T_{m}(w)$ may be expressed by

$$
T_{m}(w)=\cos (m \arccos (w)) \quad \text { when } \quad w \in[-1,1]
$$

We have illustrated the first five Chebyshev polynomials in Figure 7.1 on the domain $[-1,1]$. We consider a polynomial function of degree $m$ defined by

$$
\mathcal{H}_{m}(w)=\frac{T_{m}(w)}{T_{m}(d)}
$$

where $d>1$ and we have the optimal properties of Chebyshev polynomials (see, e.g., Hageman and Young, 1981, Theorem 4.2.1),

$$
\max _{w \in[-1,1]}\left|\mathcal{H}_{m}(w)\right|=\frac{1}{T_{m}(d)}
$$

For any polynomial $\mathcal{Q}_{m}(w)$ of degree $m$ or less such that $\mathcal{Q}_{m}(d)=1$, if

$$
\max _{w \in[-1,1]}\left|\mathcal{Q}_{m}(w)\right| \leq \max _{w \in[-1,1]}\left|\mathcal{H}_{m}(w)\right|
$$

then we have $\mathcal{Q}_{m}(w)=\mathcal{H}_{m}(w)$. We have that $\mathcal{H}_{m}(w)$ is the unique solution of

$$
\min _{\mathcal{Q}_{m}} \max _{w \in[-1,1]}\left|\mathcal{Q}_{m}(w)\right| .
$$



Figure 7.1 - We illustrate the first five Chebyshev polynomials with the x -axis between -1 and 1 .
by Theorem 4.8 given by Saad (2011). We now define a linear transformation, which transforms the interval $\left[\gamma, \lambda_{\max }(A)\right]$ into $[-1,1]$ :

$$
\begin{array}{rlcc}
w_{\gamma}: & \mathbb{R} & \rightarrow & \mathbb{R}  \tag{7.3}\\
& \lambda & \mapsto & w_{\gamma}(\lambda)=\left(\lambda_{\max }(A)+\gamma-2 \lambda\right) /\left(\lambda_{\max }(A)-\gamma\right)
\end{array}
$$

and we note $d_{\gamma}=w_{\gamma}(0)=\frac{\lambda_{\max }(A)+\gamma}{\lambda_{\max }(A)-\gamma}>1$. In Golub et al. (2007), the authors introduced the filtering polynomial $\mathcal{F}_{m}(\lambda)$ defined by

$$
\begin{equation*}
\mathcal{F}_{m}(\lambda)=\frac{T_{m}\left(w_{\gamma}(\lambda)\right)}{T_{m}\left(d_{\gamma}\right)} \tag{7.4}
\end{equation*}
$$

which has minimum upper bound value on the interval $\left[\gamma, \lambda_{\max }(A)\right]$ by the previous optimal properties. Let $\gamma, \lambda_{\max }(A)$ and $\epsilon \ll 1$, we can fix the degree
$m$ of $T_{m}$ such that $1 /\left|T_{m}\left(d_{\gamma}\right)\right|<\epsilon$, which implies that

$$
\begin{aligned}
\max _{\lambda \in\left[\gamma, \lambda_{\max }\right]}\left|\mathcal{F}_{m}(\lambda)\right| & =\max _{\lambda \in\left[\gamma, \lambda_{\max }\right]}\left|\frac{T_{m}\left(w_{\gamma}(\lambda)\right)}{T_{m}\left(d_{\gamma}\right)}\right| \\
& =\frac{1}{\left|T_{m}\left(d_{\gamma}\right)\right|} \max _{\lambda \in\left[\gamma, \lambda_{\max }\right]}\left|T_{m}\left(w_{\gamma}(\lambda)\right)\right| \\
& <\epsilon \max _{\lambda \in\left[\gamma, \lambda_{\max }\right]}\left|T_{m}\left(w_{\gamma}(\lambda)\right)\right| .
\end{aligned}
$$

By a property of Chebyshev polynomials (see, e.g., Saad, 2011, p.109), the maximum of the Chebyshev polynomial $T_{m}$ in $[-1,1]$ is 1 and we then have

$$
\begin{equation*}
\max _{\lambda \in\left[\gamma, \lambda_{\max }\right]}\left|\mathcal{F}_{m}(\lambda)\right|<\epsilon . \tag{7.5}
\end{equation*}
$$

We now consider a vector $w \in \mathbb{R}^{n}$ and we analyse the effect of the filtering polynomial on this vector. To see that, we construct a filtered vector as

$$
\begin{equation*}
w_{f}=\mathcal{F}_{m}(A) w=U_{\gamma} \mathcal{F}_{m}\left(\Lambda_{\gamma}\right) U_{\gamma}^{T} w+\tilde{U}_{\gamma} \mathcal{F}_{m}\left(\tilde{\Lambda}_{\gamma}\right) \tilde{U}_{\gamma}^{T} w \tag{7.6}
\end{equation*}
$$

where $\tilde{\Lambda}_{\gamma} \in \mathbb{R}^{(n-p) \times(n-p)}$ the diagonal matrix containing the $n-p$ eigenvalues greater than $\gamma \in\left[\lambda_{\min }(A), \lambda_{\max }(A)\right]$, and the columns of the rectangular matrix $\tilde{U}_{\gamma} \in \mathbb{R}^{n \times(n-p)}$ are the orthonormal sets of eigenvectors corresponding to $\tilde{\Lambda}_{\gamma}$. We pre-multiply the filtered vector (7.6) by $\tilde{U}_{\gamma}^{T}$ and we take the 2-norm. Using the Cauchy-Schwartz inequality, we obtain

$$
\left\|\tilde{U}_{\gamma}^{T} w_{f}\right\|_{2} \leq\left\|\mathcal{F}_{m}\left(\tilde{\Lambda}_{\gamma}\right)\right\|_{2}\left\|\tilde{U}_{\gamma}^{T} w\right\|_{2}
$$

and by the vector norm properties (see, e.g., Golub and Van Loan, 1996, Section 2.2.2) and (7.5), we have

$$
\begin{aligned}
\left\|\tilde{U}_{\gamma}^{T} w_{f}\right\|_{2} & \leq \sqrt{n-p}\left\|\mathcal{F}_{m}\left(\tilde{\Lambda}_{\gamma}\right)\right\|_{\infty}\left\|\tilde{U}_{\gamma}^{T} w\right\|_{2} \\
& <\sqrt{n-p} \in\left\|\tilde{U}_{\gamma}^{T} w\right\|_{2}
\end{aligned}
$$

with $\left\|\mathcal{F}_{m}\left(\tilde{\Lambda}_{\gamma}\right)\right\|_{\infty}=\max _{\lambda \in\left[\gamma, \lambda_{\max }\right]}\left|\mathcal{F}_{m}(\lambda)\right|$. This equation explains that the components of $w_{f}$ with respect to the invariant subspace $\tilde{U}_{\gamma}$ are reduced of factor $\sqrt{n-p} \epsilon$.

In Figure 7.2, we illustrate the different behaviours of Chebyshev filtering $\mathcal{F}_{16}$ on $\left[\lambda_{\text {min }}(A), \gamma\right]$ and $\left[\gamma, \lambda_{\max }(A)\right]$ respectively. Fixing the degree at $m=16$, we obtain $\epsilon$ equal to $10^{-4}$ on $\left[\gamma, \lambda_{\max }(A)\right]$. The left figure shows that in the interval $\left[\lambda_{\min }(A), \gamma\right]$, the Chebyshev filtering is constant to 1 and decreases rapidly to zero when $\lambda$ is close to $\gamma$. Whereas in the interval $\left[\gamma, \lambda_{\max }(A)\right]$, the Chebychev filtering in right figure is equi-oscillating around zero and the relation (7.5) implies that the amplitude of oscillations is equal to $\epsilon$.


Figure 7.2 - On left, the Chebyshev filtering $\mathcal{F}_{16}$ on $\left[\lambda_{\text {min }}(A), \gamma\right]$ and at right, the Chebyshev filtering $\mathcal{F}_{16}$ on $\left[\gamma, \lambda_{\max }(A)\right.$ ].

### 7.1.2 Chebyshev polynomial preconditioner

The application of the Chebyshev filter as a preconditioner consists in solving approximatively a symmetric and positive definite linear system $A x=b$ with the preconditioner defined by

$$
\begin{equation*}
\mathcal{P}_{\mathcal{F}}^{-1}:=Q_{m-1}(A)=A^{-1}\left(I_{n}-\mathcal{F}_{m}(A)\right), \tag{7.7}
\end{equation*}
$$

where $Q_{m-1}(A)$ is a matrix polynomial of degree less than or equal to $m-1$ (see, e.g., Hageman and Young, 1981, p.7). This preconditioner helps the CG method to generate a low dimensional Krylov basis that is very rich with respect to the smallest eigenvalues and associated eigenvectors. This spectral information can be used to build spectral approximations of the inverse of $A$ and of the Schur complement introduced in Section 3.1 and Section 3.2 respectively. This approach is developed in details in Golub et al. (2007) and we only introduce a simple example to show the interest.

We consider a symmetric positive definite matrix of order $n=300$ randomly generated by the Matlab function sprandsym. The spectrum of the matrix has 10 eigenvalues less than $\frac{\lambda_{\max }(A)}{100}$. The Lanczos algorithm (see Algorithm 2, Section 2.1) combined with the preconditionner $\mathcal{P}_{\mathcal{F}}^{-1}$ in (7.7), plays the role of spectral filter and gives a basis of Krylov subspace $V$, which is a good approximation of eigenvectors of $A$ associated to the few small eigenvalues of $A$. As indicated in Figure 7.3 (left-hand plot), the values computed by $V^{T} A V$ plotting in blue are a good approximation of eigenvalues of $A$ less than $\gamma$. The right-hand plot represents the $\frac{\left\|A v_{i}-\lambda_{i} v_{i}\right\|}{\left|\lambda_{i}\right|}$ for each vector $v_{i}$ in $V$ and shows the accuracy of each vector.


Figure 7.3 - Chebychev-based Krylov method.

### 7.1.3 Combining a first level preconditioner with Chebyshev polynomial preconditioner

Now, we explicitly develop our theoretical contribution on the application of the preconditioner $\mathcal{P}_{\mathcal{F}}^{-1}$ in (7.7), combined with a first level of preconditioning on the linear system denoted now

$$
A_{0} x=b,
$$

where $A_{0}$ is symmetric and positive definite. As in Section 4.5, we consider a symmetric positive definite matrix $M$ given in a factorized form, $M=R^{T} R$ with $R \in \mathbb{R}^{n \times n}$. Let us first rewrite the preconditioned system

$$
M^{-1} A_{0} x=M^{-1} b
$$

in a symmetrized manner as

$$
\begin{equation*}
A_{1} y=c, \tag{7.8}
\end{equation*}
$$

where $A_{1}=R^{-T} A_{0} R^{-1}, y=R x$ and $c=R^{-T} b$. We draw attention on the fact that we use a different notation for the initial system with first level preconditioner, compared to Section 4.5. The goal of which is to simplify and improve the clarity of this Section.

In the following theorem, we derive a general formulation that combines the two levels of preconditioning into one.

Theorem 7.1 Let the linear system $A_{0} x=b$ and a symmetric positive definite preconditioner $M$ for $A_{0}$, given in a factorized form $R^{T} R$ with $R \in \mathbb{R}^{n \times n}$. Let the Chebyshev filter preconditioner $\mathcal{P}_{\mathcal{F}_{1}}^{-1}$ defined in (7.7) as $Q_{m-1}\left(A_{1}\right)$ with $A_{1}=R^{-T} A_{0} R^{-1}$ and the preconditioned system $A_{1} y=c$ with $y=R x$ and $c=R^{-T} b$. Then the combination of the two levels of preconditioning

$$
\begin{equation*}
\mathcal{P}_{\mathcal{F}_{1}}^{-1} A_{1} y=\mathcal{P}_{\mathcal{F}_{1}}^{-1} c \tag{7.9}
\end{equation*}
$$

is equivalent to

$$
\mathcal{P}_{\mathcal{F}_{0}}^{-1} A_{0} x=\mathcal{P}_{\mathcal{F}_{0}}^{-1} b
$$

where $\mathcal{P}_{\mathcal{F}_{0}}^{-1}=Q_{m-1}\left(M^{-1} A_{0}\right) M^{-1}$.

Note that the subscript $i$ in the preconditioner $\mathcal{P}_{\mathcal{F}_{i}}$ makes reference to the linear system with the matrix $A_{i}$.

Proof. The preconditioner $\mathcal{P}_{\mathcal{F}_{1}}^{-1}$ associated to the system $A_{1} y=c$ is a matrix polynomial $Q_{m-1}\left(A_{1}\right)$ of the degree $(m-1)$ defined as

$$
Q_{m-1}\left(A_{1}\right)=\alpha_{0} I_{n}+\alpha_{1} A_{1}+\ldots+\alpha_{m-1} A_{1}^{m-1}
$$

where $\left\{\alpha_{i}\right\}_{i=0}^{m-1}$ is a set of numbers (see, e.g., Hageman and Young, 1981, p. 7). We note that,

$$
\begin{equation*}
A_{1}^{k}=\left(R^{-T} A_{0} R^{-1}\right)\left(R^{-T} A_{0} R^{-1}\right) \ldots\left(R^{-T} A_{0} R^{-1}\right) \tag{7.10}
\end{equation*}
$$

and premultiplying (7.10) by $R R^{-1}$, we get

$$
\begin{aligned}
A_{1}^{k} & =R R^{-1}\left(R^{-T} A_{0} R^{-1}\right)\left(R^{-T} A_{0} R^{-1}\right) \ldots\left(R^{-T} A_{0} R^{-1}\right) \\
& =R\left(M^{-1} A_{0}\right)^{k} R^{-1}
\end{aligned}
$$

which implies that the preconditioner $\mathcal{P}_{\mathcal{F}_{1}}^{-1}$ can be expressed as

$$
R Q_{m-1}\left(M^{-1} A_{0}\right) R^{-1}
$$

We replace this expression in (7.9) and by simplifying, we obtain

$$
\begin{aligned}
\mathcal{P}_{\mathcal{F}_{1}}^{-1} A_{1} y=\mathcal{P}_{\mathcal{F}_{1}}^{-1} c & \Leftrightarrow R Q_{m-1}\left(M^{-1} A_{0}\right) R^{-1} A_{1} y=R Q_{m-1}\left(M^{-1} A_{0}\right) R^{-1} c \\
& \Leftrightarrow Q_{m-1}\left(M^{-1} A_{0}\right) R^{-1} R^{-T} A_{0} R^{-1} R x=Q_{m-1}\left(M^{-1} A_{0}\right) R^{-1} R^{-T} b \\
& \Leftrightarrow Q_{m-1}\left(M^{-1} A_{0}\right) M^{-1} A_{0} x=Q_{m-1}\left(M^{-1} A_{0}\right) M^{-1} b .
\end{aligned}
$$

The two levels of preconditioning can be expressed by the formulation

$$
\mathcal{P}_{\mathcal{F}_{0}}^{-1}=Q_{m-1}\left(M^{-1} A_{0}\right) M^{-1} .
$$

Since we have a symmetric positive definite linear system, the conjugate gradient algorithm introduced in Section 2.1.2, is an algorithm of choice to solve it and can be used with the preconditioner in symmetric form

$$
\begin{equation*}
\mathcal{P}_{\mathcal{F}_{0}}^{-1}=R^{-1} Q_{m-1}\left(R^{-T} A_{0} R^{-1}\right) R^{-T} \tag{7.11}
\end{equation*}
$$

This preconditioner is symmetric and positive definite as shown by the following result.

Theorem 7.2 The preconditioner $R^{-1} Q_{m-1}\left(R^{-T} A_{0} R^{-1}\right) R^{-T}$ is symmetric and positive definite.

Proof. We have that $Q_{m-1}\left(R^{-T} A_{0} R^{-1}\right)$ is defined as a sum of symmetric matrices $I_{n}, R^{-T} A_{0} R^{-1},\left(R^{-T} A_{0} R^{-1}\right)^{2}, \ldots,\left(R^{-T} A_{0} R^{-1}\right)^{(m-1)}$, which implies that the preconditioner is symmetric. From relation (7.7), we obtain

$$
\begin{equation*}
\lambda Q_{m-1}(\lambda)=1-\mathcal{F}_{m}(\lambda), \tag{7.12}
\end{equation*}
$$

for all eigenvalues $\lambda$ of $R^{-T} A_{0} R^{-1}$. By (7.12) and (7.5), we have that $\lambda Q_{m-1}(\lambda)$ belongs to $[1-\epsilon, 1+\epsilon]$ for all eigenvalues in $\left[\gamma, \lambda_{\max }\left(A_{1}\right)\right]$ (with $A_{1}=R^{-T} A_{0} R^{-1}$ ). Since by construction, $\mathcal{F}_{m}(\lambda) \in[\epsilon, 1[$ for $\lambda \in] 0, \gamma]$, we get $\left.\left.\lambda Q(\lambda) \in\right] 0,1-\epsilon\right]$ (since $\lambda Q(\lambda)=1-\mathcal{F}_{m}(\lambda)$ ) (see Figure 7.2). In short, for all $\lambda \in\left[0, \lambda_{\max }(A)\right]$, we have $Q_{m-1}(\lambda)>0$ and we have that $Q_{m-1}\left(R^{-T} A_{0} R^{-1}\right)$ is a positive definite matrix which implies by Meyer (2000), p.559, that for every nonzero $x \in \mathbb{R}^{n}$,

$$
x^{T} Q_{m-1}\left(R^{-T} A_{0} R^{-1}\right) x>0 .
$$

Substituting $x$ by $R^{-T} z$, we obtain

$$
\begin{aligned}
x^{T} Q_{m-1}\left(R^{-T} A_{0} R^{-1}\right) x>0 & \Leftrightarrow\left(R^{-T} z\right)^{T} Q_{m-1}\left(R^{-T} A_{0} R^{-1}\right) R^{-T} z>0 \\
& \Leftrightarrow z^{T}\left(R^{-1} Q_{m-1}\left(R^{-T} A_{0} R^{-1}\right) R^{-T}\right) z>0
\end{aligned}
$$

with nonzero $z \in \mathbb{R}^{n}$. We can deduce that the preconditioner is positive definite.

### 7.2 Practical implementation of approximation of the inverse of the $(1,1)$ block

As we have seen in Section 7.1.3, a first level preconditioner $M$ and the second level preconditioner, which is the Chebyshev filter preconditioner can be combined into one denoted by $\mathcal{P}_{\mathcal{F}_{0}}^{-1}$. In this section, we propose an approximation of the operator $A_{\gamma}^{-1}$ based on (7.1), which is associated to the preconditioned system

$$
\begin{equation*}
\mathcal{P}_{\mathcal{F}_{0}}^{-1} A_{0} x=\mathcal{P}_{\mathcal{F}_{0}}^{-1} b \tag{7.13}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathcal{P}_{\mathcal{F}_{0}}^{-1}=R^{-1} Q_{m-1}\left(R^{-T} A_{0} R^{-1}\right) R^{-T} \tag{7.14}
\end{equation*}
$$

and we denote by $A_{0}$ the initial matrix $A$. Note that the symmetric positive definite matrix $Q_{m-1}\left(R^{-T} A_{0} R^{-1}\right)=Q_{m-1}\left(A_{1}\right)$ with the notation $A_{1}:=$ $R^{-T} A_{0} R^{-1}$, can be factorized in a square root form,

$$
\begin{equation*}
Q_{m-1}\left(A_{1}\right)=S_{r}^{2} \tag{7.15}
\end{equation*}
$$

with a symmetric matrix $S_{r} \in \mathbb{R}^{n \times n}$ implying in (7.14), the following factorization

$$
\begin{aligned}
\mathcal{P}_{\mathcal{F}_{0}}^{-1} & =R^{-1} S_{r}^{2} R^{-T} \\
& =N^{-1} N^{-T}
\end{aligned}
$$

where $N=S_{r}^{-1} R \in \mathbb{R}^{n \times n}$. Denoting the preconditioned matrix by

$$
A_{2}:=N^{-T} A_{0} N^{-1}
$$

one obtains the following relation between $A_{2}$ and $A_{1}$,

$$
\begin{align*}
A_{2} & =S_{r} R^{-T} A_{0} R^{-1} S_{r} \\
& =S_{r} A_{1} S_{r} . \tag{7.16}
\end{align*}
$$

By (7.15), the matrix $S_{r}$ has the same eigenvectors as those of $A_{1}$. Since $S_{r}$ is symmetric, the matrix $S_{r}$ is diagonalizable in the same orthonormal basis of eigenvectors as this of $A_{1}$. We then have that $S_{r}$ and $A_{1}$ are said to commute (see Lancaster and Tismenetsky, 1985, Proposition 2) and we obtain by (7.15)

$$
\begin{align*}
A_{2} & =S_{r}^{2} A_{1} \\
& =Q_{m-1}\left(A_{1}\right) A_{1} . \tag{7.17}
\end{align*}
$$

In Section 7.2.1, based on relation (7.17), we analyse the link between the eigenvalues of $A_{1}$ and the eigenvalues of $A_{2}$, which will be used in Section 7.2.2, to propose and analyse an good approximation of the operator $A_{\gamma}^{-1}$.

### 7.2.1 Eigenvalue distribution of matrix with two levels of preconditioning

For clarification, the notations that we will use for the following analysis are given in Table 7.1 (we recall that $N=S_{r}^{-1} R$ ). The first column holds the notation of the diagonal matrices with various levels of preconditioning. The notations used for the eigenvectors and the eigenvalues for each matrix are defined in the second and third columns, respectively. The columns of matrices in the second column are the orthogonal set of eigenvectors corresponding to the diagonal matrices in third column containing the eigenvalues.

| matrix | eigenvectors | eigenvalues |
| :--- | :---: | :---: |
| $A_{0}$ | $U$ | $\Lambda=\operatorname{diag}\left\{\lambda_{i}\right\}_{i=1}^{n}$ |
| $A_{1}=R^{-T} A_{0} R^{-1}$ | $V$ | $\Theta=\operatorname{diag}\left\{\theta_{i}\right\}_{i=1}^{n}$ |
| $A_{2}=N^{-T} A_{0} N^{-1}=S_{r}^{2} A_{1}$ | $W$ | $\Delta=\operatorname{diag}\left\{\delta_{i}\right\}_{i=1}^{n}$ |

Table 7.1 - Table of notations
With (7.16), the next theorem gives the relation between the eigenvalues of the two preconditioned matrices $A_{1}$ and $A_{2}$.

Theorem 7.3 Let $\Theta \in \mathbb{R}^{n \times n}$ the diagonal matrix containing the $n$ eigenvalues of $A_{1}$ and the columns of the matrix $V \in \mathbb{R}^{n \times n}$ form the orthogonal set of the eigenvectors corresponding to $\Theta$. Then the diagonal matrix containing the $n$ eigenvalues of $A_{2}$ is defined as

$$
\Delta=Q_{m-1}(\Theta) \Theta
$$

and the associated eigenvectors denoted by the columns of $W$ can be given by the eigenvectors of $A_{1}$.

Proof. By (7.17), the eigendecomposition of $A_{1}$ and the orthogonality of $V$, we have that

$$
\begin{aligned}
A_{2} & =Q_{m-1}\left(A_{1}\right) A_{1} \\
& =Q_{m-1}\left(V \Theta V^{T}\right) V \Theta V^{T} \\
& =V\left(Q_{m-1}(\Theta) \Theta\right) V^{T}
\end{aligned}
$$

Note that all the eigenvectors of $A_{1}$ are necessary eigenvectors of $A_{2}$, while the opposite is not always true. Indeed, we consider two eigenvalues $\theta_{i}$ and $\theta_{j}$
of $A_{1}$ and $v_{i}$ and $v_{j}$ the corresponding eigenvectors respectively. We consider the case where $Q_{m-1}\left(\theta_{i}\right) \theta_{i}=Q_{m-1}\left(\theta_{j}\right) \theta_{j}$ and for instance, $\frac{1}{\sqrt{2}}\left(v_{i}+v_{j}\right)$ is an eigenvector of $A_{2}$ but not for $A_{1}$. Indeed, we have

$$
\begin{aligned}
A_{1}\left(\frac{1}{\sqrt{2}}\left(v_{i}+v_{j}\right)\right) & =\frac{1}{\sqrt{2}}\left(A_{1} v_{i}+A_{1} v_{j}\right) \\
& =\frac{1}{\sqrt{2}}\left(\theta_{i} v_{i}+\theta_{j} v_{j}\right) \\
& \neq \theta \frac{1}{\sqrt{2}}\left(v_{i}+v_{j}\right),
\end{aligned}
$$

where $\theta \in \mathbb{R}$.

### 7.2.2 Approximation of the inverse of the $(1,1)$ block

Let us consider the following expression

$$
\begin{equation*}
\tilde{A}_{\gamma}^{-1}=\frac{1}{\alpha} M^{-1}+P_{k}\left(P_{k}^{T} A_{0} P_{k}\right)^{-1} P_{k}^{T} \tag{7.18}
\end{equation*}
$$

where the columns of the matrix $P_{k} \in \mathbb{R}^{n \times k}$ form the set of $A_{0}$-conjugate directions computed in the conjugate gradient algorithm preconditioned (see Section 2.2) by $\mathcal{P}_{\mathcal{F}_{0}}^{-1}=N^{-1} N^{-T}$ to solve the linear system $A_{0} x=b$. By Proposition 6.7 in Saad (2011) when the Krylov subspace is invariant, we can express the basis which are the columns of $P_{k}$, as a linear combination of a subset of $k$ eigenvectors $V_{k} \in \mathbb{R}^{n \times k}$ (since by Theorem 7.3 , the eigenvectors of $A_{1}$ are equal to the eigenvectors of $A_{2}$ ) of the symmetrically preconditioned system $A_{2}$ such that

$$
\begin{equation*}
P_{k}=N^{-1} V_{k} \beta_{k}, \tag{7.19}
\end{equation*}
$$

where $\beta_{k} \in \mathbb{R}^{k \times k}$ is an invertible matrix. Similarly to the eigendecomposition of the matrix $A$ in (3.3), we split the spectrum of $A_{1}$ in two parts, with $\Theta_{\gamma} \in$ $\mathbb{R}^{p \times p}$ the diagonal matrix containing the $p$ eigenvalues less than a given positive number $\gamma \in\left[\theta_{\min }\left(A_{1}\right), \theta_{\max }\left(A_{1}\right)\right]$, and with $\tilde{\Theta}_{\gamma} \in \mathbb{R}^{(n-p) \times(n-p)}$ the diagonal matrix containing all the other $(n-p)$ eigenvalues. The columns of $V_{\gamma} \in \mathbb{R}^{n \times p}$ and $\tilde{V}_{\gamma} \in \mathbb{R}^{n \times(n-p)}$ are the orthonormal sets of eigenvectors corresponding to $\Theta_{\gamma}$ and $\tilde{\Theta}_{\gamma}$ respectively. We have the following spectral relations

$$
\begin{equation*}
A_{1} V_{\gamma}=V_{\gamma} \Theta_{\gamma} \quad \text { and } \quad A_{1} \tilde{V}_{\gamma}=\tilde{V}_{\gamma} \tilde{\Theta}_{\gamma} \tag{7.20}
\end{equation*}
$$

and by Theorem 7.3, we deduce

$$
\begin{equation*}
A_{2} V_{\gamma}=V_{\gamma} \Delta_{\gamma} \quad \text { and } \quad A_{2} \tilde{V}_{\gamma}=\tilde{V}_{\gamma} \tilde{\Delta}_{\gamma} \tag{7.21}
\end{equation*}
$$

with $\Delta_{\gamma}=Q_{m-1}\left(\Theta_{\gamma}\right) \Theta_{\gamma}$ and $\tilde{\Delta}_{\gamma}=Q_{m-1}\left(\tilde{\Theta}_{\gamma}\right) \tilde{\Theta}_{\gamma}$.
Assuming that the initial residual is not orthogonal to the eigenvectors of $A_{2}$ corresponding to the eigenvalues $\Delta_{\gamma}$ and considering that happy breakdown has occured within the Lanczos process, we know that the Krylov subspace is an invariant subspace and that the set of eigenvectors $V_{k}$ in (7.19) incorporates necessarily all of $V_{\gamma}$, so that

$$
V_{k}=\left[V_{\gamma}, \tilde{V}_{\gamma} \gamma_{p}\right]
$$

with $\gamma_{p} \in \mathbb{R}^{(n-p) \times(k-p)}$. By (7.19) we have

$$
\begin{equation*}
P_{k}=N^{-1}\left[V_{\gamma}, \tilde{V}_{\gamma} \gamma_{p}\right] \beta_{k} . \tag{7.22}
\end{equation*}
$$

Substituting (7.22) for $P_{k}$ in (7.18) with $P=P_{k}$, we can see that

$$
\begin{aligned}
P_{k}^{T} A_{0} P_{k} & =\beta_{k}^{T}\left[\begin{array}{c}
V_{\gamma}^{T} \\
\gamma_{p}^{T} \tilde{V}_{\gamma}^{T}
\end{array}\right] N^{-T} A_{0} N^{-1}\left[\begin{array}{ll}
V_{\gamma} & \tilde{V}_{\gamma} \gamma_{p}
\end{array}\right] \beta_{k} \\
& =\beta_{k}^{T}\left[\begin{array}{c}
V_{\gamma}^{T} \\
\gamma_{p}^{T} \tilde{V}_{\gamma}^{T}
\end{array}\right] A_{2}\left[\begin{array}{ll}
V_{\gamma} & \tilde{V}_{\gamma} \gamma_{p}
\end{array}\right] \beta_{k},
\end{aligned}
$$

since $A_{2}=N^{-T} A_{0} N^{-1}$. We have that $V_{\gamma}^{T} A_{2} \tilde{V}_{\gamma}=V_{\gamma}^{T} \tilde{V}_{\gamma} \tilde{\Delta}_{\gamma}=0$ by (7.21), implying that

$$
P_{k}^{T} A_{0} P_{k}=\beta_{k}^{T}\left[\begin{array}{cc}
V_{\gamma}^{T} A_{2} V_{\gamma} & 0  \tag{7.23}\\
0 & \gamma_{p}^{T} \tilde{V}_{\gamma}^{T} A_{2} \tilde{V}_{\gamma} \gamma_{p}
\end{array}\right] \beta_{k}
$$

Observe that the matrix $P_{k}^{T} A_{0} P_{k}$ is block diagonal such that the inverse of $P_{k}^{T} A_{0} P_{k}$ is also block diagonal including the inverse of each block. We get the rewritting of (7.18) with two terms after elimination of the invertible $k \times k$ matrix $\beta_{k}$, such that

$$
\begin{aligned}
\tilde{A}_{\gamma}^{-1}= & \frac{1}{\alpha} M^{-1}+N^{-1} V_{\gamma}\left(V_{\gamma}^{T} A_{2} V_{\gamma}\right)^{-1} V_{\gamma}^{T} N^{-T} \\
& +N^{-1} \tilde{V}_{\gamma} \gamma_{p}\left(\gamma_{p}^{T} \tilde{V}_{\gamma}^{T} A_{2} \tilde{V}_{\gamma} \gamma_{p}\right)^{-1} \gamma_{p}^{T} \tilde{V}_{\gamma}^{T} N^{-T}
\end{aligned}
$$

Using spectral relations (7.21), we obtain

$$
\begin{align*}
\tilde{A}_{\gamma}^{-1}= & \frac{1}{\alpha} M^{-1}+N^{-1} V_{\gamma} \Delta_{\gamma}^{-1} V_{\gamma}^{T} N^{-T}  \tag{7.24}\\
& +N^{-1} \tilde{V}_{\gamma} \gamma_{p}\left(\gamma_{p}^{T} \tilde{\Delta}_{\gamma} \gamma_{p}\right)^{-1} \gamma_{p}^{T} \tilde{V}_{\gamma}^{T} N^{-T}
\end{align*}
$$
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The following result establishes a first expression of the preconditioned matrix $\tilde{A}_{\gamma}^{-1} A_{0}$ and explicitly shows the effect of the preconditioner $\tilde{A}_{\gamma}^{-1}$ on $A_{0}$.

Theorem 7.4 Let the matrix $A_{0} \in \mathbb{R}^{n \times n}$ and the preconditioner $\tilde{A}_{\gamma}^{-1}$ defined by (7.24). Then we obtain, with the notations introduced above,
$\tilde{A}_{\gamma}^{-1} A_{0}=R^{-1}\left(\frac{1}{\alpha} A_{1}+V_{\gamma} \Theta_{\gamma}^{-1} V_{\gamma}^{T} A_{1}+S_{r} \tilde{V}_{\gamma} \gamma_{p}\left(\gamma_{p}^{T} \tilde{\Delta}_{\gamma} \gamma_{p}\right)^{-1} \gamma_{p}^{T} \tilde{V}_{\gamma}^{T} S_{r}^{T} A_{1}\right) R$.

Proof. By $N=S_{r}^{-1} R$ and $M=R^{T} R$, we first write (7.24) as

$$
\begin{aligned}
\tilde{A}_{\gamma}^{-1}=\frac{1}{\alpha} R^{-1} R^{-T} & +R^{-1} S_{r} V_{\gamma} \Delta_{\gamma}^{-1} V_{\gamma}^{T} S_{r}^{T} R^{-T} \\
& +R^{-1} S_{r} \tilde{V}_{\gamma} \gamma_{p}\left(\gamma_{p}^{T} \tilde{\Delta}_{\gamma} \gamma_{p}\right)^{-1} \gamma_{p}^{T} \tilde{V}_{\gamma}^{T} S_{r}^{T} R^{-T}
\end{aligned}
$$

If we apply the operator $\tilde{A}_{\gamma}^{-1}$ on $A_{0}$, we have the following formulation

$$
\begin{aligned}
\tilde{A}_{\gamma}^{-1} A_{0}=\frac{1}{\alpha} R^{-1} R^{-T} A_{0} & +R^{-1} S_{r} V_{\gamma} \Delta_{\gamma}^{-1} V_{\gamma}^{T} S_{r}^{T} R^{-T} A_{0} \\
& +R^{-1} S_{r} \tilde{V}_{\gamma} \gamma_{p}\left(\gamma_{p}^{T} \tilde{\Delta}_{\gamma} \gamma_{p}\right)^{-1} \gamma_{p}^{T} \tilde{V}_{\gamma}^{T} S_{r}^{T} R^{-T} A_{0}
\end{aligned}
$$

or, equivalently,

$$
\begin{aligned}
\tilde{A}_{\gamma}^{-1} A_{0}= & R^{-1}\left(\frac{1}{\alpha} R^{-T} A R^{-1}+S_{r} V_{\gamma} \Delta_{\gamma}^{-1} V_{\gamma}^{T} S_{r}^{T} R^{-T} A R^{-1}\right. \\
& \left.+S_{r} \tilde{V}_{\gamma} \gamma_{p}\left(\gamma_{p}^{T} \tilde{\Delta}_{\gamma} \gamma_{p}\right)^{-1} \gamma_{p}^{T} \tilde{V}_{\gamma}^{T} S_{r}^{T} R^{-T} A R^{-1}\right) R
\end{aligned}
$$

Using $A_{1}=R^{-T} A_{0} R^{-1}$, we obtain

$$
\begin{equation*}
\tilde{A}_{\gamma}^{-1} A_{0}= \tag{7.25}
\end{equation*}
$$

$$
R^{-1}\left(\frac{1}{\alpha} A_{1}+S_{r} V_{\gamma} \Delta_{\gamma}^{-1} V_{\gamma}^{T} S_{r}^{T} A_{1}+S_{r} \tilde{V}_{\gamma} \gamma_{p}\left(\gamma_{p}^{T} \tilde{\Delta}_{\gamma} \gamma_{p}\right)^{-1} \gamma_{p}^{T} \tilde{V}_{\gamma}^{T} S_{r}^{T} A_{1}\right) R .
$$

Considering the eigendecomposition of $A_{1}$, i.e., $A_{1}=V_{\gamma} \Theta_{\gamma} V_{\gamma}^{T}+\tilde{V}_{\gamma} \tilde{\Theta}_{\gamma} \tilde{V}_{\gamma}^{T}$ and by (7.15) with $Q_{m-1}\left(A_{1}\right)$ symmetric positive definite, we obtain

$$
\begin{aligned}
S_{r} V_{\gamma} & =\left(Q_{m-1}\left(A_{1}\right)\right)^{1 / 2} V_{\gamma} \\
& =\left(Q_{m-1}\left(V_{\gamma} \Theta_{\gamma} V_{\gamma}^{T}+\tilde{V}_{\gamma} \tilde{\Theta}_{\gamma} \tilde{V}_{\gamma}^{T}\right)\right)^{1 / 2} V_{\gamma} \\
& =V_{\gamma}\left(Q_{m-1}\left(\Theta_{\gamma}\right)\right)^{1 / 2},
\end{aligned}
$$

and by Theorem 7.3,

$$
\begin{equation*}
S_{r} V_{\gamma}=V_{\gamma} \Theta_{\gamma}^{-1 / 2} \Delta_{\gamma}^{1 / 2} \tag{7.26}
\end{equation*}
$$

Replacing (7.26) in the second therm in (7.25), we obtain

$$
\begin{aligned}
S_{r} V_{\gamma} \Delta_{\gamma}^{-1} V_{\gamma}^{T} S_{r}^{T} A_{1} & =V_{\gamma} \Theta_{\gamma}^{-1 / 2} \Delta_{\gamma}^{1 / 2} \Delta_{\gamma}^{-1} \Delta_{\gamma}^{1 / 2} \Theta_{\gamma}^{-1 / 2} V_{\gamma}^{T} A_{1} \\
& =V_{\gamma} \Theta_{\gamma}^{-1 / 2} \Theta_{\gamma}^{-1 / 2} V_{\gamma}^{T} A_{1}
\end{aligned}
$$

and we conclude the proof.
By the similarity transformation $R$, this theorem tells us that the eigenvalues of $\tilde{A}_{\gamma}^{-1} A_{0}$ are similar to the eigenvalues of

$$
\begin{equation*}
\frac{1}{\alpha} A_{1}+V_{\gamma} \Theta_{\gamma}^{-1} V_{\gamma}^{T} A_{1}+S_{r} \tilde{V}_{\gamma} \gamma_{p}\left(\gamma_{p}^{T} \tilde{\Delta}_{\gamma} \gamma_{p}\right)^{-1} \gamma_{p}^{T} \tilde{V}_{\gamma}^{T} S_{r}^{T} A_{1} \tag{7.27}
\end{equation*}
$$

where the first two terms in (7.27) represent the effect of the spectral preconditioner

$$
\frac{1}{\alpha} I_{n}+V_{\gamma} \Theta_{\gamma}^{-1} V_{\gamma}^{T}
$$

on $A_{1}$. This preconditioner is known as the SLRU approach (see Giraud et al., 2006) associated with spectral information of $A_{1}$ defined as in (7.1). The following theorem rewrites the previous expression of $\tilde{A}_{\gamma}^{-1} A_{0}$, so as to ease the last part of the analysis.

Theorem 7.5 Let the matrix $A_{0} \in \mathbb{R}^{n \times n}$ and the preconditioner $\tilde{A}_{\gamma}^{-1}$ defined by (7.24). Then we obtain

$$
\tilde{A}_{\gamma}^{-1} A_{0}=R^{-1}\left(\frac{1}{\alpha} A_{1}+V_{\gamma} V_{\gamma}^{T}+\left(\tilde{V}_{\gamma} \tilde{\Theta}_{\gamma}^{-1 / 2}\right) Y\left(\tilde{\Theta}_{\gamma}^{1 / 2} \tilde{V}_{\gamma}^{T}\right)\right) R
$$

where $Y=\left(\tilde{\Delta}_{\gamma}^{1 / 2} \gamma_{p}\left(\gamma_{p}^{T} \tilde{\Delta}_{\gamma} \gamma_{p}\right)^{-1} \gamma_{p}^{T} \tilde{\Delta}_{\gamma}^{1 / 2}\right)$.

Proof. By (7.20), the first part $\frac{1}{\alpha} A_{1}+V_{\gamma} \Theta_{\gamma}^{-1} V_{\gamma}^{T} A_{1}$ in (7.27) is equal to $\frac{1}{\alpha} A_{1}+V_{\gamma} \Theta_{\gamma}^{-1} \Theta_{\gamma} V_{\gamma}^{T}=\frac{1}{\alpha} A_{1}+V_{\gamma} V_{\gamma}^{T}$. Similarly to equation (7.26), we have $S_{r} \tilde{V}_{\gamma}=\tilde{V}_{\gamma} \tilde{\Theta}_{\gamma}^{-1 / 2} \tilde{\Delta}_{\gamma}^{1 / 2}$ such that we obtain the formulation

$$
\begin{aligned}
& A_{\gamma}^{-1} A_{0}= \\
& \quad R^{-1}\left(\frac{1}{\alpha} A_{1}+V_{\gamma} V_{\gamma}^{T}+\tilde{V}_{\gamma} \tilde{\Theta}_{\gamma}^{-1 / 2} \tilde{\Delta}_{\gamma}^{1 / 2} \gamma_{p}\left(\gamma_{p}^{T} \tilde{\Delta}_{\gamma} \gamma_{p}\right)^{-1} \gamma_{p}^{T} \tilde{\Delta}_{\gamma}^{1 / 2} \tilde{\Theta}_{\gamma}^{-1 / 2} \tilde{V}_{\gamma}^{T} A_{1}\right) R,
\end{aligned}
$$

or equivalently, using (7.20),

$$
A_{\gamma}^{-1} A_{0}=R^{-1}\left(\frac{1}{\alpha} A_{1}+V_{\gamma} V_{\gamma}^{T}+\tilde{V}_{\gamma} \tilde{\Theta}_{\gamma}^{-1 / 2}\left(\tilde{\Delta}_{\gamma}^{1 / 2} \gamma_{p}\left(\gamma_{p}^{T} \tilde{\Delta}_{\gamma} \gamma_{p}\right)^{-1} \gamma_{p}^{T} \tilde{\Delta}_{\gamma}^{1 / 2}\right) \tilde{\Theta}_{\gamma}^{1 / 2} \tilde{V}_{\gamma}^{T}\right) R .
$$

The second formulation of $\tilde{A}_{\gamma}^{-1} A_{0}$ shows explicitly the effect of the spectral preconditioner applied to $A_{0}$. By the first and the second terms of $\tilde{A}_{\gamma}^{-1} A_{0}$, the smallest eigenvalues of $A_{1}$ belonging to $[0, \gamma]$ are transformed into $\left(\frac{1}{\alpha} \theta_{i}+1\right)$, which meets the expectation as we have seen in Section 3.1. In the meantime, the largest eigenvalues of $A_{1}$ belonging to $\left[\gamma, \theta_{\max }\left(A_{1}\right)\right]$ are approximately equal to $\frac{1}{\alpha} \theta_{i}$ plus a bounded corrective third term involved by a similarity transformation the eigenvalues of

$$
Y=\tilde{\Delta}_{\gamma}^{1 / 2} \gamma_{p}\left(\gamma_{p}^{T} \tilde{\Delta}_{\gamma} \gamma_{p}\right)^{-1} \gamma_{p}^{T} \tilde{\Delta}_{\gamma}^{1 / 2}
$$

The matrix $Y$ is positive semidefinite since $Y$ corresponds to the orthogonal projection (i.e. $Y=Y^{2}$ and $Y=Y^{T}$ ) implying that the eigenvalues of $Y$ are equal to 0 or 1 . By these considerations, we have that the eigenvalues of $A_{\gamma}^{-1} A_{0}$ are isolated away from zero. Finally, this third term is active only on the invariant subspace linked to the largest eigenvalues of $A_{1}$, (in the interval $\left[\gamma, \theta_{\max }\left(A_{1}\right)\right]$ ), because of the products with $\tilde{V}_{\gamma}$ and $\tilde{V}_{\gamma}^{T}$ on both sides. The internal part is similar to the orthogonal projector $Y$, the similitude being given by the square root of $\tilde{\Theta}_{\gamma}$, and therefore this third term may only shift marginally the largest eigenvalues towards $+\infty$, and at maxima by a factor of $\sqrt{\left(\gamma / \theta_{\max }\left(A_{1}\right)\right)}$.

Now, in practice, we may expect that before "happy breakdown" is actually reached, the Krylov subspace $P_{k}$ obtained in the chebyshev-preconditioned CG will already be rich enough to incorporate all of those eigenvectors in $V_{\gamma}$, and that therefore the resulting preconditionner that we shall get will have spectral properties close to what we have analysed above. This is what we shall illustrate now on a pratical example. We consider the previous test example (see Section 3.1) with $\gamma=\lambda_{\max }\left(A_{0}\right) / 100$. The eigenvalues of $A_{\gamma}^{-1} A_{0}$ and $\tilde{A}_{\gamma}^{-1} A_{0}$ belong to
and

$$
\text { [4.287297471748417 } \left.10^{-2}, 3.281045885815332\right]
$$

respectively and the relative error between eigenvalues of $A_{\gamma}^{-1} A_{0}$ and $\tilde{A}_{\gamma}^{-1} A_{0}$ is equal to $8.1410^{-11}$. In Figure 7.4, we illustrate the effect of preconditioner $\tilde{A}_{\gamma}^{-1}$ on the eigenvalues of $A_{0}$. The top figure illustrates the eigenvalue distribution of $A_{0}$ such that the eigenvalues $\lambda_{i}$ less than $\gamma$ are represented with a green star and by Theorem 7.5 are transformed to $\frac{\lambda_{i}}{\alpha}+1$ with $\alpha=1.16$ represented respectively at the bottom figure.



Figure 7.4 - On top, the eigenvalues distribution of $A_{\gamma}^{-1} A_{0}$ and at the bottom, the eigenvalues distribution of $\tilde{A}_{\gamma}^{-1} A_{0}$.

Figure 7.5 compares the number of MinRes iteration needed to reach $10^{-8}$ in both cases, for $\mathcal{P}_{1}$ defined with exact spectral information and $\tilde{\mathcal{P}}_{1}$ defined as

$$
\tilde{\mathcal{P}}_{1}=\left[\begin{array}{cc}
\tilde{A}_{\gamma} & 0 \\
0 & \tilde{S}_{\gamma}
\end{array}\right]
$$

where $\tilde{S}_{\gamma}=B^{T} \tilde{A}_{\gamma}^{-1} B$ with $\tilde{A}_{\gamma}^{-1}$ as given in (7.18). We can see that the number of iterations with the preconditioner $\tilde{\mathcal{P}}_{1}$ is equal to 68 , while that in the case where the preconditioner is $\mathcal{P}_{1}$, reaches 69 .
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Figure 7.5 - Convergence profiles of preconditioned MinRes with preconditioners $\mathcal{P}_{1}$ and $\tilde{\mathcal{P}}_{1}$.

## Conclusions and Perspectives

This work focusses on block diagonal preconditioning for KKT systems and SQD systems to ensure fast convergence of Krylov iterative solvers such as Minres. We have introduced two preconditioners that approximate the "ideal" preconditioner proposed by Murphy et al. (2000) for KKT systems and by Gould and Simoncini (2009) for SQD systems, that are able to reduce the spectrum of the preconditioned saddle-point matrix.

The two alternatives of block diagonal preconditioners that we propose are based on good approximations of the invariant subspace associated with the illconditioned part of the $(1,1)$ block $A$, which can then be exploited to construct efficient approximations for the Schur complement. Our first purpose is to analyse the benefits of such an approach for preconditioning Krylov solvers, and the theoretical analysis given in the various theorems actually shows that convergence of preconditioned Minres can be accelerated.

The two specific block diagonal preconditioners actually incorporate a low rank update of the Schur complement itself, that can be superimposed on top of a first level preconditioning that reduces as much as possible the dimension of the invariant subspace containing the ill-conditioned part of the resulting $(1,1)$ block. We have shown that, when a first level of preconditioning is used with our preconditioners for the KKT systems, an effective new version of our preconditioners can be applied on the initial system.

The theoretical results and practical considerations contained in this work show that the proposed technique is a good complement to a first level of preconditioning whenever this is not sufficient to obtain fast convergence for Minres. The efficiency, as well as the practical feasibility of our preconditioners, will for sure depend on the application itself. The ideal conditions would be to have the benefits of a first level of preconditioning that manages to reduce the ill-conditioning within the constraint equations and tightly clusters the spectrum in the $(1,1)$ block as well.

An important part of our analysis gives some insights on the interaction between the $(1,1)$ block $A$ and the constraints $(1,2)$ block, showing in which circumstances the bad conditioning contained in $A$ effectively spoils the convergence of Minres. We have also refined the bounds given by Rusten and Winther (1992) on the eigenvalues of a KKT matrix and investigated how best
to incorporate the appropriate spectral information with valuable preconditioning effects on saddle-point systems.

One of our perspectives is to complete the spectral approach on $A$ with a similar approach to address the bad conditioning of $B$. Moreover, we could also analyse the cost and the amortization of our technique for the solution of several saddle-point systems involving the same matrix and multiple right-hand sides. Another perspective is to study and compare SQD systems arising in interiorpoint methods. Preliminary results show that the preconditioners with efficient implementation could be competitive compared to constraint preconditioners. Another interesting point that is still open for future work is the extension of our study to more general cases with less restrictive assumptions on the blocks of the saddle-point matrices.
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Appendices

## Tools of linear algebra

## A. 1 The singular value decomposition

The singular value decomposition (SVD) of the matrix $A$ is given by the next theorem.

Theorem A. 1 If $A \in \mathbb{R}^{m \times n}$, then there exist orthogonal matrices

$$
U=\left[u_{1}, \ldots, u_{m}\right] \in \mathbb{R}^{m \times m} \text { and } V=\left[v_{1}, \ldots, v_{n}\right] \in \mathbb{R}^{n \times n}
$$

such that

$$
U^{T} A V=\Sigma=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{p}\right) \in \mathbb{R}^{m \times n}, \quad p=\min \{m, n\}
$$

where $\sigma_{1} \geq \sigma_{2} \geq \ldots \geq \sigma_{p} \geq 0$

Proof. See, e.g., (Golub and Van Loan, 2013, p.76)
The singular values of the matrix $A$ and the left and right singular vectors of $A$ are defined by the following result.

Corollary A. 2 If $U^{T} A V=\Sigma$ is the SVD of $A \in \mathbb{R}^{m \times n}(m \geq n)$, then

$$
A v_{i}=\sigma_{i} u_{i} \quad \text { and } \quad A^{T} u_{i}=\sigma_{i} v_{i} \quad \text { for } \quad i=1, \ldots, n
$$

Proof. See, e.g., (Golub and Van Loan, 2013, p.77)

We can deduce from this corollary that

$$
A^{T} A v_{i}=\sigma_{i}^{2} v_{i} \quad \text { and } \quad A^{T} A u_{i}=\sigma_{i}^{2} u_{i} \quad \text { for } \quad i=1, \ldots, n
$$

Indeed, the singular values of $A$ are the positive square roots of the eigenvalues of $A A^{T}$ or $A^{T} A$.

Corollary A. 3 If $A \in \mathbb{R}^{m \times n}$, then $\|A\|_{2}=\sigma_{1}$.

Proof. See, e.g., (Golub and Van Loan, 2013, p.77)

## A. 2 The principal angles and the associated principal vectors

Let $\mathcal{F}$ and $\mathcal{G}$ be subspaces in $\mathbb{R}^{n}$ whose dimensions satisfy

$$
p=\operatorname{dim}(\mathcal{F}) \geq \operatorname{dim}(\mathcal{G})=q \geq 1
$$

The principal angles $\left\{\theta_{k}\right\}_{k=1}^{q}$ between these two subspaces and the associated principal vectors $\left\{f_{k}\right\}_{k=1}^{q}$ and $\left\{g_{k}\right\}_{k=1}^{q}$ are defined recursively by

$$
\cos \left(\theta_{k}\right)=f_{k}^{T} g_{k}=\max _{\substack{f \in \mathcal{F},\|f\|_{2}=1 \\ f^{T}\left[f_{1}, \ldots, f_{k-1}\right]=0}} \max _{\substack{g \in \mathcal{G},\|g\|_{2}=1 \\ g^{T}\left[g_{1}, \ldots, g_{k-1}\right]=0}} f^{T} g
$$

where $0 \leq \theta_{1} \leq \ldots \leq \theta_{q} \leq \frac{\pi}{2}$.
A singular value decomposition for computing cosines of principal angles between the subspaces $\mathcal{F}$ and $\mathcal{G}$ can be formulated as follows. Let the columns of matrices $Q_{\mathcal{F}} \in \mathbb{R}^{n \times p}$ and $Q_{\mathcal{G}} \in \mathbb{R}^{n \times q}$ form orthonormal bases for the subspaces $\mathcal{F}$ and $\mathcal{G}$, respectively. The thin SVD of $Q_{\mathcal{F}}^{T} Q_{\mathcal{G}}$ is

$$
U^{T} Q_{\mathcal{F}}^{T} Q_{\mathcal{G}} V=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{q}\right)
$$

where $\sigma_{1} \geq \sigma_{2} \geq \ldots \geq \sigma_{q} \geq 0, U \in \mathbb{R}^{p \times q}$ and $V \in \mathbb{R}^{q \times q}$ both have orthonormal columns. Then principal angles can be computed as

$$
\sigma_{k}=\cos \left(\theta_{k}\right), \quad k=1, \ldots, q
$$

where $0 \leq \theta_{1} \leq \ldots \leq \theta_{q} \leq \frac{\pi}{2}$, while the vectors $\left\{f_{k}\right\}_{k=1}^{q}$ and $\left\{g_{k}\right\}_{k=1}^{q}$ are the associated principal vectors computed by

$$
f_{k}=\left(Q_{\mathcal{F}} U\right)(:, k), \quad g_{k}=\left(Q_{\mathcal{G}} V\right)(:, k), \quad k=1, \ldots, q
$$

## A. 3 The Sherman-Morrison-Woodbury formula

The following formula is defined as the Sherman-Morrison formula and gives a convenient expression for the inverse of the matrix $\left(A+U V^{T}\right)$ where $A \in \mathbb{R}^{n \times n}$ invertible, $U$ and $V \in \mathbb{R}^{n \times k}$,

$$
\left(A+U V^{T}\right)^{-1}=A^{-1}-A^{-1} U\left(I_{n}+V^{T} A^{-1} U\right)^{-1} V^{T} A^{-1} .
$$

This expression shows how to compute the inverse of a rank-k correction $U V^{T}$ to a matrix $A$ in a rank-k correction of the inverse. Note that $A+U V^{T}$ is invertible if and only if $I_{n}+V^{T} A^{-1} U$ is invertible.

## A. 4 The cosine decomposition

Theorem A. 4 Let $P$ a unitary matrix of dimension $m+p=k+q$, then there exist unitary matrices $U, V, W, Z$ of dimensions $m, p, k, q$ respectively, so that

$$
\begin{aligned}
& \left(\begin{array}{cc}
U^{\star} & 0 \\
0 & V^{\star}
\end{array}\right) P\left(\begin{array}{cc}
W & 0 \\
0 & Z
\end{array}\right)=
\end{aligned}
$$

$$
\begin{aligned}
& C=\operatorname{diag}\left(\alpha_{r+1}, \ldots, \alpha_{r+s}\right), \quad 1>\alpha_{r+1} \geqslant \ldots \geqslant \alpha_{r+s}>0, \\
& S=\operatorname{diag}\left(\beta_{r+1}, \ldots, \beta_{r+s}\right), \quad 0<\beta_{r+1} \leqslant \ldots \leqslant \beta_{r+s}<1, \\
& C^{2}+S^{2}=I .
\end{aligned}
$$

Proof. See, e.g., (Paige and Saunders, 1981, p.403)
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## Proof of Theorems

## B. 1 Proof of Theorem 3.1 of Chapter 3

First note that the matrices $S$ and $S_{\gamma}$ are symmetric and positive definite, hence nonsingular, by definition of $A$ and $A_{\gamma}$ respectively, and by the full column rank property of $B \in \mathbb{R}^{n \times m}$ (see, e.g., Golub and Van Loan, 2013, Section 4.2.1). The eigenvalue problem $S_{\gamma}^{-1} S x=\lambda x$ is then equivalent to the generalized eigenvalue problem:

$$
\begin{equation*}
S x=\lambda S_{\gamma} x \tag{B.1}
\end{equation*}
$$

that is, $\lambda\left(S_{\gamma}^{-1} S\right)=\lambda\left(S, S_{\gamma}\right)=\left\{\nu_{i}\right\}_{i=1}^{m}$.
The first part of the proof transforms problem (B.1) into two successively equivalent generalized eigenvalue problems. We define the matrices

$$
\begin{equation*}
S^{(a)}=\left(B^{T} B\right)^{-1 / 2} S\left(B^{T} B\right)^{-1 / 2}=Q^{T} A^{-1} Q \tag{B.2}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{\gamma}^{(a)}=\left(B^{T} B\right)^{-1 / 2} S_{\gamma}\left(B^{T} B\right)^{-1 / 2}=Q^{T} A_{\gamma}^{-1} Q \tag{B.3}
\end{equation*}
$$

where $Q=B\left(B^{T} B\right)^{-1 / 2} \in \mathbb{R}^{n \times m}$. The first equality of each equation and the nonsingularity of $\left(B^{T} B\right)^{-1 / 2}$ guarantee that $\lambda\left(S, S_{\gamma}\right)=\lambda\left(S^{(a)}, S_{\gamma}^{(a)}\right)=$ $\left\{\nu_{i}\right\}_{i=1}^{m}$. To exploit the second equality of each equation, consider the matrix $K \in \mathbb{R}^{m \times n}$ defined as

$$
\begin{equation*}
K=Q^{T} U=\left[Q^{T} U_{\gamma}, Q^{T} \tilde{U}_{\gamma}\right]=\left[K_{\gamma}, \tilde{K}_{\gamma}\right] \tag{B.4}
\end{equation*}
$$

where $Q$ satisfies $Q^{T} Q=I_{m}$ by definition, $U=\left[U_{\gamma}, \tilde{U}_{\gamma}\right]$ is the orthogonal matrix of the eigendecomposition (3.3), $K_{\gamma}$ is the operator used in (3.13) and we set $\tilde{K}_{\gamma}=Q^{T} \tilde{U}_{\gamma}$. The columns of $K^{T}$ are orthonormal, implying that
$K_{\gamma} K_{\gamma}^{T}+\tilde{K}_{\gamma} \tilde{K}_{\gamma}^{T}=I_{m}$. If we now complete the matrix $K^{T}$ by $m-n$ orthonormal columns to provide an orthogonal matrix of $\mathbb{R}^{n \times n}$, and if we apply the CS decomposition as in Appendix A or Paige and Saunders (1981), Section 4, one can guarantee the existence of orthogonal matrices $V_{\gamma} \in \mathbb{R}^{p \times p}, \tilde{V}_{\gamma} \in$ $\mathbb{R}^{(n-p) \times(n-p)}$ and $W \in \mathbb{R}^{m \times m}$ such that

$$
\begin{equation*}
V_{\gamma}^{T} K_{\gamma}^{T} W=\mathcal{C}=\operatorname{diag}\left(c_{1}, \ldots, c_{r}\right) \in \mathbb{R}^{p \times m}, \quad r=\min \{p, m\} \tag{B.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{V}_{\gamma}^{T} \tilde{K}_{\gamma}^{T} W=\mathcal{S}=\operatorname{diag}\left(s_{1}, \ldots, s_{q}\right) \in \mathbb{R}^{(n-p) \times m}, \quad q=\min \{n-p, m\} \tag{B.6}
\end{equation*}
$$

where $\mathcal{C}^{T} \mathcal{C}+\mathcal{S}^{T} \mathcal{S}=I_{m}$. The singular values $c_{i}$ and $s_{i}$ of $K_{\gamma}^{T}$ and $\tilde{K}_{\gamma}^{T}$ respectively, are cosines and sines satisfying (without loss of generality)

$$
\begin{equation*}
1 \geq c_{1} \geq \ldots \geq c_{r} \geq 0 \quad \text { and } \quad 0 \leq s_{1} \leq \ldots \leq s_{q} \leq 1 \tag{B.7}
\end{equation*}
$$

In principle, the $\min \{r, q\}$ of these values correspond to the cosines and sines of the principal angles between $\mathcal{I} m(B)$ and $\mathcal{I} m\left(U_{\gamma}\right)$, the other values being equal to either 0 or 1 , depending on the dimensions $p, m$ and $n$. Extracting $K_{\gamma}$ and $\tilde{K}_{\gamma}$ from (B.5) and (B.6) yields

$$
\begin{equation*}
K_{\gamma}=W \mathcal{C}^{T} V_{\gamma}^{T} \quad \text { and } \quad \tilde{K}_{\gamma}=W \mathcal{S}^{T} \tilde{V}_{\gamma}^{T} \tag{B.8}
\end{equation*}
$$

We now come back to the second equalities of equations (B.2) and (B.3) and use the expressions (3.3) and (3.4) to derive expressions for $A^{-1}$ and $A_{\gamma}^{-1}$ respectively. One obtains, by (B.4) and (B.8),

$$
\begin{align*}
S^{(a)} & =K U^{T}\left(U_{\gamma} \Lambda_{\gamma}^{-1} U_{\gamma}^{T}+\tilde{U}_{\gamma} \tilde{\Lambda}_{\gamma}^{-1} \tilde{U}_{\gamma}^{T}\right) U K^{T} \\
& =\left(K_{\gamma} U_{\gamma}^{T}+\tilde{K}_{\gamma} \tilde{U}_{\gamma}^{T}\right)\left(U_{\gamma} \Lambda_{\gamma}^{-1} U_{\gamma}^{T}+\tilde{U}_{\gamma} \tilde{\Lambda}_{\gamma}^{-1} \tilde{U}_{\gamma}^{T}\right)\left(U_{\gamma} K_{\gamma}^{T}+\tilde{U}_{\gamma} \tilde{K}_{\gamma}^{T}\right) \\
& =K_{\gamma} \Lambda_{\gamma}^{-1} K_{\gamma}^{T}+\tilde{K}_{\gamma} \tilde{\Lambda}_{\gamma}^{-1} \tilde{K}_{\gamma}^{T} \\
& =W S^{(b)} W^{T} \tag{B.9}
\end{align*}
$$

where

$$
\begin{equation*}
S^{(b)}=\mathcal{C}^{T} V_{\gamma}^{T} \Lambda_{\gamma}^{-1} V_{\gamma} \mathcal{C}+\mathcal{S}^{T} \tilde{V}_{\gamma}^{T} \tilde{\Lambda}_{\gamma}^{-1} \tilde{V}_{\gamma} \mathcal{S} \tag{B.10}
\end{equation*}
$$

and, similarly,

$$
\begin{align*}
S_{\gamma}^{(a)} & =K U^{T}\left(U_{\gamma} \Lambda_{\gamma}^{-1} U_{\gamma}^{T}+\frac{1}{\alpha} I_{n}\right) U K^{T} \\
& =\left(K_{\gamma} U_{\gamma}^{T}+\tilde{K}_{\gamma} \tilde{U}_{\gamma}^{T}\right)\left(U_{\gamma} \Lambda_{\gamma}^{-1} U_{\gamma}^{T}+\frac{1}{\alpha} I_{n}\right)\left(U_{\gamma} K_{\gamma}^{T}+\tilde{U}_{\gamma} \tilde{K}_{\gamma}^{T}\right) \\
& =K_{\gamma}\left(\Lambda_{\gamma}^{-1}+\frac{1}{\alpha} I_{p}\right) K_{\gamma}^{T}+\frac{1}{\alpha} \tilde{K}_{\gamma} \tilde{K}_{\gamma}^{T} \\
& =W S_{\gamma}^{(b)} W^{T} \tag{B.11}
\end{align*}
$$

where

$$
\begin{equation*}
S_{\gamma}^{(b)}=\mathcal{C}^{T} V_{\gamma}^{T}\left(\Lambda_{\gamma}^{-1}+\frac{1}{\alpha} I_{p}\right) V_{\gamma} \mathcal{C}+\frac{1}{\alpha} \mathcal{S}^{T} \mathcal{S} \tag{B.12}
\end{equation*}
$$

The last equalities of (B.9) and (B.11) together with the nonsingularity of $W$ then guarantee that $\lambda\left(S^{(a)}, S_{\gamma}^{(a)}\right)=\lambda\left(S^{(b)}, S_{\gamma}^{(b)}\right)=\left\{\nu_{i}\right\}_{i=1}^{m}$.

For the second part of the proof, consider, for a non-zero vector $x \in \mathbb{R}^{m}$, the generalized Rayleigh quotient

$$
\begin{equation*}
\nu(x)=\frac{x^{T} S^{(b)} x}{x^{T} S_{\gamma}^{(b)} x} . \tag{B.13}
\end{equation*}
$$

We show that $\nu(x)$ belongs to the interval defined in (3.15), hence implying the desired result. First observe that

$$
\begin{equation*}
\lambda\left(\Lambda_{\gamma}^{-1}\right) \in\left[\frac{1}{\gamma}, \frac{1}{\lambda_{\min }(A)}\right] \quad \text { and } \quad \lambda\left(\tilde{\Lambda}_{\gamma}^{-1}\right) \in\left[\frac{1}{\lambda_{\max }(A)}, \frac{1}{\gamma}\right] \tag{B.14}
\end{equation*}
$$

by definition of $\Lambda_{\gamma}$ and $\tilde{\Lambda}_{\gamma}$. By (B.10) and (B.12), we can write

$$
\nu(x)=\frac{x^{T} \mathcal{C}^{T} V_{\gamma}^{T} \Lambda_{\gamma}^{-1} V_{\gamma} \mathcal{C} x+x^{T} \mathcal{S}^{T} \tilde{V}_{\gamma}^{T} \tilde{\Lambda}_{\gamma}^{-1} \tilde{V}_{\gamma} \mathcal{S} x}{x^{T} \mathcal{C}^{T} V_{\gamma}^{T}\left(\Lambda_{\gamma}^{-1}+\frac{1}{\alpha} I_{p}\right) V_{\gamma} \mathcal{C} x+\frac{1}{\alpha} x^{T} \mathcal{S}^{T} \mathcal{S} x}
$$

yielding the following equalities

$$
\begin{align*}
\nu(x)= & \frac{x^{T} \mathcal{C}^{T} V_{\gamma}^{T}\left(\alpha \Lambda_{\gamma}^{-1}\right) V_{\gamma} \mathcal{C} x}{x^{T} \mathcal{C}^{T} V_{\gamma}^{T}\left(\alpha \Lambda_{\gamma}^{-1}+I_{p}\right) V_{\gamma} \mathcal{C} x+x^{T} \mathcal{S}^{T} \mathcal{S} x} \\
& +\frac{x^{T} \mathcal{S}^{T} \tilde{V}_{\gamma}^{T}\left(\alpha \tilde{\Lambda}_{\gamma}^{-1}\right) \tilde{V}_{\gamma} \mathcal{S} x}{x^{T} \mathcal{C}^{T} V_{\gamma}^{T}\left(\alpha \Lambda_{\gamma}^{-1}+I_{p}\right) V_{\gamma} \mathcal{C} x+x^{T} \mathcal{S}^{T} \mathcal{S} x} \tag{B.15}
\end{align*}
$$

and

$$
\begin{align*}
\frac{1}{\nu(x)}= & \frac{x^{T} \mathcal{C}^{T} V_{\gamma}^{T}\left(\alpha \Lambda_{\gamma}^{-1}+I_{p}\right) V_{\gamma} \mathcal{C} x}{x^{T} \mathcal{C}^{T} V_{\gamma}^{T}\left(\alpha \Lambda_{\gamma}^{-1}\right) V_{\gamma} \mathcal{C} x+x^{T} \mathcal{S}^{T} \tilde{V}_{\gamma}^{T}\left(\alpha \tilde{\Lambda}_{\gamma}^{-1}\right) \tilde{V}_{\gamma} \mathcal{S} x} \\
& +\frac{x^{T} \mathcal{S}^{T} \mathcal{S} x}{x^{T} \mathcal{C}^{T} V_{\gamma}^{T}\left(\alpha \Lambda_{\gamma}^{-1}\right) V_{\gamma} \mathcal{C} x+x^{T} \mathcal{S}^{T} \tilde{V}_{\gamma}^{T}\left(\alpha \tilde{\Lambda}_{\gamma}^{-1}\right) \tilde{V}_{\gamma} \mathcal{S} x} \tag{B.16}
\end{align*}
$$

Consider first the case where both $\mathcal{C} x$ and $\mathcal{S} x$ are non-zero vectors. Since $\alpha>0$, the matrices $V_{\gamma}^{T}\left(\alpha \Lambda_{\gamma}^{-1}\right) V_{\gamma}$ and $\tilde{V}_{\gamma}^{T}\left(\alpha \tilde{\Lambda}_{\gamma}^{-1}\right) \tilde{V}_{\gamma}$ are positive definite and each term of the numerator and the denominator in (B.15) and in (B.16) is positive. One can thus write

$$
\begin{align*}
\nu(x) & \leq \frac{x^{T} \mathcal{C}^{T} V_{\gamma}^{T}\left(\alpha \Lambda_{\gamma}^{-1}\right) V_{\gamma} \mathcal{C} x}{x^{T} \mathcal{C}^{T} V_{\gamma}^{T}\left(\alpha \Lambda_{\gamma}^{-1}+I_{p}\right) V_{\gamma} \mathcal{C} x}+\frac{x^{T} \mathcal{S}^{T} \tilde{V}_{\gamma}^{T}\left(\alpha \tilde{\Lambda}_{\gamma}^{-1}\right) \tilde{V}_{\gamma} \mathcal{S} x}{x^{T} \mathcal{S}^{T} \mathcal{S} x} \\
& \leq 1+\frac{\alpha}{\gamma} \tag{B.17}
\end{align*}
$$

using the second part of (B.14) and the fact that $x^{T} \mathcal{S}^{T} \mathcal{S} x=x^{T} \mathcal{S}^{T} \tilde{V}_{\gamma}^{T} \tilde{V}_{\gamma} \mathcal{S} x$. In the same way, we can write

$$
\begin{array}{rlrl}
\frac{1}{\nu(x)} \leq & \frac{x^{T} \mathcal{C}^{T} V_{\gamma}^{T}\left(\alpha \Lambda_{\gamma}^{-1}\right) V_{\gamma} \mathcal{C} x}{x^{T} \mathcal{C}^{T} V_{\gamma}^{T}\left(\alpha \Lambda_{\gamma}^{-1}\right) V_{\gamma} \mathcal{C} x}+ & \frac{x^{T} \mathcal{C}^{T} V_{\gamma}^{T} V_{\gamma} \mathcal{C} x}{x^{T} \mathcal{C}^{T} V_{\gamma}^{T}\left(\alpha \Lambda_{\gamma}^{-1}\right) V_{\gamma} \mathcal{C} x} \\
& & +\frac{x^{T} \mathcal{S}^{T} \mathcal{S} x}{x^{T} \mathcal{S}^{T} \tilde{V}_{\gamma}^{T}\left(\alpha \tilde{\Lambda}_{\gamma}^{-1}\right) \tilde{V}_{\gamma} \mathcal{S} x} \\
\leq & \tag{B.18}
\end{array}
$$

where we use both parts of (B.14) and the fact that $x^{T} \mathcal{S}^{T} \mathcal{S} x=x^{T} \mathcal{S}^{T} \tilde{V}_{\gamma}^{T} \tilde{V}_{\gamma} \mathcal{S} x$. The bounds (B.17) and (B.18) imply the desired result for this first case. Now, from $\mathcal{C}^{T} \mathcal{C}+\mathcal{S}^{T} \mathcal{S}=I_{m}$, one cannot have both $\mathcal{C} x=0$ and $\mathcal{S} x=0$ at the same time for a non-zero $x \in \mathbb{R}^{m}$. Considering these particular cases separately, we can deduce from (B.14), (B.15) and (B.16) when $\mathcal{C} x=0$,

$$
\begin{aligned}
\nu(x) & =\frac{x^{T} \mathcal{S}^{T} \tilde{V}_{\gamma}^{T}\left(\alpha \tilde{\Lambda}_{\gamma}^{-1}\right) \tilde{V}_{\gamma} \mathcal{S} x}{x^{T} \mathcal{S}^{T} \mathcal{S} x} \\
& \leq \frac{\alpha}{\gamma} \\
& \leq 1+\frac{\alpha}{\gamma}
\end{aligned}
$$

and

$$
\begin{aligned}
\frac{1}{\nu(x)} & =\frac{x^{T} \mathcal{S}^{T} \mathcal{S} x}{x^{T} \mathcal{S}^{T} \tilde{V}_{\gamma}^{T}\left(\alpha \tilde{\Lambda}_{\gamma}^{-1}\right) \tilde{V}_{\gamma} \mathcal{S} x} \\
& \leq \frac{\lambda_{\max }(A)}{\alpha} \\
& \leq 1+\frac{\gamma}{\alpha}+\frac{\lambda_{\max }(A)}{\alpha}
\end{aligned}
$$

Similarly, when $\mathcal{S} x=0$, we deduce from (B.15) and (B.16),

$$
\begin{aligned}
\nu(x) & =\frac{x^{T} \mathcal{C}^{T} V_{\gamma}^{T}\left(\alpha \Lambda_{\gamma}^{-1}\right) V_{\gamma} \mathcal{C} x}{x^{T} \mathcal{C}^{T} V_{\gamma}^{T}\left(\alpha \Lambda_{\gamma}^{-1}+I_{p}\right) V_{\gamma} \mathcal{C} x} \\
& \leq 1 \\
& \leq 1+\frac{\alpha}{\gamma}
\end{aligned}
$$

and

$$
\begin{aligned}
\frac{1}{\nu(x)} & =\frac{x^{T} \mathcal{C}^{T} V_{\gamma}^{T}\left(\alpha \Lambda_{\gamma}^{-1}+I_{p}\right) V_{\gamma} \mathcal{C} x}{x^{T} \mathcal{C}^{T} V_{\gamma}^{T}\left(\alpha \Lambda_{\gamma}^{-1}\right) V_{\gamma} \mathcal{C} x} \\
& \leq 1+\frac{\gamma}{\alpha} \\
& \leq 1+\frac{\gamma}{\alpha}+\frac{\lambda_{\max }(A)}{\alpha}
\end{aligned}
$$

In both cases, the bounds in (B.17) and (B.18) are still valid, which ends the proof.

## B. 2 Proof of Theorem 3.4 of Chapter 3

First note that the matrices $S$ and $S_{\gamma}$ are symmetric and positive definite, hence nonsingular, by the definition of $A$ and $A_{\gamma}$, respectively, and by the full column rank property of $B \in \mathbb{R}^{n \times m}$ (see, e.g., Golub and Van Loan, 2013, Section 4.2.1). The eigenvalue problem $S_{\gamma}^{-1} S x=\lambda x$ is then equivalent to the generalized eigenvalue problem:

$$
\begin{equation*}
S x=\lambda S_{\gamma} x \tag{B.19}
\end{equation*}
$$

that is, $\lambda\left(S_{\gamma}^{-1} S\right)=\lambda\left(S, S_{\gamma}\right)=\left\{\nu_{i}\right\}_{i=1}^{m}$.
The first part of the proof transforms problem (B.19) into two successively generalized eigenvalue problems. We define the matrices

$$
\begin{equation*}
S^{(a)}=\left(B^{T} B\right)^{-1 / 2} S\left(B^{T} B\right)^{-1 / 2}=Q^{T} A^{-1} Q+\left(B^{T} B\right)^{-1 / 2} C\left(B^{T} B\right)^{-1 / 2} \tag{B.20}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{\gamma}^{(a)}=\left(B^{T} B\right)^{-1 / 2} S_{\gamma}\left(B^{T} B\right)^{-1 / 2}=Q^{T} A_{\gamma}^{-1} Q+\left(B^{T} B\right)^{-1 / 2} C\left(B^{T} B\right)^{-1 / 2} \tag{B.21}
\end{equation*}
$$

where $Q=B\left(B^{T} B\right)^{-1 / 2} \in \mathbb{R}^{n \times m}$. Observe that the terms $Q^{T} A^{-1} Q$ and $Q^{T} A_{\gamma}^{-1} Q$ in (B.20) and (B.21) are similar to (B.2) and (B.3) respectively, implying that we can thus follow the similar steps in the proof of Theorem 3.1. Indeed, defining

$$
\begin{equation*}
K=Q^{T} U=\left[Q^{T} U_{\gamma}, Q^{T} \tilde{U}_{\gamma}\right]=\left[K_{\gamma}, \tilde{K}_{\gamma}\right] \tag{B.22}
\end{equation*}
$$

where $Q$ satisfies $Q^{T} Q=I_{m}$ and using the CS Decomposition as in Appendix A or Paige and Saunders (1981), Section 4, we obtain

$$
\begin{equation*}
K_{\gamma}=W \mathcal{C}^{T} V_{\gamma}^{T} \quad \text { and } \quad \tilde{K}_{\gamma}=W \mathcal{S}^{T} \tilde{V}_{\gamma}^{T} \tag{B.23}
\end{equation*}
$$

Similarly to (B.9) and (B.11), we now come back to the second equalities of equations (B.20) and (B.21) and use the expressions (3.3) and (3.4) to derive expressions for $A^{-1}$ and $A_{\gamma}^{-1}$, respectively. One obtains, by (B.22) and (B.23),

$$
\begin{equation*}
S^{(a)}=W S^{(b)} W^{T}+\left(B^{T} B\right)^{-1 / 2} C\left(B^{T} B\right)^{-1 / 2} \tag{B.24}
\end{equation*}
$$

where

$$
\begin{equation*}
S^{(b)}=\mathcal{C}^{T} V_{\gamma}^{T} \Lambda_{\gamma}^{-1} V_{\gamma} \mathcal{C}+\mathcal{S}^{T} \tilde{V}_{\gamma}^{T} \tilde{\Lambda}_{\gamma}^{-1} \tilde{V}_{\gamma} \mathcal{S} \tag{B.25}
\end{equation*}
$$

and, similarly,

$$
\begin{equation*}
S_{\gamma}^{(a)}=W S_{\gamma}^{(b)} W^{T}+\left(B^{T} B\right)^{-1 / 2} C\left(B^{T} B\right)^{-1 / 2} \tag{B.26}
\end{equation*}
$$

where

$$
\begin{equation*}
S_{\gamma}^{(b)}=\mathcal{C}^{T} V_{\gamma}^{T}\left(\Lambda_{\gamma}^{-1}+\frac{1}{\alpha} I_{p}\right) V_{\gamma} \mathcal{C}+\frac{1}{\alpha} \mathcal{S}^{T} \mathcal{S} \tag{B.27}
\end{equation*}
$$

For the second part of the proof, consider, for a non-zero vector $x \in \mathbb{R}^{m}$, the generalized Rayleigh quotient

$$
\begin{equation*}
\nu(x)=\frac{x^{T} S^{(a)} x}{x^{T} S_{\gamma}^{(a)} x} \tag{B.28}
\end{equation*}
$$

or, equivalently by (B.24) and (B.26),

$$
\nu(x)=\frac{x^{T} W S^{(b)} W^{T} x+x^{T}\left(B^{T} B\right)^{-1 / 2} C\left(B^{T} B\right)^{-1 / 2} x}{x^{T} W S_{\gamma}^{(b)} W^{T} x+x^{T}\left(B^{T} B\right)^{-1 / 2} C\left(B^{T} B\right)^{-1 / 2} x}
$$

Setting $y=W^{T} x$ and $z=\left(B^{T} B\right)^{-1 / 2} x$ as non-zero vectors, we have

$$
\begin{equation*}
\nu(x)=\frac{y^{T} S^{(b)} y+z^{T} C z}{y^{T} S_{\gamma}^{(b)} y+z^{T} C z} . \tag{B.29}
\end{equation*}
$$

We will show that $\nu(x)$ belongs to the interval defined in (3.26), hence implying the desired result. First observe that

$$
\begin{equation*}
\lambda\left(\Lambda_{\gamma}^{-1}\right) \in\left[\frac{1}{\gamma}, \frac{1}{\lambda_{\min }(A)}\right] \quad \text { and } \quad \lambda\left(\tilde{\Lambda}_{\gamma}^{-1}\right) \in\left[\frac{1}{\lambda_{\max }(A)}, \frac{1}{\gamma}\right] \tag{B.30}
\end{equation*}
$$

by definition of $\Lambda_{\gamma}$ and $\tilde{\Lambda}_{\gamma}$. By (B.25) and (B.27), we can write

$$
\nu(x)=\frac{y^{T} \mathcal{C}^{T} V_{\gamma}^{T} \Lambda_{\gamma}^{-1} V_{\gamma} \mathcal{C} y+y^{T} \mathcal{S}^{T} \tilde{V}_{\gamma}^{T} \tilde{\Lambda}_{\gamma}^{-1} \tilde{V}_{\gamma} \mathcal{S} y+z^{T} C z}{y^{T} \mathcal{C}^{T} V_{\gamma}^{T}\left(\Lambda_{\gamma}^{-1}+\frac{1}{\alpha} I_{p}\right) V_{\gamma} \mathcal{C} y+\frac{1}{\alpha} y^{T} \mathcal{S}^{T} \mathcal{S} y+z^{T} C z}
$$

yielding the following equalities

$$
\begin{align*}
\nu(x)= & \frac{y^{T} \mathcal{C}^{T} V_{\gamma}^{T}\left(\alpha \Lambda_{\gamma}^{-1}\right) V_{\gamma} \mathcal{C} y}{y^{T} \mathcal{C}^{T} V_{\gamma}^{T}\left(\alpha \Lambda_{\gamma}^{-1}+I_{p}\right) V_{\gamma} \mathcal{C} y+y^{T} \mathcal{S}^{T} \mathcal{S} y+z^{T} \alpha C z} \\
& +\frac{y^{T} \mathcal{S}^{T} \tilde{V}_{\gamma}^{T}\left(\alpha \tilde{\Lambda}_{\gamma}^{-1}\right) \tilde{V}_{\gamma} \mathcal{S} y}{y^{T} \mathcal{C}^{T} V_{\gamma}^{T}\left(\alpha \Lambda_{\gamma}^{-1}+I_{p}\right) V_{\gamma} \mathcal{C} y+y^{T} \mathcal{S}^{T} \mathcal{S} y+z^{T} \alpha C z} \\
& \quad+\frac{z^{T} \alpha C z}{y^{T} \mathcal{C}^{T} V_{\gamma}^{T}\left(\alpha \Lambda_{\gamma}^{-1}+I_{p}\right) V_{\gamma} \mathcal{C} y+y^{T} \mathcal{S}^{T} \mathcal{S} y+z^{T} \alpha C z} \tag{B.31}
\end{align*}
$$

and

$$
\begin{align*}
\frac{1}{\nu(x)}= & \frac{y^{T} \mathcal{C}^{T} V_{\gamma}^{T}\left(\alpha \Lambda_{\gamma}^{-1}+I_{p}\right) V_{\gamma} \mathcal{C} y}{y^{T} \mathcal{C}^{T} V_{\gamma}^{T}\left(\alpha \Lambda_{\gamma}^{-1}\right) V_{\gamma} \mathcal{C} y+y^{T} \mathcal{S}^{T} \tilde{V}_{\gamma}^{T}\left(\alpha \tilde{\Lambda}_{\gamma}^{-1}\right) \tilde{V}_{\gamma} \mathcal{S} y+z^{T} \alpha C z} \\
& +\frac{y^{T} \mathcal{S}^{T} \mathcal{S} y}{y^{T} \mathcal{C}^{T} V_{\gamma}^{T}\left(\alpha \Lambda_{\gamma}^{-1}\right) V_{\gamma} \mathcal{C} y+y^{T} \mathcal{S}^{T} \tilde{V}_{\gamma}^{T}\left(\alpha \tilde{\Lambda}_{\gamma}^{-1}\right) \tilde{V}_{\gamma} \mathcal{S} y+z^{T} \alpha C z} \\
& +\frac{z^{T} \alpha C z}{y^{T} \mathcal{C}^{T} V_{\gamma}^{T}\left(\alpha \Lambda_{\gamma}^{-1}\right) V_{\gamma} \mathcal{C} y+y^{T} \mathcal{S}^{T} \tilde{V}_{\gamma}^{T}\left(\alpha \tilde{\Lambda}_{\gamma}^{-1}\right) \tilde{V}_{\gamma} \mathcal{S} y+z^{T} \alpha C z} \tag{B.32}
\end{align*}
$$

Consider first the case where both $\mathcal{C} y$ and $\mathcal{S} y$ are non-zero vectors. Since $\alpha>0$, the matrices $V_{\gamma}^{T}\left(\alpha \Lambda_{\gamma}^{-1}\right) V_{\gamma}, \tilde{V}_{\gamma}^{T}\left(\alpha \tilde{\Lambda}_{\gamma}^{-1}\right) \tilde{V}_{\gamma}$ and $C$ are positive definite and each term of the numerator and the denominator in (B.31) and in (B.32) is positive. One can thus write

$$
\begin{align*}
\nu(x) & \leq \frac{y^{T} \mathcal{C}^{T} V_{\gamma}^{T}\left(\alpha \Lambda_{\gamma}^{-1}\right) V_{\gamma} \mathcal{C} y}{y^{T} \mathcal{C}^{T} V_{\gamma}^{T}\left(\alpha \Lambda_{\gamma}^{-1}+I_{p}\right) V_{\gamma} \mathcal{C} y}+\frac{y^{T} \mathcal{S}^{T} \tilde{V}_{\gamma}^{T}\left(\alpha \tilde{\Lambda}_{\gamma}^{-1}\right) \tilde{V}_{\gamma} \mathcal{S} y}{y^{T} \mathcal{S}^{T} \mathcal{S} y}+\frac{z^{T} \alpha C z}{z^{T} \alpha C z} \\
& \leq 1+\frac{\alpha}{\gamma}+1 \tag{B.33}
\end{align*}
$$

using the second part of (B.30) and the fact that $y^{T} \mathcal{S}^{T} \mathcal{S} y=y^{T} \mathcal{S}^{T} \tilde{V}_{\gamma}^{T} \tilde{V}_{\gamma} \mathcal{S} y$. In the same way, we can write

$$
\begin{align*}
\frac{1}{\nu(x)} \leq & \frac{y^{T} \mathcal{C}^{T} V_{\gamma}^{T}\left(\alpha \Lambda_{\gamma}^{-1}\right) V_{\gamma} \mathcal{C} y}{y^{T} \mathcal{C}^{T} V_{\gamma}^{T}\left(\alpha \Lambda_{\gamma}^{-1}\right) V_{\gamma} \mathcal{C} y}+\frac{y^{T} \mathcal{C}^{T} V_{\gamma}^{T} V_{\gamma} \mathcal{C} y}{y^{T} \mathcal{C}^{T} V_{\gamma}^{T}\left(\alpha \Lambda_{\gamma}^{-1}\right) V_{\gamma} \mathcal{C} y} \\
& +\frac{y^{T} \mathcal{S}^{T} \mathcal{S} y}{y^{T} \mathcal{S}^{T} \tilde{V}_{\gamma}^{T}\left(\alpha \tilde{\Lambda}_{\gamma}^{-1}\right) \tilde{V}_{\gamma} \mathcal{S} y}+\frac{z^{T} \alpha C z}{z^{T} \alpha C z} \\
\leq & 1+\frac{\gamma}{\alpha}+\frac{\lambda_{\max }(A)}{\alpha}+1 \tag{B.34}
\end{align*}
$$

where we use both parts of (B.30) and the fact that $y^{T} \mathcal{S}^{T} \mathcal{S} y=y^{T} \mathcal{S}^{T} \tilde{V}_{\gamma}^{T} \tilde{V}_{\gamma} \mathcal{S} y$. The bounds (B.33) and (B.34) imply the desired result for this first case. Now, from $\mathcal{C}^{T} \mathcal{C}+\mathcal{S}^{T} \mathcal{S}=I_{m}$, one cannot have both $\mathcal{C} y=0$ and $\mathcal{S} y=0$ at the same time for a non-zero $x \in \mathbb{R}^{m}$. Considering these particular cases separately, we can deduce from (B.30), (B.31) and (B.32) when $\mathcal{C} y=0$

$$
\begin{aligned}
\nu(x) & =\frac{y^{T} \mathcal{S}^{T} \tilde{V}_{\gamma}^{T}\left(\alpha \tilde{\Lambda}_{\gamma}^{-1}\right) \tilde{V}_{\gamma} \mathcal{S} y}{y^{T} \mathcal{S}^{T} \mathcal{S} y+z^{T} \alpha C z}+\frac{z^{T} \alpha C z}{y^{T} \mathcal{S}^{T} \mathcal{S} y+z^{T} \alpha C z} \\
& \leq \frac{\alpha}{\gamma}+1 \\
& \leq 1+\frac{\alpha}{\gamma}+1
\end{aligned}
$$

and

$$
\begin{aligned}
\frac{1}{\nu(x)} & =\frac{y^{T} \mathcal{S}^{T} \mathcal{S} y}{y^{T} \mathcal{S}^{T} \tilde{V}_{\gamma}^{T}\left(\alpha \tilde{\Lambda}_{\gamma}^{-1}\right) \tilde{V}_{\gamma} \mathcal{S} y+z^{T} \alpha C z}+\frac{z^{T} \alpha C z}{y^{T} \mathcal{S}^{T} \tilde{V}_{\gamma}^{T}\left(\alpha \tilde{\Lambda}_{\gamma}^{-1}\right) \tilde{V}_{\gamma} \mathcal{S} y+z^{T} \alpha C z} \\
& \leq \frac{\lambda_{\max }(A)}{\alpha}+1 \\
& \leq 1+\frac{\gamma}{\alpha}+\frac{\lambda_{\max }(A)}{\alpha}+1 .
\end{aligned}
$$

Similarly, when $\mathcal{S} y=0$, we decuce from (B.31) and (B.32),

$$
\begin{aligned}
\nu(x)= & \frac{y^{T} \mathcal{C}^{T} V_{\gamma}^{T}\left(\alpha \Lambda_{\gamma}^{-1}\right) V_{\gamma} \mathcal{C} y}{y^{T} \mathcal{C}^{T} V_{\gamma}^{T}\left(\alpha \Lambda_{\gamma}^{-1}+I_{p}\right) V_{\gamma} \mathcal{C} y+z^{T} \alpha C z} \\
& \quad+\frac{z^{T} \alpha C z}{y^{T} \mathcal{C}^{T} V_{\gamma}^{T}\left(\alpha \Lambda_{\gamma}^{-1}+I_{p}\right) V_{\gamma} \mathcal{C} y+z^{T} \alpha C z} \\
\leq & 1+1 \\
\leq & 1+\frac{\alpha}{\gamma}+1,
\end{aligned}
$$

and

$$
\begin{aligned}
\frac{1}{\nu(x)}= & \frac{y^{T} \mathcal{C}^{T} V_{\gamma}^{T}\left(\alpha \Lambda_{\gamma}^{-1}+I_{p}\right) V_{\gamma} \mathcal{C} y}{y^{T} \mathcal{C}^{T} V_{\gamma}^{T}\left(\alpha \Lambda_{\gamma}^{-1}\right) V_{\gamma} \mathcal{C} y+z^{T} \alpha C z} \\
& \quad+\frac{z^{T} \alpha C z}{y^{T} \mathcal{C}^{T} V_{\gamma}^{T}\left(\alpha \Lambda_{\gamma}^{-1}\right) V_{\gamma} \mathcal{C} y+z^{T} \alpha C z} \\
\leq & 1+\frac{\gamma}{\alpha}+1 \\
\leq & 1+\frac{\gamma}{\alpha}+\frac{\lambda_{\max }(A)}{\alpha}+1
\end{aligned}
$$

In both cases, the bounds in (B.33) and (B.34) are still valid, which ends the proof.
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$\tilde{U}_{\gamma} \quad$ Rectangular matrix such that the columns are the orthonormal ..... 46sets of eigenvectors corresponding to $\tilde{\Lambda}_{\gamma}\left(\in \mathbb{R}^{n \times(n-p)}\right)$
$\alpha \quad$ Estimate of the average of the eigenvalues in $\tilde{\Lambda}_{\gamma}\left(\in \mathbb{R}^{+}\right)$ ..... 46
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$A_{\gamma}^{-1} \quad$ SLRU approximation of the inverse of matrix $A\left(\in \mathbb{R}^{n \times n}\right)$ ..... 46
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[^0]:    ${ }^{(1)}$ Computational Optimization and Applications.

[^1]:    ${ }^{(1)}$ These methods can be adapted to problems with inequalities constraints. We refer the reader to the book of Nocedal and Wright (2006).

[^2]:    ${ }^{(2)}$ The authors use the regularization in the context of interior-point methods, while we focus only on problems with equality constraints.

[^3]:    ${ }^{(1)}$ That is, the top $k$-by- $k$ block is upper bidiagonal and the last row is zero.

[^4]:    ${ }^{(2)}$ We draw attention on the fact that we use the term "Schur complement" corresponding to the opposite of the formal definition of the Schur complement defined by $-C-B^{T} A^{-1} B$. The goal of which is to simplify and improve the clarity of this work.

[^5]:    ${ }^{(1)}$ or that some good approximations can be computed, for instance by the approach proposed by Golub et al. (2007) and described in Chapter 7.

[^6]:    ${ }^{(2)}$ Computational Optimization and Applications.

[^7]:    ${ }^{(1)}$ This reference has been given by an anonymous referee.

[^8]:    ${ }^{(2)}$ We draw attention on the fact that we use the same notation for both alternatives of the preconditioners in the case of the KKT systems and the SQD systems.

