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Théorie du contrôle des mappings symplectiques
Application aux modèles d’accélérateur de particules

par Jehan Boreux

Résumé : Les accélérateurs de particules sont des outils technologiques per-
mettant d’étudier des échelles infiniment petites, e.g. les particules responsables
des forces élémentaires, et des échelles extrêmement grandes, e.g. l’origine du
cosmos. Dans ce travail nous analysons des mappings symplectiques modélisant
des accélérateurs circulaires. Parallèlement nous démontrons un théorème de
type contrôle grâce auquel nous construisons deux nouveaux mappings. Ces sys-
tèmes présentent d’excellents comportements dynamiques : une plus grande ou-
verture dynamique, une réduction du nombre d’orbites chaotiques et un espace
des fréquences restreint. Ces résultats ont un fondement analytique et sont va-
lidés numériquement par les outils suivants : théorie des formes normales (NF),
indicateur de chaos (SALI) et analyse en fréquences d’orbites (FMA). Enfin,
une toute nouvelle approche pour contrôler les systèmes dissipatifs, proches de
systèmes intégrables, est présentée. Les premiers résultats théoriques et numé-
riques afférents sont exposés à l’aide du système de van der Pol.
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Application to particle accelerator systems

by Jehan Boreux

Abstract : Particle accelerators are technological devices which allow studies
at both infinitely small scale, e.g. particles responsible for elementary forces,
and extremely large scale, e.g. the origin of cosmos. This work is concerned
with area-preserving maps modelling ring accelerators. We prove a theorem on
control allowing us to build two new maps. These systems exhibit excellent
dynamical properties : wider dynamical aperture, reduction of chaos and a
reduced frequency space. The results have a strong analitical basis and are
validated numerically with the normal form theory (NF), the chaos indicator
SALI and the frequency map analysis (FMA). Finally we present a very new
direction in the control of dynamical systems : controlling dissipative systems
that are perturbations of integrable ones. We give a detailed presentation of
the first theoretical and numerical results through the van der Pol model.
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He went down south and crossed the border
Left the chaos and disorder
Back there over his shoulder

Jim Morisson, Celebration of the Lizard
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Introduction

Context

This thesis has been developed in the field of applied mathematics : starting
from a physical problem, hereby the increase of the power of a particle accele-
rator, we elaborate a theoretical framework where such problem can be tackled
and eventually allow us to generalize it to consider new unexpected cases.

Particle accelerators are technological devices which allow studies at both
“infinitely small scale”, e.g. particles responsible for elementary forces, and “ex-
tremely large scale”, e.g. the origin of cosmos. In a simplified approach, such
devices are composed of basic sequences of elements : focusing and defocusing
magnets, accelerating electromagnetic fields and trajectory bending elements
as they are used in the case of ring accelerators. The resulting dynamics is
nonlinear, and since hadrons lose a negligible part of their energy through syn-
chrotron radiation [Fischer et al., 1995], their motion can be described by a
conservative system. This system can thus be modelled by a symplectic map
built from the composition of several elementary maps corresponding to each
basic element.

One of the main problems found in the dynamics of ring accelerators is
to study the stability around the nominal orbit, i.e. the circular orbit passing
through the center of the ring. Each component of the ring can be seen as a non-
linear map, that deforms the trajectory far from the reference orbit. Moreover,
such maps possess stochastic layers whose effect is the reduction of the stabi-
lity domain around the nominal circular orbit (the so-called dynamical aperture
[Giovannozzi et al., 1997]). Such behaviors imply that (chaotic) nearby orbits
can drift away after a few ring turns, eventually colliding with the boundaries
of the accelerator, and consequently reduce the beam lifetime and the perfor-
mance of the accelerator.

The first aim of the present work is to provide a reliable improvement of
the stability of the beam by increasing the dynamical aperture in a simplified
accelerator model, consisting of only one type of element having a sextupole
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2 INTRODUCTION

nonlinearity [Scandale and Turchetti, 1990, Bazzani et al., 1994].

We work in the framework of the Hamiltonian Control Theory presented
in [Vittot, 2004, Chandre et al., 2005b], where two methods to control sym-
plectic systems have been described, namely using Lie transformations and
generating functions. We use the former method, that allows direct determi-
nation of the new controlled map ; avoiding the possible problems related to
coordinate inversion.

The aim of control theory is to improve selected features of a given system,
by slightly modifying the Hamiltonian system with the addition of a small
control term, so that the new system and the original one are conjugated. In
other words, they present an equivalent dynamics. This technique is particu-
larly suitable whenever one can directly act on the system and modify it, e.g. in
the case of a particle accelerator where the addition of a control term in the
Hamiltonian function can be seen as the introduction of a suitable magnet in
the accelerator lattice.

In our study, we use the Smaller ALignment Index (SALI) [Skokos, 2001,
Bountis and Skokos, 2006] method, which is an efficient indicator for characte-
rizing orbits as chaotic or regular in Hamiltonian flows and symplectic maps.

In parallel we compute the Frequency Map Analysis (FMA) [Laskar, 1990,
Laskar, 1999, Nadolski and Laskar, 2003] with which we validate and get com-
plementary information with respect to SALI’s results and construct tune foot-
prints of accelerator model including resonances and diffusion indexes.

Then, with the use of the Normal Form (NF) approach [Bazzani et al., 1990,
Scandale and Turchetti, 1990] we are able to predict analytically the diffusion
directions in the frequency space and provide an analytical support to the FMA
results.

Finally, we extend our results to Hamiltonian systems to which a dissipa-
tive perturbation is applied. This is a very new direction in which we propose
preliminary results.

Structure of the thesis

The thesis is organized as follows. In Chap. 1 we introduce the notations
and state important results of Hamiltonian dynamics and area-preserving maps
leading to our first result, theorem 1.3.4 : a method to control area-preserving
maps. We conclude this chapter by explaining the resulting properties. Examples
of others techniques of control are given before the introduction of the Normal
Form formalism.

Chap. 2 is dedicated to derive the model of a ring accelerator of particle in
the map formalism from the very basic laws of electromagnetism.

In Chap. 3 we give a definition of a chaotic orbit and present two numerical
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tools to detect such behavior : methods based on deviation vectors and methods
based on the analysis of the signals transmitted by the orbit.

We then present our main results in Chap. 4 and Chap. 5. We apply our
control method to the previously derived model of accelerator. We analyze the
results thanks to the SALI and the FMA. Results are especially convincing ; we
observe a significant increase of the dynamical aperture. Finally we reinforce
our results by a Normal Form approach on the controlled and un-controlled
models allowing us to predict the frequency space shape.

Chap. 6 presents a very new direction in the control of dynamical systems :
controlling dissipative systems that are perturbations of integrable ones. We
prove a theorem providing a control method for systems expressed by differen-
tial operators of order 1 such as vector fields. We expose the first difficulties
and solutions through the van der Pol model [van der Pol, 1927].

Contributions
Key results appearing in this document are the subject of different papers :

two are already published in peer-reviewed journals, one is in preprint and two
are in preparation :
• J. Boreux, T. Carletti, Ch. Skokos and M. Vittot. Hamiltonian control
used to improve the beam stability in particle accelerator models. Com-
munications in Nonlinear Science and Numerical Simulation, 17 :1725-
1738, 2012b.
• J. Boreux, T. Carletti, Ch. Skokos, Y. Papaphilippou and M. Vittot.
Efficient control of accelerator maps. International Journal of Bifurcation
and Chaos, 22(9) :1250219, 2012a.
• J. Boreux, T. Carletti and Ch. Hubaux. High order explicit symplectic
integrators for the Discrete Non Linear Schrödinger equation.
arXiv :1012.3242v1, 2010.
• J. Boreux, T. Carletti and M. Sansottera. Analysis of the frequency space
of controlled particle accelerators maps. In preparation.
• J. Boreux, T. Carletti and M. Vittot. Control of dissipative perturbation
of integrable systems - An application to the van der Pol oscillator. In
preparation.

In addition, various techniques of control were applied for the first time to
simple models (see, for example Sec. 1.3.2). That allows an easier understanding
of possibly hard control concepts.
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6 CHAPITRE 1. THEORY AND CONTROL

This first chapter is a theoretical one. The aim is to introduce
the main notations and the framework, especially the symplectic
maps and their properties.

We present two main ideas to deal with nonlinear systems or
perturbed systems : act by control or by a normal form approach.
In this thesis we focus on the first one, by providing proofs and
examples both in the continuous and in the discrete time case. We
thus shall limit to present the main theoretical features of the second
approach ; their significant role will be developed in the application
chapter.

In this chapter, we derive our main theoretical result, the control
of area preserving maps. In order to state this result, we first de-
velop the analogue in Hamiltonian systems thanks to which useful
ideas and concepts are introduced.

For the sake of completeness we present other methods of control-
ling discrete dynamical systems before closing the chapter with
the introduction of a powerful tool in nonlinear and perturbations
theory.

More precisely, this first chapter is organized in 5 sections. The
first section : theory and framework of Hamiltonian dynamics and
maps. The following two sections are dedicated to control systems
that are continuous in time (Hamiltonian control) or discrete in
time (symplectic maps). We then present a short non-exhaustive
list in the fourth section of other techniques of control. Finally the
Normal Form approach for maps is introduced.

1.1 Theoretical framework
We place ourselves in the framework of Hamiltonian mechanics, where a

physical system is described by a set of canonical variablees (see Def. 1.1.2)
x = (q p)t where q = (q1, . . . , qn) ∈ Rn and p = (p1, . . . , pn) ∈ Rn are respec-
tively the coordinate and momentum vectors. The system has thus n degrees
of freedom.

The dynamics of such system is governed by a scalar function called the
Hamiltonian H(q,p), and the equations of motion read,





q̇ =
∂H

∂p
,

ṗ = −∂H
∂q

.

(1.1)
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The system is thus represented by 2n differential equations of order 1.

1.1.1 Poisson brackets
Definition 1.1.1 If x = (q p)t ∈ R2n, the Poisson bracket of two functions
f and g is given by

{f, g} =

n∑

k=1

(
∂f

∂pk

∂g

∂qk
− ∂g

∂pk

∂f

∂qk

)
. (1.2)

Hamilton’s equations take the form

q̇k = {H, qk} ṗk = {H, pk} , k = 1, . . . , n.

Let us notice that we do not follow the more common definition which is,
for example in [Fasano and Marmi, 2006] :

{f, g} =

n∑

k=1

(
∂f

∂qk

∂g

∂pk
− ∂g

∂qk

∂f

∂pk

)
.

This change is notable but is not of great impact ; the above definitions are
equivalent up to a sign change.

Definition 1.1.2 Canonical variables qk and pk are variables in phase space
that satisfy

{qk, ql} = 0 {pk, pl} = 0 {pk, ql} = δkl.

where δkl is the Kronecker symbol :

δkl =

{
1 if k = l ,
0 otherwise.

1.1.2 Algebra of operators
The framework is the one of Lie structure. For this purpose we consider

the vector space A of C∞ real functions defined on the phase space. For any
V ∈ A, we define {V } as the linear operator acting on A such that for any
W ∈ A we have

{V }W = {V,W}
where {. , .} is the Poisson bracket. More formally, if L(A) is the space of linear
operator of A, the map

{. . .} : A → L(A) V 7→ {V }

verifies ∀ V,W ∈ A
{V }W = −{W}V (1.3)
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that is to say, the anti-symmetry and

{{V }W} = {V }{W} − {W}{V } (1.4)

the Jacobi identity.

The evolution over time of a function V ∈ A evaluated on the flow of the
Hamiltonian H ∈ A is (see Subsec. 1.1.1)

dV

dt
= {H}V, (1.5)

whose solution is formally defined by 1

V (t) = et{H}V (0), (1.6)

where

et{H} =

∞∑

k=0

tk

k!
{H}k ∈ L(A). (1.7)

Remark 1.1.3 (Convergence) The series (1.7) is well defined locally : assu-
ming some smoothness in the functions V and H, the ordinary differential equa-
tion (1.5) admits a unique solution (see for example [Miller and Michel, 1982])
that is given by this operator et{H}.

Remark 1.1.4 (Composition) The above notation {H}k refers to the com-
position of operators with {H}0 the identity operator, i.e.

∀H,V ∈ A {H}kV = {H}k−1({H}V ) and {H}0V = V.

It is then obvious that any element V ∈ A verifying {H}V = 0, is a constant
of motion under the flow of H

∀ t ∈ R et{H}V = V.

The vector space of all this constants of motion is the kernel of the operator
{H}. Let us point out that Ker{H} is not trivial (e.g. for any k such that
Hk is in A, we have {H}Hk = 0) and secondly that it is a sub-Lie-algebra
of A. Indeed, the composition, in terms of bracket, {V }W of two elements
V,W ∈ Ker{H} remains in the kernel of {H} using (1.4) :

{H}{V }W = {V }{H}W + {{H}V }W = 0.

Remark 1.1.5 (Vector field) We consider the action of an operator {H} ∈
L(A) on a vector field V = (V1, . . . , Vn) (where ∀i ∈ n Vi ⊂ A) componentwise :

{H}V := ({H}V1, . . . , {H}Vn).

We can then express the equations of motion of x ∈ R2n and their solutions in
the compact form

ẋ = {H}x ⇒ x(t) = et{H}x(0).

1. Let us note that Eq. (1.6) holds ifH is time-independent ; otherwise, it is always possible
to make H autonomous by adding a variable (e.g. the energy) conjugated to time.
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1.1.3 Three useful lemmas
The aim of this section is to present and prove three lemmas that will be

used later on. Such lemmas can be found in [Bourbaki, 1972] (Chap. 2, §6,
no 4,5) or in [Vittot, 2004].

Lemma 1.1.6

∀V,W ∈ A ∀n ∈ N0 {{V }nW} =
n∑

k=0

(
n

k

)
{V }n−k{W}{−V }k (1.8)

Proof. By recurrence. The case n = 1 is Jacobi (1.4). Let us consider (1.8)
true for n and prove it to hold for n+ 1 as well. We develop the left hand side :

{{V }n+1W} ={{V }{V }nW}
1.4
={V }{{V }nW} − {{V }nW}{V }
1.8
=

n∑

k=0

(
n

k

)
{V }n−k+1{W}{−V }k +

n∑

k=0

(
n

k

)
{V }n−k{W}{−V }k+1

=

n∑

k=1

(
n

k

)
{V }n+1−k{W}{−V }k + {V }n+1{W}

+

n∑

k=1

(
n

k − 1

)
{V }n+1−k{W}{−V }k + {W}{−V }n+1

=

n∑

k=1

[(
n

k

)
+

(
n

k − 1

)]
{V }n+1−k{W}{−V }k

+ {V }n+1{W}+ {W}{−V }n+1

=

n+1∑

k=0

(
n+ 1

k

)
{V }n+1−k{W}{−V }k.

�
Lemma 1.1.7

∀V,W ∈ A {e{V }W} = e{V }{W}e{−V } (1.9)

Proof. We use the previous lemma, sum both side of (1.8) and divide by k!
and using the linearity of {. . .}, one has




∑

k≥0

{V }k
k!

W



 =

∑

k≥0

1

k!

k∑

j=0

(
k

j

)
{V }k−j{W}{−V }j

=
∑

p,q

{V }p
p!
{W}{V }

q

q!

=
∑

p

{V }p
p!
{W}

∑

q

{V }q
q!

.
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and we conclude using (1.7).

�

Lemma 1.1.8

∀V,W ∈ A exp(e−{V }{W}e{V }) = e−{V }e{W}e{V } (1.10)

Proof. We develop the exponential

exp(e−{V }{W}e{V }) =

∞∑

k=0

1

k!
(e−{V }{W}e{V })k

and we notice that the general term, once expanded is given by

1

k!

k in total︷ ︸︸ ︷
(e−{V }{W} e{V })(e−{V }︸ ︷︷ ︸

=1

{W}e{V }) . . . (e−{V }{W} e{V })(e−{V }︸ ︷︷ ︸
=1

{W}e{V })

so,

exp(e−{V }{W}e{V }) = e−{V }
∞∑

k=0

{W}k
k!

e{V }.

�

1.1.4 Symplecticity
In the following, the notion of symplecticity will be crucial, especially in the

applications. Indeed in real systems this often implies energy preservation.
Consider the real 2n× 2n matrix

J =

(
0 1
−1 0

)
, (1.11)

with 1 and 0 respectively the identity and the null matrix, with correct dimen-
sions, e.g. n×n in (1.11). We notice the following properties of such matrices :

J−1 = J t = −J and J 2 = −1.

Using the compact notations

x =

(
q
p

)
and ∇x =

(
∂q
∂p

)
,

we can rewrite Eq. (1.1) as follows

ẋ = J∇xH(x, t) (1.12)

which is nothing but another way to express the operator {H} since (see Sub-
sec. 1.1.1) ẋ = {H}x.
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Definition 1.1.9 A real 2n× 2n matrix A is called symplectic if

AtJA = J ,

where At denotes the transpose matrix of A.

Definition 1.1.10 A map

T : R2n → R2n x 7→ T (x)

is a symplectic map if its Jacobian matrix is symplectic for all x.

In the following, we shall concentrate on maps of the form

T : R2n → R2n x 7→ T (x) := e{H}x (1.13)

for some given Hamiltonian function H. We have the following

Lemma 1.1.11 Maps of the form (1.13) are symplectic maps.

Proof. We consider the flow of H, denoted by φt, i.e. for t ∈ R, we have

φt(q(0),p(0)) = (q(t),p(t))

where q(t) and p(t) are the solutions of Hamilton’s equations with initial condi-
tions q(0) and p(0). Let us also define the Jacobian matrix of the flow at time
t by

M(x0, t) =
∂φt
∂x0

with x0 = (q(0) p(0))t. We have,

dM
dt

=
d
dt
∂φt
∂x0

=
∂

∂x0

dφt
dt

1.12
=

∂

∂x0
J∇xH

= J ∂∇xH
∂x

∂x

∂x0

= J∇2
xHM(x0, t)

with ∇2
xH the symmetric Hessian matrix of H. We then easily evaluate

d
dt

(M tJM) =
dM t

dt
JM +M tJ dM

dt
= M t(∇2

xH)t J tJ︸ ︷︷ ︸
=1

M +M t JJ︸︷︷︸
=−1

∇2
xHM

= 0.
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In other words, M tJM is constant and M(x0, 0) = 1 (at t = 0, we stay on
x0) implies

M(x0, 0)tJM(x0, 0) = J .

We thus have found the value of the constant : J . M(x0, t) is a symplectic
matrix for all t ∈ R. In particular, it is true for t = 1 and M(x0, 1) is the
Jacobian matrix of the map (1.13).

�

1.1.5 Remarks

We finish this section by giving useful remarks on notations, introducing
the ⊕ symbol and stating the KAM theorem.

Notations

In this section we denote the next iteration of the map by primed variables :

x′ = T (x) ,

whereas later, we shall also use the classical nth iterate

x(n+ 1) = T (x(n)) ,

when the number of iterations is important or when which iteration is involved
is not clear from the context.

Warped addition

Let us define as in [Chandre et al., 2005b] the warped addition, {A}⊕{B},
of two operators by

e{A}e{B} := e{A}⊕{B} . (1.14)

An explicit formula can be obtained using the Baker-Campbell-
Hausdorff first in [Dynkin, 1947], later in [Bourbaki, 1972] and more recently
in [Casas et al., 2012], where {A} ⊕ {B} is a series whose first terms are

{A} ⊕ {B} = {A}+ {B}+
1

2
({A}{B} − {B}{A}) + . . . , (1.15)

hence the warped addition is a deformation of the usual addition between
operators.
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Big-O and little-o notations

The big O notation is used to compare the size of functions around a fixed
value.

Definition 1.1.12
f(x) ∈ O(g(x)) as x→ a

⇔
∃M, δ ∈ R+ such that |f(x)| ≤M |g(x)| for |x− a| < δ.

If g(x) is non-zero for values of x sufficiently close to a, the definition can read

f(x) ∈ O(g(x)) as x→ a⇔ lim sup
x→a

∣∣∣∣
f(x)

g(x)

∣∣∣∣ < +∞.

This means that around the value a, f(x) is at most the same order as g(x).

The little-o notation imposes that the limit equals 0 :

f(x) ∈ o(g(x)) as x→ a⇔ lim sup
x→a

∣∣∣∣
f(x)

g(x)

∣∣∣∣ = 0.

This means that around a, f(x) is smaller than g(x).
It comes directly that

o(g(x)) ⊂ O(g(x)).

Everywhere in this document, the value of a is not specified and was
set to 0.

KAM theorem

We consider an integrable Hamiltonian system H, i.e. there exists a change
of variables such that it depends only on the momentum vector 2 :

H(q,p) ≡ H(−,p).

Such system has the following solution :
{
q(t) = ω(p0)t+ q0

p(t) = p0

where q0 and p0 are the initial conditions and ω = ∂H
∂p . The motion relies on

a n dimensional torus with frequency vector ω. The following theorem gives
indications on the dynamics when the Hamiltonian system is perturbed.

2. We keep the same notations by convenience : H depends only on a new momentum
vector p̃ denoted by p directly in the text.
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Theorem KAM, developed with the work of Kolmogorov [Kolmogorov, 1954],
Moser [Moser, 1962] and Arnold [Arnold, 1963], is fundamental in the study of
integrable and quasi-integrable system giving results on their stability (see also
[Fasano and Marmi, 2006] for an educational introduction to the subject).

Theorem 1.1.13 Let us consider a quasi-integrable Hamiltonian system

H(p) + εV (q,p) (1.16)

where q and p are the angle-action vectors : q ∈ [0, 2π[n and p ∈ Rn,
If p0 is a point of the action space such that

– ω0 = ∂H(p0)
∂p verifies a Diophantine condition 3 ;

– H is not locally degenerated at p0, i.e.

det

(
∂2H

∂p∂q

)∣∣∣∣
p=p0

6= 0

Then, if the perturbation is small enough (∃ε̄(ω0) > 0 such that ε < ε̄(ω0)),
the system (1.16) preserves the invariant torus with frequency ω0 that is a
perturbation of the one for H.

In concrete, starting from the Hamiltonian system H, i.e. ε = 0, and gradually
increasing the perturbation, we observe the deformation and then the destruc-
tion of invariant tori (KAM tori).

1.2 Hamiltonian Control
We shall follow the ideas and notations of [Vittot, 2004] where

the theory for this control was initially introduced. This theory has
been widely applied to several examples from toy models to fusion
plasma [Ciraolo et al., 2004b, Ciraolo et al., 2004a, Vittot et al., 2005,
Chandre et al., 2005a, Chandre et al., 2006, Benzekri et al., 2006,
Huang et al., 2006, Macor et al., 2007].

We consider a Hamiltonian system composed of an integrable part H and
a (small) perturbation V , namely

H + V .

The goal of this section is to construct a new Hamiltonian system, by slightly
perturbing the considered one, so that the new system exhibits better properties
such as “more” invariant KAM tori.

A first hypothesis is done in order to build a control term.

3. ω ∈ Rn verifies a Diophantine condition if ∃γ > 0, δ > n − 1 such that ∀k ∈ Zn\0,
|ω · k| ≥ γ (

∑ |ki|)−δ.
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Hypothesis 1.2.1 We assume the existence of an operator Γ : A → A that
verifies

{H}2Γ = {H} (1.17)

We call this operator a pseudo-inverse of {H} because the kernel of {H} is not
reduced to the operator 0.

Having the two operators {H} and Γ, we define the non-resonant operator
N and the resonant operator R as follow

N = {H}Γ, (1.18)
R = 1−N , (1.19)

with 1 the identity operator in the algebra A.
Let us notice that the hypothesis 1.2.1 is equivalent to

{H}R = 0 (1.20)

and thus the range of R is included in the kernel of {H}.

Remark 1.2.2 The operator Γ is not unique : for instance any addition of
constant will preserve hypothesis 1.2.1. In fact, any operator of the form

Γ′ = Γ +R{B} ∀ {B} ∈ L(A)

concurs with the hypothesis :

{H}2Γ′ = {H}2Γ + {H}2R{B} = {H}2Γ = {H}
because {H}R = 0.
This may allow a broader choice of the control according to the problem and
the goal to reach.

Remark 1.2.3 If {H} and Γ commute, i.e. {H}Γ = Γ{H} (this slightly streng-
thens hypothesis 1.2.1), then N and R are projectors (i.e. N 2 = N and
R2 = R) and Ker{H} = RgR that is to say, we have a description of the
set of constants of the motion. This is the case in the following example.

The operators in action : a basic example

We shall now give an example on how these operators may act on a simple
case. We consider a Hamiltonian system H in action-angle variables (θ,A) ∈
Tn ×Rn (n being the number of degrees of freedom) :

H = ω ·A
with ω ∈ Rn the vector of frequencies

ω =
∂H

∂A

that we assume to be non-resonant and constant.
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Definition 1.2.4 A vector ω ∈ Zn is resonant if there exists k ∈ Zn\{0} such
that ω · k = 0.

Definition 1.2.5 A vector ω ∈ Zn is non-resonant if and only if for k ∈
Zn ω · k = 0⇒ k = 0.

We also consider a generic autonomous element V of A written in its Fourier
expansion

V =
∑

k∈Zn
Vke

i θ·k (1.21)

where the elements Vk depend only of the actions : Vk = Vk(A).

The operator {H} is nothing but the Poisson brackets :

{H}V = {H,V }

=
∂H

∂θ

∂V

∂A
− ∂V

∂θ

∂H

∂A

= ω · ∂V
∂θ

= ω ·
∑

k∈Zn
ikVke

i θ·k (1.22)

The operator Γ is not unique [see remark 1.2.2], a possible choice is the
following one

ΓV =
∑

k∈Zn
ω·k6=0

Vk
iω · ke

i θ·k

and Eq. (1.17) is fulfilled noticing that

{H}V = ω ·
∑

k∈Zn
ikVke

i θ·k = ω ·
∑

k∈Zn
ω·k6=0

ikVke
i θ·k

The operatorN is constructed assuming the non-resonant condition (1.2.5)
where the condition ω · k 6= 0 reads then k 6= 0. We have

NV =
∑

k∈Zn
k 6=0

Vke
i θ·k

or, equivalently
NV = V − V0.

The operator R is finally

RV = V0.
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1.2.1 Control theorem for Hamiltonian systems

We now present the main theorem of this section and its proof follo-
wing [Vittot, 2004]. We consider a Hamiltonian system composed of an inte-
grable part H and a perturbation V , both element of A. The idea is, if allowed,
to add a control term such that the flow of the resulting system is in relation
with the one of the unperturbed one. More formally, the aim is to design a
conjugation between the flow of H and the flow of H + V + f(V ) where the
term f(V ) is the control term (we reject the obvious control f(V ) = −V by
requiring the control to be a perturbation of H + V ). This is achieved with

Theorem 1.2.6 Considering the above framework and under hypothesis 1.2.1,
we have the following conjugation

∀ t ∈ R et{H+V+f(V )} = e−{ΓV }et{H}et{RV }e{ΓV }

with the functions F and f : A → A defined by

F (V ) :=e−{ΓV }RV +
1− e−{ΓV }
{ΓV } NV (1.23)

f(V ) :=F (V )− V.

The second term in (1.23) must be understood as follows :

1− e−{ΓV }
{ΓV } =

∑

k≥0

{−ΓV }k
(k + 1)!

.

Indeed, using (1.7),

1− e−{ΓV }
{ΓV } =

1−
(

1 +
∑
k≥1{−ΓV }k/k!

)

{ΓV } =
∑

k≥1

{−ΓV }k−1

k!
.

Remark 1.2.7 (One the size of the control) At first order, using the above
development, we have

F (V ) = RV +NV +O(V 2) = V +O(V 2),

thus
f(V ) = V − V +O(V 2) = O(V 2).

The control is small in front of the perturbation V (likewise supposed small in
front of the integrable part H) which is meaningful with respect to the goals of
the control : slightly modifying a system, not building a different one. A detailed
proof of the smallness of f(V ) is given in [Vittot, 2004] p. 6347.
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For practical reasons, we give f(V ) in the form of a series :

f(V ) =
∑

k≥1

{−ΓV }k
(k + 1)!

(kRV + V ) . (1.24)

Indeed,

f(V ) = F (V )− V

=
∑

k≥0

{−ΓV }k
k!

RV +
∑

k≥0

{−ΓV }k
(k + 1)!

NV − V

=
∑

k≥1

{−ΓV }k
(k + 1)!

(k + 1)RV +
∑

k≥1

{−ΓV }k
(k + 1)!

NV +RV +NV︸ ︷︷ ︸
=0

−V

=
∑

k≥1

{−ΓV }k
(k + 1)!

(kRV + V ) .

It is interesting to raise up that in the case RV = 0, the controlled Hamiltonian
system H + V + f(V ) is canonically conjugate to H and f takes the form

f =

∞∑

k=2

fk, fk = −1

k
{ΓV }fk−1 with f1 = V. (1.25)

Note that fk is O(V k).

In order to prove the theorem we need to keep in mind lemmas from Sub-
sec. 1.1.3 and the following one.

Lemma 1.2.8

∀V ∈ A H + F (V ) = e−{ΓV }(H +RV ). (1.26)

Proof. By the definition (1.18) and the anti-symmetry of the bracket (1.3)

F (V )− e−{ΓV }RV =
1− e−{ΓV }
{ΓV } {H}ΓV

=
1− e−{ΓV }
{ΓV } (−{ΓV }H)

=e−{ΓV }H −H.

�
Proof of Theorem 1.2.6. Both sides of (1.26) are elements of A, we can
construct their induced operator and we have

{H + F (V )} = {e−{ΓV }(H +RV )}
1.9
= e−{ΓV }{H +RV }e{ΓV }.
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The flow of both sides are identical and read ∀ t ∈ R
exp(t{H + F (V )}) = exp(e−{ΓV }t{H +RV }e{ΓV })

1.10
= e−{ΓV }et{H+RV }e{ΓV }

Finally, taking into account hypothesis 1.2.1 expressed with the operator R
(1.20) and using Jacobi (1.4), it follows

{H}{RV } − {RV }{H} = {{H}RV } = 0.

That means that {H} and {RV } commute in L(A) and thus

et{H+RV } = et{H}et{RV }.

This concludes the proof.

�
The flow of the new Hamiltonian system H + V + f(V ) is conjugated to

the one of H +RV . This ensures that they share the same dynamics. Because
a part of the perturbation was removed (V = RV + NV → RV ), we expect
a new dynamics more regular, less chaotic 4. A complete example is treated in
Subsec. 1.2.3.

1.2.2 Higher order control
It is possible to construct higher order term, that is to say, a control whose

size is O(V k) with k > 2. This can be accomplished in different ways (especially
considering the non-uniqueness of the operator Γ). We give here an example
assuming a non-resonant condition, i.e. RV = 0.
The controlled Hamiltonian system where we emphasize the size of the pertur-
bation and the control by explicitly factorizing V and f with ε and ε2 respec-
tively reads

Hc = H + εV + ε2f.

This Hamiltonian system is integrable. So the initial Hamiltonian systemH+εV
can be rewritten as

H + εV + ε2f − ε2f = H̃ + Ṽ

with the replacements H̃ = Hc, Ṽ = −ε2f . We also consider

Γ̃ = e−ε{ΓV }Γeε{ΓV }

verifying hypothesis 1.2.1 since (1.26) holds. We thus fulfill the conditions to
apply theorem 1.2.6 and have the existence of a control term ε4g which satisfies

H + εV + ε4g = e−ε
2{Γ̃f}

(
Hc − ε2R̃f

)
.

with R̃ the resonant operator defined as R̃ = 1− {Hc}Γ̃.
We could iterate this procedure to reach other orders.

4. More attention to this notion will be given in Chap. 3.
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1.2.3 Controlling the forced pendulum model
We consider the following Hamiltonian system [Ciraolo et al., 2004b] with

1.5 degree of freedom

H(x, p; t) =
1

2
p2 + ε (cosx+ cos(x− t)) (1.27)

which models a forced pendulum. A plot of the phase space of (1.27) is given in
Figure 1.1 for different values of the parameter ε. We can see that many KAM
tori (see Subsec. 1.1.5) are preserved for small values of ε (such as 0.008 or
0.017) while chaotic orbits arise with the increase of the parameter (ε = 0.034 or
0.065). In fact, it was shown in [Chandre and Jauslin, 2002] that all KAM tori

Figure 1.1: Poincaré sections of the Hamiltonian system (1.27) for ε =
0.008, ε = 0.017, ε = 0.034 and ε = 0.065 respectively from up to down and
left to right.

vanish when ε ≥ 0.02759. We now make this Hamiltonian system autonomous
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in order to apply the theory previously developed. For this purpose we consider
the time t as another angle (let us denote it by τ) whose conjugated action is
E. Hamiltonian (1.27) becomes

H(x, τ, p, E) =
1

2
p2 + E + ε (cosx+ cos(x− τ)) (1.28)

where the angles are θ = (x, τ) and the actions are A = (p,E). The integrable
part is

H(−,−, p, E) =
1

2
p2 + E (1.29)

whose equations of motion are




ẋ =
∂H

∂p
= p

τ̇ =
∂H

∂E
= 1

ṗ = −∂H
∂x

= 0

Ė = −∂H
∂τ

= 0

and the solutions follow straightforwardly




x(t) = x0 + p0t

τ = t

p(t) = p0

E = E0.

(1.30)

So for ε = 0, we have a complete knowledge of the system and the solutions are
tori. The perturbation is (we go back in the t variable, Eq. (1.30) shows this
equivalence)

V (x, t, p, E) = ε (cosx+ cos(x− t)) ,
that we need to express in its Fourier form to apply the operators as in Sub-
sec. 1.2. Using the well-known relation

cosφ =
eiφ + e−iφ

2

we write
V (x, t, p, E) =

ε

2

(
eix + e−ix + ei(x−t) + e−i(x−t)

)

and we have the right form (1.21) with n = 2, k = (k1, k2) and

Vk1,k2 =

{
ε/2 if (k1, k2) ∈ {(1, 0), (−1, 0), (1,−1), (−1, 1)}
0 otherwise
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allowing us to calculate the four operators with the perturbation

V =
∑

k1,k2∈Z
Vk1,k2e

i(k1x+k2t).

The vector of frequencies is ω = (p, 1) and then the operators act on any
functions U ∈ A of the form

U(x, t, p, E) =
∑

k1,k2∈Z
Uk1,k2(p,E)ei(k1x+k2t)

as

{H}U =
∑

k1,k2∈Z
i(pk1 + k2)Uk1,k2(p,E)ei(k1x+k2t) (1.31)

ΓU =
∑

k1,k2∈Z
pk1+k2 6=0

Uk1,k2(p,E)

i(pk1 + k2)
ei(k1x+k2t)

NU =
∑

k1,k2∈Z
pk1+k2 6=0

Uk1,k2(p,E)ei(k1x+k2t)

RU =
∑

k1,k2∈Z
pk1+k2=0

Uk1,k2(p,E)ei(k1x+k2t). (1.32)

We apply them to the perturbation V and we find

{H}V = −ε (p sinx+ (p− 1) sin(x− t))

ΓV = ε

(
1

p
sinx+

1

p− 1
sin(x− t)

)
p 6= 0, 1 (1.33)

NV = ε (cosx+ cos(x− t)) = V

RV = 0.

Since RV = 0, we can use the simplifications and notations of (1.25) and
compute the series of f by recursion. The first term is

f2 = −1

2
{ΓV }V =

1

2

∂(ΓV )

∂p

∂V

∂x
,

since V does not depend of p. We can calculate it explicitly :

f2 = −ε
2

2
(sinx+ sin(x− t))

(
sinx

p2
+

sin(x− t)
(p− 1)2

)
p 6= 0, 1.

The other terms of the series can be found in the same way. But because there
is an infinite number of them we cannot compute f exactly.
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Figure 1.2: Poincaré sections of the controlled Hamiltonian system (1.35) for
ε = 0.008, ε = 0.017, ε = 0.034 and ε = 0.065 respectively from up to down
and left to right.

We now present two ways to pull through of this issue.

A possible simplification is to restrict the sum at its first term previously
calculated : f2. Roughly speaking this term is bigger in front of the other be-
cause fk = O(V k) and approximating the size of V by ε small, |ε| << 1, it
comes that f2 is the leading term (see Chap. 4, Sec. 4.1 for a more detailed
discussion of that kind of truncation of the control).

In order to present numerical results, it is convenient to use adapted inte-
grators, symplectic ones.

Remark 1.2.9 (Symplectic integrator) As seen before the formal solution
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of Hamilton equations is
x(t) = et{H}x(0).

where x = (q,p).
The goal of a symplectic scheme is to preserve some properties of the Ha-

miltonian systems such as the conservation of H and the symplecticity of the
flow (see Sec. 1.1.4) that most of the generic numerical methods fail to do.

In [Hairer et al., 2006] various methods are exposed. In the following, we
limited ourselves to present the scheme based on the Campbell-Baker-Hausdorff
(CBH) theorem (see [Nadolski and Laskar, 2002] for example) : if H can be
decomposed as

H = A+ εB (1.34)

then, its solution is (see the warped addition, Eq. (1.15))

et{H} = et{A}et{εB} +O(tε).

This formula is especially convenient when the flows of A and B, that are et{A}
and et{B} respectively are known. Then the integrator with time step τ reads

xk+1 = eτ{A}eτ{εB}xk.

The algorithm is : knowing xk, compute

x̃k = eτ{εB}xk

xk+1 = eτ{A}x̃k

The obvious cases where we have the knowledge of the solution of a Hamilto-
nian system is when it only depends on the momentum vector or only on the
coordinate vector.

Using the (CBH) and more generally the development of Eq. (1.15), ef-
ficient integrators of higher order have been derived, for example, the very
spread [Yoshida, 1990] and [Laskar and Robutel, 2001].

For that purpose, we shall fix the value of p in the control f2 at p∗. The
Hamiltonian system V + f2 is now independent of the actions, we can com-
pute explicitly et{V+f2} and use symplectic schemes to integrate the controlled
Hamiltonian

H + V + f2|p=p∗ . (1.35)

The first resonances lie around p = 0 and p = 1 as it is visible with the operator
ΓV , Eq.(1.36), or in the control term. For that reason, we choose p∗ = 1/2
between the two resonances.
We present in Figure 1.2 the equivalent plots of Figure 1.1 but with the addition
of the control f2|p=p∗ .
The Poincaré sections exhibit much more regularity and we can observe the
reconstruction of KAM tori in the ε = 0.034 case while none remains in the
non-controlled Hamiltonian system for the same value of ε. A zoom around
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Figure 1.3: Comparison of Poincaré sections of the perturbed Hamiltonian
system (1.27) and the controlled one (1.35) for ε = 0.034 and p∗ = 1/2.

p = 1/2 is given Figure 1.3 for ε = 0.034 in the uncontrolled case (above)
and in the controlled one (down). We clearly see the improvement and the
re-apparition of tori.

Another way to struggle the issues inherent in computing a series is to make
a shift of ω in the variable p such that the considered integrable part is linear
in the action :

H = E + ωp

and the perturbation becomes

V = ε (cosx+ cos(x− t)) +
p2

2
.
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Operators defined by Equations (1.31)-(1.32) are still valid and we find

{H}V = −ε (ω sinx+ (ω − 1) sin(x− t))

ΓV = ε

(
1

ω
sinx+

1

ω − 1
sin(x− t)

)
(1.36)

NV = ε (cosx+ cos(x− t))

RV =
p2

2
.

with ω 6= 0, 1 (chosen irrational) and after some calculations

f = εp

(
cosx

ω
+

cos(x− t)
ω − 1

)
+ ε2

(
cosx

ω
+

cos(x− t)
ω − 1

)2

.
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Figure 1.4: Poincaré sections of the controlled Hamiltonian system (1.37) for
ε = 0.034 (left) and ε = 0.065 (right) and ω = (3 +

√
5)/2.

We immediately see the advantage of this method : we have been able to
compute exactly the control term 5. On the other hand, this control is of order
ε, the same as the perturbation. We use the same “trick ” as we did before to
have a Hamiltonian system that is computable by symplectic integrators : we
put p = 0 in the control term. Doing this manipulation, the control is of order
ε2 and the full Hamiltonian system, back in the original momenta, reads

1

2
p2 + ε (cosx+ cos(x− t)) + ε2

(
cosx

ω
+

cos(x− t)
ω − 1

)2

. (1.37)

5. The terms of the series (1.24) vanish for k ≥ 3 : V and RV are quadratic in p while
ΓV does not depend on p such that after two iterations {ΓV }(kRV + V ) = 0.
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The value of ω is chosen irrational to avoid resonance problems. In the example,
it is fixed to 3+

√
5

2 .

The Poincaré sections of this Hamiltonian system are presented Figure 1.4.
The chaos has considerably been reduced and a significant number of KAM
tori were reconstructed.

Even if phase spaces presented in Figure 1.4 present a more regular shape
by comparison with those of Figure 1.2, it does not mean that the last me-
thod we used is the best one : we did several approximations and truncations
so that the control is not the one planned by the theorem. The control term
should be chosen according to the studied problem and the inherent constraints.

We can summarize this section by concluding that we have built different
robust 6 control terms responding to several criteria and showing very good
properties.

1.3 Control theory : discrete time

In the following we shall be interested in controlling a quasi-integrable sym-
plectic map in such a way that it will allow us to obtain a new, controlled, map
“closer” to the integrable part of the original map. The controlled map is expec-
ted to have a smaller number of escaping orbits and a larger region occupied
by invariant curves in a neighborhood of the origin. For this purpose, we ap-
ply the method presented in [Chandre et al., 2005b], with the modification that
in the present case the integrable part is not expressed in action-angle variables.

The developments to come are similar to those of the previous section in
the philosophy being our goal the construction of a conjugation between the
controlled map and a suitable part of the original map. As we shall present
it, the difference states in the meaning of “addition of a control term”. In the
continuous time, we added a term to the initial Hamiltonian system (“classical
”addition of C∞ functions), while in control of maps, we shall consider a war-
ped addition ⊕ (see remark 1.1.5).

1.3.1 Controlling maps : a theorem

We now state which maps we shall be interested in : integrable maps and
their perturbation. Then we propose the construction of controlled maps.

6. We shall come back to robustness when we analyze the discrete in time controls, next
section.
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Let us consider an integrable symplectic map defined through its generator
H

x′ = e{H}x , (1.38)

and consider the quasi-integrable perturbation of the former

x′ = T (x) = e{H}e{V }x , (1.39)

where x ∈ R2n and V is a perturbation, namely V = o(H).

Remark 1.3.1 The term quasi-integrable is taken from Hamiltonian systems.
In fact, most of the time, we shall know the time-1 flow of V , namely e{V }
because the model we are interested in can be decomposed in basic maps. But
we shall (unlikely) rarely know the generator M such that e{M} = e{H}e{V } as
it is explained remark 1.1.5.

Remark 1.3.2 It is obvious that the composition of two symplectic maps re-
mains symplectic and thus the map T , defined in (1.39), is symplectic.

The aim is to construct a third map, the control map, whose generator F
is small in front of the initial system (e.g. it satisfies F = o(V )). We desire the
controlled map

Tctrl = e{H}e{V }e{F} , (1.40)

to be conjugated to a map T∗, closer to e{H} than T (see (1.44) below).

Let us now focus on the following unperturbed map

1− e−{H} , (1.41)

and observe that 1−e−{H} is not invertible, e.g. its kernel contains any smooth
function of H. Indeed, consider any f ∈ C∞(R) and notice that {H}f(H) = 0 :

{H}f(H) =
∂H

∂p

∂f(H)

∂q
− ∂H

∂q

∂f(H)

∂p
=
∂H

∂p

∂H

∂q
f ′(H)− ∂H

∂q

∂H

∂p
f ′(H) = 0

then
(
1− e−{H}

)
f(H) = 0 using the definition of e−{H}.

To outmatch this difficulty we make the assumption of the existence of a
“pseudo-inverse” of this operator.

Hypothesis 1.3.3 We assume the existence of an operator G : A → A that
satisfies

G
(

1− e−{H}
)
G = G . (1.42)
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Given this operator, we define the non-resonant and the resonant operators
by

N :=
(

1− e−{H}
)
G and R := 1−N , (1.43)

which are projectors, i.e. N 2 = N and R2 = R.

The main theoretical result of this section is then stated in the following

Theorem 1.3.4 Under the above hypotheses we have

e{GV }Tctrle
−{GV } = e{H}e{RV } := T∗ , (1.44)

where
Tctrl = e{H}e{V }e{F} ,

with a control term given by

e{F} = e−{V }e{(N−G)V }e{RV }e{GV } . (1.45)

Proof. Using the warped addition, we can rewrite the controlled map into the
form

Tctrl = e{H}⊕{V }⊕{F} , (1.46)
where the control term (1.45) becomes

{F} = −{V } ⊕ {(N − G)V } ⊕ {RV } ⊕ {GV } . (1.47)

From (1.43) we have :
N − G = −e−{H}G . (1.48)

Using lemmas 1.9 and 1.10, we also have the relation

(−{H})⊕ (−{GV })⊕ {H} = −{e−{H}GV } , (1.49)

hence, combining (1.48) and (1.49), we can rewrite (1.47) as

{F} = −{V } ⊕ (−{H})⊕ (−{GV })⊕ {H} ⊕ {RV } ⊕ {GV } . (1.50)

By rearranging the terms we can get

{GV } ⊕ {H} ⊕ {V } ⊕ {F} ⊕ (−{GV }) = {H} ⊕ {RV } ,
which is nothing but (1.44) rewritten using the warped addition.

�
Remark 1.3.5 Let us observe that the control term is, as required, small com-
pared to V . In fact from (1.47) and by using the approximated formula for the
warped addition (1.15), we obtain

{F} = −{V } ⊕ {(N − G)V } ⊕ {RV } ⊕ {GV }
= −{V }+ {NV } − {GV }+ {RV }+ {GV }+ o(V )

= o(V ) ,

where we use the relation N +R = 1.
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We now give a convenient way to calculate the first order of F (i.e. of order
V 2) that we denote by F2. We place ourselves in the particular non-resonant
case : we assume RV = 0.
Using the warped addition with equation (1.45) of Theorem 1.3.4, we obtain

e{F} = e−{V }e{(N−G)V }e{RV }e{GV } = e−{V }⊕{(N−G)V }⊕{RV }⊕{GV } ,

and thus

{F} = −{V } ⊕ {(N − G)V } ⊕ {RV } ⊕ {GV}
= −{V } ⊕ {(1− G)V } ⊕ {GV }

=




1

2
({V }{GV } − {GV }{V })︸ ︷︷ ︸

(1.4)
= {{V }GV }

−{GV }


⊕ {GV }+ o({V }2)

=
1

2
{{V }GV }+

1

4
{{{V }GV }GV }︸ ︷︷ ︸

=o(V 2)

+o(V 2)

=
1

2
{{V }GV }+ o({V }2) , (1.51)

where we explicitly used the assumption RV = 0 to remove the third term on
the right hand side on the first equation and hence we wrote NV = V . We are
thus able to define the non-resonant control term, up to order V 2, to be

F2 =
1

2
{V }GV =

1

2
{V,GV } , (1.52)

and so
F = F2 + o(V 2) . (1.53)

Remark 1.3.6 (Robustness) In the following, we shall show that choosing
F2 instead of F leads to good results. This means that the control is robust : the
initial system H⊕V can be modified by terms of order o(V 2) without damaging
the quality of the controlled system.

1.3.2 Controlling the Hénon map

We now aim to give a full example of the previously detailed scheme of
control. We choose the well known Hénon map whose dynamics was studied
for example in [Hénon, 1969]. We come back to this map in Chap. 2, where we
explain the motivation of such map and in Chap. 4 and 5, where we exhibit
more advanced numerical results. For now, we concentrate on some particular
properties of the map and the construction of a control term.
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The Hénon map

The map is of the form
(
x′

p′

)
= R(ω)

(
x

p+ x2

)
; R(ω) =

(
cosω sinω
− sinω cosω

)
, (1.54)

i.e. it is the composition of a rotation of angle ω with the operation which adds
the quantity x2 to p leaving the coordinate x unchanged. We show in Fig. 1.5
initial conditions leading to non-escaping orbits after 104 iterations.

Figure 1.5: Initial conditions leading to non-escaping orbits of the Hénon map
(1.54) after 104 iterations. We take 400 by 400 initial conditions in the square
[−1.2, 1.2]2 with ω = 2πqx and qx = 0.61803.

Performing the change of variables

z = x− ip , z̄ = x+ ip , z ∈ C (1.55)

we can rewrite (1.54) simply as

z′ = eiω
(
z − i

4
(z + z̄)2

)
z ∈ C , (1.56)
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where z̄ denotes the complex conjugate of z. Being the initial map a real one
we can therefore omit the equation in the latter variable,

z̄′ = e−iω
(
z̄ +

i

4
(z + z̄)2

)
z ∈ C ;

all the information is contained in (1.56).
The a priori unusual choice z = x− ip is made in order to have eiω as factor.
The more classical definition z = x + ip implies a factor e−iω. As it will be
shown below, both choices are equivalent but in this case, we won’t have to
carry the minus sign.

Remark 1.3.7 Every quadratic area-preserving map can be written in the form
of (1.56). We can check it easily. Let us consider a generic quadratic map :

u′ = eiω
(
u+

a

2
u2 + buū+

c

2
ū2
)
,

and impose the preservation of the area (the determinant of its Jacobian matrix
equals 1) :
∣∣∣∣
∂(u′, ū′)
∂(u, ū)

∣∣∣∣ = 1+(a+ b̄)u+(ā+b)ū+(ab̄−bc̄)u2 +(aā−cc̄)uū+(āb− b̄c)ū2 = 1,

that is to say, parameters a, b and c satisfy

a = −b̄ c =
ā2

a
.

The map reads then

u′ = eiω
(
u+

1

2a
(au− āū)2

)
,

which is nothing but (1.56) after the change of variable u = z/2ia.

It is also interesting to notice that the inverse of such a quadratic map remains
a quadratic map. Indeed, we easily obtain

z = e−iωz′ +
i

4

(
e−iωz′ + eiω z̄′

)
.

In the literature, one can find different definitions of the Hénon map. For the
sake of completeness, we present four other definitions and the way to obtain
them from the initial Hénon map :

1. reflection with respect to the x axis : z → z̄

z′ = e−iω
(
z +

i

4
(z + z̄)2

) (
x′

p′

)
= R(−ω)

(
x

p− x2

)
;
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2. reflection with respect to the p axis : z → −z̄

z′ = e−iω
(
z − i

4
(z + z̄)2

) (
x′

p′

)
= R(−ω)

(
x

p+ x2

)
;

3. reflection with respect to the origin : z → −z

z′ = eiω
(
z +

i

4
(z + z̄)2

) (
x′

p′

)
= R(ω)

(
x

p− x2

)
; (1.57)

4. rotation of π/2 : z → −iz

z′ = eiω
(
z − 1

4
(z − z̄)2

) (
x′

p′

)
= R(ω)

(
x+ p2

p

)
.

The map as time-1 flow

The control is designed through composition of maps of the form (1.13).
We thus need to express the map of Hénon in such a form.
We propose the following integrable Hamiltonian system

H(pH , xH) = ω
x2
H + p2

H

2

whose equations of motion have the following solutions

xH(t) = xH0 cos(ωt) + pH0 sin(ωt)

pH(t) = −xH0 sin(ωt) + pH0 cos(ωt)

where xH0 ≡ (xH0 pH0)t are the initial conditions. It follows that

xH(t) = et{H}xH0 = R(ωt)xH0 .

Pursuing the same scheme with the perturbation

V (pV , xV ) = −x
3
V

3

we find

xV (t) = et{V }xV 0 =

(
xV 0

pV 0 + x2
V 0t

)
.

Finally, using these two Hamiltonian systems at time t = 1, we can rewrite the
Hénon map (1.54) as (

x′

p′

)
= e{H}e{V }

(
x
p

)
.

We now fulfill the framework of theorem 1.3.4 with x = (x p)t.
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Controlled Hénon map

We here expose the main steps leading to a computable control. Those steps
are fully detailed in the more general 4-dimensional case studied in Sec. 4.1
Chap. 4.

We choose the complex variables define in (1.55). In these variables, the
generators of the map are

H(z, z̄) = ω
zz̄

2

and
V (z, z̄) =

−1

24
(z + z̄)

3
.

The linear operator {H} acting on any complex monomial znz̄m (n,m ∈ N)
reads then

{H}znz̄m = iω(n−m)znz̄m

from which the relations follow

{H}kznz̄m = [iω(n−m)]kznz̄m and e{H}znz̄m = eiω(n−m)znz̄m.

We also need to find one operator G satisfying hypothesis 1.42. We can easily
check that

Gznz̄m =
1

1− e−iω(n−m)
N znz̄m

with

N znz̄m =

{
0 if ω(n−m) = 2kπ for some k ∈ Z
znz̄m otherwise

fits the requirements assuming a non-resonant condition for ω. Because G is
linear and V is a sum of monomials, we can evaluate GV in complex variables.

Back in the original variables, we find

GV (p, x) =
1

6 sin(ω) (1 + 2 cos(ω))

(
p3 (cos(ω) + 1)

2

+ 3px2 cos(ω) (cos(ω) + 1) + x3 sin(ω) (2 cos(ω) + 1)

)

and

F2(p, x) =
x2

12 sin(ω) (1 + 2 cos(ω))

(
3p2 (cos(ω) + 1)

2
+ 3x2 cos(ω) (cos(ω) + 1)

)

We obtained F2 exactly, but we need e{F2} that cannot be explicitly found
because we are not able to compute the infinite series. As in the continuous
case, we consider different possibilities in order to compute it : truncation or
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fixing some variables to constant quantities.

In this example, we first choose to truncate the series. For this purpose, we
introduce the quantity

Ck(F2) =

k∑

l=0

{F2}l
l!

that we call truncated control map of order k. It is just an approximation of
the predicted exact control map since C∞(F2) = e{F2}, or

lim
k→+∞

Ck(F2) = e{F2}.

Of course maps of that form may not (and usually will not) be symplectic. This
is discussed later, Chap. 4 Sec. 4.1.

We show in Fig. 1.6 non-escaping orbits after 104 iterations for the initial
map (1.54) (plot (a)) and the truncated controlled map of order k :

e{H}e{V }Ck(F2) (1.58)

with k = 4 (plot (b)). We clearly see a decrease of the amount of initial condi-

Figure 1.6: Non-escaping orbits of the Hénon map after 104 iterations : panel
(a) without control, panel (b) with control C4(F2) and panel (c) with control
e{F2c}. Grey dots for remaining initial conditions, white for escaping initial
conditions.

tions that escaped. To reinforce this statement we calculate the percentage
of non escaping orbits at a distance r from the origin. This is reported on
Fig. 1.7. For the uncontrolled map, 100% of the orbits remain up to a radius
r = 0.55 while this radius is increased to r = 0.72 for the controlled map (1.58).
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Figure 1.7: Percentage of non-escaping orbit versus the distance to the origin.
The blue line corresponds to the non controlled map, the green line to the
controlled map with the add C4(F2) and the black one to the control whose
generator is F2c.

In Chap. 3 we shall present tools that will allow us to show that those re-
maining orbits have good dynamical properties.

Instead of a truncation of the series, another method to compute the map
generated by F is to decrease the number of variables by fixing the momentum
p to a constant pc and thus make F independent of the momenta : F2c(x) ≡
F2(pc, x). We are then able to express e{F2c} :

e{F2c}
(
x
p

)
=

(
e{F2c}x
e{F2c}p

)
=

(
x

p− 2αp2
cx− 4βx3

)

where

α =
(cos(ω) + 1)2

4 sin(ω)(1 + 2 cos(ω))
and β =

cos(ω)(cos(ω) + 1)

4 sin(ω)(1 + 2 cos(ω))
.

We show in Fig. 1.6 (plot (c)), the non-escaping orbits after 104 iterations for
the map

e{H}e{V }e{F2c}.

We also reported on Fig. 1.7 the percentage of non-escaping orbit at distance r
from the origin. This percentage is of 100% up to a radius 0.6. The improvement
is smaller than the one of the truncated control but the map is symplectic. Other
criteria can be taken into account to compare the controlled maps and quantify
their goodness. They will be developed in Chap. 3, Chap. 4 and Chap. 5.
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1.4 On other control methods

In this section, we briefly present and analyze two other philosophies used
to control dynamical systems : automatic control and control by tuning para-
meters.

1.4.1 Automatic control

Roughly speaking, we consider a dynamical system dependent of an input
usually denoted by u that can be modified through time. The system reads

ẋ = f(x(t),u(t), t) or xn+1 = f(xn,un, n)

if the system is continuous in time or discrete in time respectively. The main
idea is to modify u along the orbit such that the system (or more specifically
the state) satisfies or reaches specific properties such as (un-)stability, or beha-
vior of certain quantities.
This represents a whole field in applied mathematics and in engineering with
sub-fields such as control and systems [Hinrichsen and Pritchard, 2005], linear
systems [Callier and Desoer, 1991] or optimal control [Locatelli, 2001]. This is
a pretty new field in mathematics that gained attention in the 20th century
with the advancement of technology : nowadays it is applied almost everywhere
in our daily routine, from the design of the water tank of the ordinary flush
toilet to the design of a lateral and longitudinal control of a Boeing (and thus
the autopilot) or in the satellite’s attitude control [Franklin et al., 2010].

We would like to stress out that this set of theories has an a priori radically
different approach than those of the previous sections even if they are close in
the goals : to change, adapt the system to reach, keep certain behaviors. Here,
these changes are made during the evolution of the system while in Secs. 1.2
and 1.3 it is carried out before, in the design of the system.
In fact such approach may be linked to the one presented Sec. 1.2 as it is
explained and the end of the following example.

As example, we present the Ott-Grebogi-Yorke control method applied to
the Hénon map. We follow the original paper [Ott et al., 1990] and the scheme
detailed in [Flake, 1998].

We consider a 2D chaotic non-linear map 7 depending on one system para-
meter u. This parameter is assumed available for external adjustment. With
respect to the discretization of time, the parameter reads un and the system

xn+1 = f(xn, un) (1.59)

7. The generalization to higher dimension is exposed in [Ott et al., 1990] but in the present
section, we restrain ourselves to controlling chaos in lower dimensional dynamical systems.
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where xn ∈ R2, un ∈ R and n ∈ N. We also assume that the map has a saddle 8

fixed point that we denote by xF (the fixed point is independent of un ∀n).

We linearize the map around xF and u ∼ 0. To that end, we shall require
that un is of order ||x − xF ||. This means that the control will be effective
locally and, there, small. We obtain

xn+1 ≈ f(xF , 0) +M(xn − xF ) + bun

where M is the Jacobian matrix of the map and b is the derivative of the map
with respect to the control, both evaluated at the fixed point without control
(u = 0). Finally, to simplify further calculation, we impose a linear control :

un = k · (xn − xF )

where k is a vector of R2. With the following notations

dn = xn − xF and C = M + bkt

we write down a new, linear, map 9

dn+1 = C dn. (1.60)

The fixed point xF will be stable if the difference xn − xF tends to 0, i.e. if
the moduli of the eigenvalues of C are smaller than 1. So we are looking for k
achieving this condition.

We know that one of the eigenvalues, λu, ofM has a modulus greater than 1
in the unstable direction eu. In the same way, we denote by λs and es the stable
eigenvalue and its corresponding eigenvector. Let us write dn in the eigenbasis
(es, eu) :

dn = ases + aueu.

We thus have, without considering the control,

dn+1 = Mdn

= M(ases + aueu)

= λsases + λuaueu.

Now, we can state the required value for k : we want to fix it in such a way
that the dynamics on the escaping direction λuaueu vanishes.
We introduce an orthonormal basis : a couple of vectors (gs, gu) satisfying

gs · eu = gu · es = 0 and gs · es = gu · eu = 1 (1.61)

8. This is an hypothesis often assumed in the control strategy.
9. We used f(xF , 0) = xF because xF is a fixed point.
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that allows us to write the matrix M in the following form

M = λsesg
t
s + λueug

t
u.

Then we left multiply (1.60) by gu and impose that gu · dn+1 = 0, that is to
say that dn+1 has no component in the eu direction. Let us develop the left
hand side of the condition :

gu · dn+1 = gu · (M + bkt)dn

= gu · (λsesgts + λueug
t
u + bkt)dn

= (λug
t
u + gu · bkt)dn.

to have gu · dn+1 = 0. The solution is

k = − λu
gu · b

gu.

We now apply this scheme to the Hénon map 10 [Hénon, 1976]

f(x, y) =

(
av − x2 + by

x

)
. (1.62)

We assume that we can make av vary by a small quantity around a that has
been initially fixed. Consequently, we write av as av = a + u, where u is the
control parameter. The map (1.62) reads

f(x, y) =

(
a− x2 + by

x

)
+

(
u
0

)
.

The unstable fixed point for the uncontrolled map is located at (xF , yF ) where

xF = yF =
b− 1 +

√
(b− 1)2 + 4a

2
.

We easily find the Jacobian matrixM and the vector b evaluated on this point :

M =

(
−2xF b

1 0

)
and b =

(
1
0

)
,

the corresponding eigenvalues,

λu = −xF −
√
x2
F + b and λs = −xF +

√
x2
F + b

10. Let us point out that this is not the same kind of map as those analyzed in Sec. 1.3 even
if they have the same name. In fact, for particular values of the parameter av and b there
exists a change of variable such that the maps are equivalent, see [Polymilis et al., 1997] for
details.
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and the eigenvectors

eu =
1√

λ2
u + 1

(
λu
1

)
and es =

1√
λ2
s + 1

(
λs
1

)
.

In order to compute the control term u, we need the vector gu of the orthonor-
mal basis. Let us denote eui the ith component of eu and similarly for es. The
vector

gu =
1

eu1es2 − eu2es1

(
es2
−es1

)

verifies conditions of Eqs. (1.61). With this last vector we can compute k and
thus un at each time step. We also want to include a constraint on the size of
the control, that is to say un shouldn’t exceed a determined quantity u∗. We
include this rule in the definition of un :

un =

{
0 if |k · (xn − xF )| ≥ u∗
k · (xn − xF ) otherwise.

Of course other smoother transitions are possible.

The following computations where performed with a = 1.29 and b = 0.3.
With these values, the unstable fixed point is located at xF ≈ 0.838486. In
Figs. 1.8, we first show the behavior of the system when the control is not
applied. The orbit follows a chaotic attractor and has an unpredictable behavior
as one can see on the right panel of Fig. 1.8.
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Figure 1.8: The Hénon map without control. On the left side, the chaotic
attractor (n = 1000 iterations). On the right side, the chaotic behavior of the
variable x (and thus also y) as a function of the time for the first 300 iterations.

We now show in Fig. 1.9, the evolution of xn with control. We observe
small variations around the fixed point already after 4 iterations : we have
maxn≥4 |xn − xF | = 0.0284. The control is thus working and moreover it is
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quick to reach its goal even for a distant initial condition (x0 = 0.5). We used
the value u∗ = 0.01, that is to say, we controlled the system with a “force” less
than half a percent (considering the amplitude of Figs. 1.8).
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Figure 1.9: The controlled Hénon map with u∗ = 0.01 for first 300 iterations.
After 5 iterations, the rest remains close (< 0.03) to the objective value xF .

The control should be independent of the initial condition. In order to
convince ourselves, we switch it on and off, i.e. it is present or absent, along
the integration. We observe that when it is off, the orbit follows the chaotic
attractor while when it is on, the system tends rapidly to the fixed point and
then oscillates (lightly) around it. This is presented by Fig. 1.10 : we switched
the control on after 50 iterations, removed it after 150 to finally put it back
at 200 iterations. We remark a delay in the occurrence of the chaotic behavior
after n = 150. Those iterations are probably already in the stable direction of
the saddle node and thus the absence of the control is not yet visible.

Finally, we test the robustness of the control by introducing some noise. We
consider the system

f(x, y) =

(
a− x2 + by

x

)
+

(
u
0

)
+ ε

(
δ1
δ2

)
.

where δ = (δ1 δ2)t has its values drawn from a standard uniform distribution
on the open interval (−0.5, 0.5) and ε is a new parameter giving the size of
the external noise. We see in Fig. 1.11 (where we also switched-on and off the
control for windows identical to Fig. 1.10) that even with a noise up to 2 times
greater than the size of the control (ε = 0.05 and u∗ = 0.01), the method
remains efficient. The behavior is the same, only the size of the oscillations
around xF increased to 0.0303 (without noise it was 0.0284).

Remark 1.4.1 (Link with Sec. 1.2) A branch of the automatic control is
concerned by the so-called port controlled Hamiltonian systems with dissipa-
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Figure 1.10: The controlled Hénon map with u∗ = 0.01 with control switched-
on and off. Control off from n = 0 to n = 50 and from n = 150 to n = 200.

tion. For example, in [Maschke et al., 2000], they consider the system
{
ẋ = [J (x)−R(x)]∇xH(x) + g(x)u

y = g(x)t∇xH(x)
(1.63)

which state-dynamics, when considered lossless, reads

ẋ = J (x)∇xH(x) + g(x)u.

That later equation describes a dynamics analogue to the one of the controlled
Hamiltonian (see theorem 1.2.6) H̃ + f (with H̃ = H + V ) :

ẋ = J∇xH̃(x) + J∇xf(x).

The comparison is not pushed any further in the present work but would be
interesting : first in order to compare the methods and the results but mainly
to propose new directions by merging concepts and techniques of both control
strategies.
Let us finally point out that the comparison can also be considered with the
technique exposed in the last chapter where dissipation is allowed, that is, in
Eq. (1.63), when R 6= 0.

1.4.2 Control by tuning parameters
Dynamical systems can depend on parameters alterable during the expe-

rience (e.g. see previous Subsec. 1.4.1) or to be set before running it. In the
following, we consider that hypothesis ; parameters should be fixed and thus
well chosen before to start the experiment. Of course this choice can radically
change the results.
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Figure 1.11: The controlled Hénon map with u∗ = 0.01 with control switched-
on and off and noise (ε = 0.05). The controlled system is robust exhibiting a
similar behavior as the one without noise.

A naive approach would be to test all the range of admissible parameters
in order to find the right ones. Even if it is possible in some cases, most of the
time this solution is not applicable : for example there could be an infinity of
possibilities (imagine a continuous parameter p ∈ [0, 1]) or running the expe-
riment could cost a lot or take too much time.

For these reasons, it is often needed to find a correct value for the para-
meters a priori. In this paragraph, we present an example of control using a
parameter. We follow the ideas of [Hanson and Cary, 1984] applied to the stan-
dard map [Chirikov, 1979]. Let us notice that the essence of this method was
applied to control Hamiltonian systems like (1.27) in [Bachelard et al., 2006].

We consider a two dimensional symplectic map depending on different pa-
rameters p1, p2, . . . , pl regrouped under the vectorial notation p (to be fixed at
the beginning) :

xn+1 = T (xn,p) (1.64)

together with a periodic point x∗ of order q (independent of p), i.e.

T q(x∗,p) = x∗

where
T q(x∗,p) = T (T q−1(x∗,p),p) with T 1 ≡ T .

We also consider the Jacobian matrix of the map denoted by M(x∗,p) that
gives us, at first order, the evolution of the distance between the fixed point
x∗ and a point x∗+ δx∗ in its vicinity. With δ ≡ T q(x∗+ δx∗,p)− T q(x∗,p),
this distance, one has

δ = Mqδx∗ (1.65)
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where
Mq = M(T q−1(x∗,p)) · · ·M(T (x∗,p))M(x∗,p)

is called the monodromy matrix. The relation (1.65) can be characterized by
the eigenvalues of Mq. Also, being T symplectic, the determinant of M is the
unity and so is the one of Mq. Therefore, the eigenvalues of Mq only depend
on its trace :

λ1,2 =
trMq ±

√
(trMq)2 − 4

2
.

In [Greene, 1968, Greene, 1979], Greene studied the persistence and destruction
of rotational invariant tori with sequences of periodic orbits. He characterized
these orbits by the so called

Greene’s residue
Considering previous notations, the Greene’s residue is

r =
1

2
− trMq

4

Using it, he also proposed a heuristic criterion ensuring the existence of an
invariant torus with irrational frequency ω :

Greene’s criterion
Considering periodic orbits of rational frequencies ωn = pn/qn, an invariant
torus with frequency

ω = lim
n→∞

ωn,

exists if
lim
n→∞

rn = 0,

where rn is the residue of the periodic orbit with frequency ωn. On the contrary,
if an invariant torus does not exist, the residues diverge to infinity.

If the eigenvalues are equal to 1, the residue vanishes. Based on these
tools, [Hanson and Cary, 1984] wrote :

“In particular, for an integrable system without island structure
the fixed points on a rational surface have zero residue. This leads
us to an empirical rule : to make a system more integrable, one
should minimize the residues of the fixed points.”

We can thus propose an ideal scheme to reduce chaos in a system : starting
with a map like (1.64), one should find periodic orbits (of possibly long period)
and use the set of parameters in order to make their Greene’s residues as small
as possible (ideally zero). Of course this is not always possible : for example the
number of parameters pi can be much smaller than the number of fixed points.
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We apply this procedure (following [Chandre, 2006]) to the standard
map [Chirikov, 1979]

T

(
An
φn

)
=

(
An+1

φn+1

)
=

(
An + ε sinφn

φn +An+1 mod 2π

)
. (1.66)

We present in Fig. 1.12, the Poincaré section of the map with ε = 1.5. Chaos is
nearly everywhere : there remains no KAM tori for that value of ε (and higher).
We add a control depending on a parameter p (the form, sin 2φn, is taken from
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Figure 1.12: Poincaré section of the standard map (1.66) with ε = 1.5. Every
KAM tori have disappeared under the perturbation.

another control strategy exposed before [Chandre et al., 2005b]) to the map to
obtain : (

An+1

φn+1

)
=

(
An + ε sinφn + p sin 2φn
φn +An+1 mod 2π

)
(1.67)

and we are looking for a good value of p reducing chaos and luckily re-establishing
KAM tori.
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We find that x∗ = (π π)t is a fixed point of (1.67) of period 2 :

T

(
π
π

)
=

(
π
0

)
and T 2

(
π
π

)
= T

(
π
0

)
=

(
π
π

)
.

We also compute the Jacobian matrix

M(A, φ) =

(
1 ε cosφ+ 2p cos 2φ
1 1 + ε cosφ+ 2p cos 2φ

)

and the monodromy matrix of (π π)t reads

M(π, 0)M(π, π) =

(
1 + ε+ 2p 4p2 + 4p− ε2
2 + ε+ 2p 4p2 + 6p+ 1− ε− ε2

)

The trace of the later matrix is 4p2 + 8p + 2 − ε2 that we want equal to 2 in
order to set to zero the residue of x∗. It gives two solutions p± :

p± = −1±
√

1 +
ε2

4

or, at first approximation

p+ ≈
ε2

8
and p− ≈ −2− ε2

8
.

The first, p+ is of order ε2, that is small in front of the initial system while
p− is of order 1. Following previous considerations (e.g. remark 1.2.7) on what
a good size for a control should be, we compute the controlled standard map
with p+. Results are exposed Fig. 1.13 where KAM tori were reconstructed for
values of A around π.

So it worked well in this case. But we would like to warn about that me-
thod : it is empirical ! In the above developed example, we zeroed only one
fixed point residue while, ideally, every fixed points residue should be zeroed.
Also the choice of the control is very important : here we have chosen a control
p sin 2φn calculated with a strong background of theory.

In order to illustrate that the method is empirical, we choose a slightly
different basis for the control, sin 4φn, and apply the same procedure. The
points (π π)t remains a fixed point of period 2 and we find two values zeroing
the residue :

p± = −1

2
±
√

1

4
+
ε2

16
.

The same arguments apply : we choose p+ being O(ε2) and find the Poin-
caré section presented Fig. 1.14 where we cannot see any improvement from
Fig. 1.12.

In conclusion, even if it can work sometimes, and thus it is worth considering
it according to the problem, we cannot (always) link the linear stability of a
fixed point to the stability in its vicinity in the nonlinear system.
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Figure 1.13: Poincaré section of the controlled standard map (1.67) with ε =
1.5 and p+ = −1+

√
1 + ε2/4. There remain KAM tori despite the perturbation.

1.5 Normal Forms

In this section we introduce the normal form approach for symplectic maps.
While in the previous sections, we dealt with nonlinearities by controlling the
system, the goal of the normal form approach is to find a different representa-
tion of the system in order to describe it more precisely, more completely.

We present the main ideas and results of [Bazzani et al., 1990] where au-
thors develop the normal form for non-resonant symplectic maps of R2n in the
neighborhood of an elliptic fixed point 11.

Previous works on such construction were done for Hamiltonian systems
such [Birkhoff, 1927, Gustavson, 1966, Meyer, 1974] but do not give an easy
generalization to symplectic maps in more than two dimensions. Dedica-
tion to this particular work can be found in [Servizi and Turchetti, 1986]

11. The Jacobian matrix evaluated on an elliptic fixed point has purely imaginary eigen-
values. The dynamics around such a point is circular motion in first approximation.
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Figure 1.14: Poincaré section of the controlled standard map (1.67) with ε =
1.5, p sin 4φn instead of p sin 2φn and p = −1 +

√
1 + ε2/4. The control does

not improve the stability around (π π)t.

or [Bazzani, 1988] before [Bazzani et al., 1990]. More recently a new algorithm
dedicated to compute a normal form for maps was presented in [Giorgilli, 2013].

We are looking for the construction of a change of variables such that in
the new variables, the system (a map or a Hamiltonian system) takes a simpler
form, i.e. exhibits more invariants, explicit (interpolating 12) flows or symme-
tries than the original system. The new system is said to be in normal form.

First we state the notations, the desired normal form and the linked results.
Secondly we apply it to the Hénon map.

12. In the case of maps.
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1.5.1 Notations and results
We consider a 2n, n ≥ 1, dimensional area preserving map (see Def. 1.1.10)

defined by {
q′ = f(q,p)
p′ = g(q,p)

(1.68)

with (q,p) ∈ Rn×Rn and f , g are real analytic functions for which the origin
is an elliptic fixed point :

Definition 1.5.1 A point (q∗,p∗) is elliptic if the Jacobian matrix of the map
(1.68) at this point admits only pure imaginary eigenvalues.

We directly switch to complex variable as we did in Eq. (1.55) but keeping the
+ sign :

z = q + ip and z̄ = q − ip
with i such that i2 = −1 and the bar-symbol,¯, denoting the complex conjugate
(applying to every components zk, k = 1 . . . n). We also define

F = f + ig .

The initial map in real variables (1.68) reads now in complex variables

z′ = F (z, z̄) . (1.69)

We choose a norm on Cn :

||z|| := max
1≤i≤n

|zi| z ∈ Cn

and consider a holomorphic function G : C2n → Cd on a polydisk

Dr := {(z,w) ∈ C2n : ||z|| ≤ r, ||w|| ≤ r}

with the jth component of G denoted by Gj and G(0) = 0. The Taylor series
of G is then

G(z,w) =
∑

k∈N2n, |k|≥1

Gk z
k1
1 wk21 . . . zk2n−1

n wk2nn (1.70)

where |k| =
∑n
i=1 |ki| and Gk ∈ Cn. We also define its projection on the

subspace of polynomials of order d with

[G]d(z,w) :=
∑

k1+···+k2n=d

Gk z
k1
1 wk21 . . . zk2n−1

n wk2nn .

We thus have that
G(z,w) =

∑

d≥1

[G]d(z,w).

In the following we assume a Diophantine condition :
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Definition 1.5.2 The frequencies ω satisfy a Diophantine condition if for
some constants γ > 0 and η ≥ n one has

|eik·ω − 1| ≥ γ−1|k|−η for all k ∈ Zn\{0}

This condition is stronger than a non-resonant condition by requiring the term
|eik·ω − 1| not to be too small.

Remark 1.5.3 (A result from Normal Form theory) With the above no-
tations and considerations it was proven by [Bazzani et al., 1990] the exponen-
tially long stability for a given set of initial conditions close to the origin. Un-
fortunately, the region described in this theorem is very small (a circle of radius
10−2, 10−3 according to the examples) by comparison with what we shall obtain
and thus not suitable for practical applications : see the application Chap. 5.

We now introduce more formally the normal form.

Considering the vector ω = (ω1 . . . ωn)t we introduce the notation

eiω = diag(eiω1 . . . eiωn)

and then
eiωz = (eiω1z1 . . . e

iωnzn)

We are looking for the following kind of map :

Definition 1.5.4 A map G is a normal form if

G(eiωz, e−iωz̄) = eiωG(z, z̄)

So we are looking for a change of variables :

z = Φ(ζ, ζ̄) (1.71)

close to the identity such that the map in these variables :

ζ′ = U(ζ, ζ̄)

is a normal form.

Φ close to the identity means that it will take the following form :

Φ(ζ, ζ̄) = ζ +
∑

d≥2

[Φ]d(ζ, ζ̄).
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We have the following diagram representing the considered map and the conju-

gation equation with its normal form :

z
F−−→ z′

Φ

x
xΦ

ζ −−→
U

ζ ′

Theorem 1.5.5 A symplectic map G in normal form with ω non-resonant
takes the form

G(z, z̄) = eiΩ(z,z̄)z (1.72)

where
Ω(z, z̄) = Ω(|z1|2, . . . , |zn|2)

is real valued function.

The result shows that, in the new variables, the map is simply a rotation with
a non-constant angle.

Proof. Let us consider only the jth component of G, namely Gj , that reads,
expanded in integer series

Gj(z, z̄) =
∑

|k|≥1

Gjk z
k1
1 z̄k21 . . . zk2n−1

n z̄k2nn . (1.73)

Considering G to be in normal form, we have

Gj(eiωz, e−iωz̄) = eiωjGj(z, z̄)

=
∑

|k|≥1

Gjk z
k1
1 z̄k21 . . . zk2n−1

n z̄k2nn eiωj (1.74)

and, using Eq. (1.73) :

Gj(eiωz, e−iωz̄) =
∑

|k|≥1

Gjk z
k1
1 z̄k21 · · · zk2n−1

n z̄k2nn eiω1(k1−k2) · · · eiωn(k2n−1−k2n).

(1.75)
We want Eqs. (1.74) and (1.75) to be equal. We obtain it if (considering the
general case where Gjk 6= 0) :

{
k2m−1 = k2m for m = 1 . . . n ,m 6= j
k2j−1 = k2j + 1

(1.76)
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With this condition, Eq. (1.73) reads

Gj(z, z̄) = zj
∑

|k|≥1

Gjk|z1|2 · · · |zn|2

=: zjφj(|z1|2, . . . , |zn|2)

=: zje
Ψj(|z1|2,...,|zn|2)

and we can write, including all components

G(z, z̄) = eΨ(|z1|2,...,|zn|2)z.

Now we consider the symplectic condition in the complex variables (z, z̄) :

{Gj , Ḡk} = δjk. (1.77)

We also use the notation ρl = zlz̄l and remark that

∂Ψj

∂zl
=
∑

m

∂Ψj

∂ρm

∂ρm
∂zl

=
∂Ψj

∂ρl
z̄l.

Now, we develop the left hand side of Eq. (1.77) :

{Gj , Ḡk} ={zjeΨj , z̄ke
Ψ̄k}

=

n∑

l=1

∂

∂zl

(
zje

Ψj
) ∂

∂z̄l

(
z̄ke

Ψ̄k
)
− ∂

∂z̄l

(
zje

Ψj
) ∂

∂zl

(
z̄ke

Ψ̄k
)

=

n∑

l=1

[(
δjle

Ψj + zje
Ψj
∂Ψj

∂ρl
z̄l

)(
δkle

Ψ̄k + z̄ke
Ψ̄k
∂Ψ̄k

∂ρl
zl

)

−
(
zje

Ψj
∂Ψj

∂ρl
zl

)(
z̄ke

Ψ̄k
∂Ψ̄k

∂ρl
z̄l

)]

=δkje
Ψj+Ψ̄k + eΨj+Ψ̄k z̄k

∂Ψ̄k

∂ρj
zj + eΨj+Ψ̄k z̄k

∂Ψ̄j

∂ρk
zj .

Condition (1.77) becomes

δjk = eΨk+Ψ̄k

[
δjk + ρk

(
∂Ψ̄k

∂ρk
+
∂Ψk

∂ρk

)]

This is solved if
Ψ̄k + Ψk = 0

whose solution is
Ψk = iΩk

with Ω real. This concludes the proof.

�
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Using the desired normal form (1.72) and the change of variables (1.71), we
want to find the change of variables Φ and the rotation vector Ω such that the
following functional equation

F (Φ(ζ, ζ̄), Φ̄(ζ, ζ̄)) = Φ(eiΩζ, e−iΩζ̄) (1.78)

is solved. Since no analytical solutions are known to exist in a neighborhood of
the origin, we solve Eq. (1.78) order by order considering Φ and Ω polynomial
functions of type (1.70). The solution (Φ, U) is not unique : if it satisfies (1.78)
then the couple (Φ∗, U) where

Φ∗ := eiΞΦ (1.79)

with Ξ = Ξ(|ζ1|2, . . . , |ζn|2) real, is also a solution. In [Bazzani et al., 1994] it
is explicitly stated :

Theorem 1.5.6 Let us consider the functional equation (1.78) where the nor-
mal form is done with respect to the group generated by the linear part eiω.
Then it is possible to compute the normal form solution, i.e. the Taylor expan-
sion at all orders of Φ and U ; this solution is unique up to a gauge group (see
Eq. 1.79).

Invariant. It is interesting to show that there exists an invariant, the so-
called interpolating Hamiltonian system, H such that

ζ′ = e{H}ζ.

Indeed, a direct computation of the time-one flow of H gives

e{H}ζd :=
∑

l≥0

{H}l
l!

ζd =
∑

l≥0

1

l!

(
∂H

∂ρd

)l
ζd = e

∂H
∂ρd ζd d = 1 . . . n

where ρd = ζdζ̄d. And thus we have the following relation

iΩd =
∂H

∂ρd
d = 1 . . . n

This Hamiltonian system is thus purely complex and depends only on the mo-
dulus of each component of ζ : H(ζ, ζ̄) ≡ H(|ζ1|2, . . . , |ζn|2).

Different algorithms exist in order to solve Eq. (1.78) up to a certain order
giving the change of coordinates and its inverse, the interpolating Hamiltonian
system and other informations, see [Bazzani et al., 1995, Todesco et al., 1997] 13
or, more recently [Giorgilli, 2013].

In the following we calculate the first orders for a specific map with n = 1
so that we can understand the first steps of the iterative process.

13. The described programs are for the case n = 2.
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1.5.2 Application to the Hénon map

We consider the Hénon map (1.57) :

z′ = eiω
(
z +

i

4
(z + z̄)2

)
(1.80)

with z ∈ C. We are thus in the case n = 1 of the previous paragraph, i.e. a 2D
map in real variables. We consider a non-resonant condition on ω and because
we are interested in rotation, we write that condition as follows

ω

2π
∈ R/Q.

We conjugate (1.80) to a normal form

ζ ′ = U(ζ, ζ̄) = eiΩ(ζζ̄)ζ

via the close to identity conjugation

z = Φ(ζ, ζ̄) = ζ +
∑

d≥2

[Φ]d(ζ, ζ̄)

The unknown functions U and Φ are determined with the functional Eq. (1.78),
in compact form :

F ◦ Φ = Φ ◦ U (1.81)

where ◦ denotes the composition : for instance F ◦ Φ = F (Φ, Φ̄).

We shall now explicitly compute the first orders of the normal form and
the conjugation. For that reason, we express F , U and Φ emphasizing the
coefficients with the following developments

z′ = F (z, z̄) =
∑

d≥1

[F ]d(z, z̄) = eiωz +
∑

d≥2

d∑

k=0

fk,d−kz
kz̄n−k,

ζ ′ = U(ζ, ζ̄) =
∑

d≥1

[U ]d(ζ, ζ̄) = eiΩ0ζ +
∑

d≥2

d∑

k=0

uk,d−kζ
k ζ̄n−k,

and

z = Φ(ζ, ζ̄) =
∑

d≥1

[Φ]d(ζ, ζ̄) = ζ +
∑

d≥2

d∑

k=0

φk,d−kζ
k ζ̄n−k.

We proceed a bit differently for the normal form because of its special form,
i.e. it has no contribution of even order :

[U ]2k(ζ, ζ̄) = 0 ∀k ∈ N ,
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and the odd contribution will always be of type ζk ζ̄k−1 with k ≥ 1. Indeed, Ω
depends only on ζζ̄ and thus :

Ω(ζζ̄) = Ω0 + Ω2ζζ̄ +O(|ζ|4).

so that

U(ζ, ζ̄) = exp(iΩ(ζζ̄))ζ = eiΩ0ζ + ieiΩ0Ω2ζ
2ζ̄ +O(|ζ|5).

Before going on let us give the coefficient of the initial map F :

f02 = f20 =
i

4
eiω f11 = 2f20 fk,d−k = 0 d ≥ 3, 0 ≤ k ≤ d.

First order.
The projection of Eq. (1.81) on the subspace of polynomials of order 1 gives :

[F ◦ Φ]1(ζ, ζ̄) = eiωζ

and
[Φ ◦ U ]1(ζ, ζ̄) = eiΩ0ζ .

It comes that
Ω0 = ω .

Second order.
We proceed similarly on the subspace of polynomials of order 2 for the func-
tional equation :

[F ◦ Φ]2(ζ, ζ̄) =[eiωΦ(ζ, ζ̄) + [F ]2(Φ, Φ̄)]2

=eiω[Φ]2(ζ, ζ̄) + [F ]2(ζ, ζ̄)

=eiω(φ20ζ
2 + φ02ζ̄

2 + φ11ζζ̄) + f20ζ
2 + f02ζ̄

2 + f11ζζ̄

(1.82)

and
[Φ ◦ U ]2(ζ, ζ̄) = [U(ζ, ζ̄) + [Φ]2(U, Ū)]2

= e2iωφ20ζ
2 + e−2iωφ02ζ̄

2 + φ11ζζ̄ .
(1.83)

By equating both sides of the functional equation at order 2, that is Eqs (1.82)
and (1.83), we get the system





eiωφ20 + f20 = e2iωφ20

eiωφ02 + f02 = e−2iωφ02

eiωφ11 + f11 = φ11

which is solved by 



φ20 =
i

4(eiω − 1)

φ02 =
ie3iω

4(1− e3iω)

φ11 =
ieiω

2(1− eiω)
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because of the non-resonance condition such solution is well defined.

Third order.
We proceed similarly. The left hand side of order 3 of the functional equation
is

[F ◦ Φ]3(ζ, ζ̄) = eiω[Φ]3(ζ, ζ̄) + [[F ]2(Φ, Φ̄)]3

whose parts are

eiω[Φ]3(ζ, ζ̄) = eiω
(
φ30ζ

3 + φ03ζ̄
3 + φ21ζ

2ζ̄ + φ12ζζ̄
2
)

and

[[F ]2(Φ, Φ̄)]3 =
i

4

[(
ζ + [Φ]2(ζ, ζ̄) + ζ̄ + [Φ]2(ζ, ζ̄)

)2
]

3

=
i

2
eiω
(
ζ3(φ20 + φ̄02) + ζ2ζ̄(φ20 + φ̄02 + φ11 + φ̄11)

+ ζ̄3(φ02 + φ̄20) + ζζ̄2(φ02 + φ̄20 + φ11 + φ̄11)
)
.

Now, the right hand side of order 3 is

[Φ ◦ U ]3 = [Φ]3(eiωζ, e−iω ζ̄) + [[Φ]2(U, Ū)]3 + [U ]3(ζ, ζ̄)

with

[Φ]3(eiωζ, e−iω ζ̄) = e3iωφ30ζ
3 + e−3iωφ03ζ̄

3 + eiωφ21ζ
2ζ̄ + e−iωφ12ζζ̄

2 ,

[[Φ]2(U, Ū)]3 = 0

and
[U ]3(ζ, ζ̄) = ieiωΩ2ζ

2ζ̄.

Therefore one has




(e3iω − eiω)φ30 =
i

2
eiω(φ20 + φ̄02)

(e−3iω − eiω)φ03 =
i

2
eiω(φ02 + φ̄20)

ieiωΩ2 =
i

2
eiω(φ20 + φ̄02 + φ11 + φ̄11)

(e−iω − eiω)φ12 =
i

2
eiω(φ02 + φ̄20 + φ11 + φ̄11)

which is solved by




φ30 =
i(φ20 + φ̄02)

2(e2iω − 1)

φ03 =
i(φ02 + φ̄20)e4iω

2(1− eiω)

Ω2 =
1

2
(φ20 + φ̄02 + φ11 + φ̄11)

φ12 =
i(φ02 + φ̄20 + φ11 + φ̄11)e2iω

2(1− e2iω)
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We notice that we do not have conditions on φ21. As we already pointed out
there is no unique solution for the NF. This value can be fixed in order to make
Φ symplectic for example.

The procedure we followed for the first 3 orders can be generalized, see for
example the program ARES [Bazzani et al., 1995] or follow [Giorgilli, 2013].
We used the later to plot in Fig. 1.15, the normal form of the Hénon map in
the z and ζ planes. We used 103 iterations and the coefficients of the normal
form were taken up to order 6.

Figure 1.15: Map (1.80) in the z plane (left) and in the normal form ζ plane
(right).
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The goal of this chapter is to derive a 4 dimensional map mo-
delling the dynamics of a circular particle accelerator. We sketch
the main steps and approximations in order to pass from Lorentz
equation to the map.
Two sections compose the chapter. In the first one we make some
assumptions and approximations, we present a development of the
magnetic field and obtain a set of 2 ordinary differential equations
of order 2 representing the dynamics under study. In the second
part we first consider the linear terms of these equations and intro-
duce the ingredients of maps. Finally we consider one way, the thin
lens approximation, to include nonlinearities in the maps.

These two sections are the result of various readings, often pre-
senting same concepts with different scale of details or interpreta-
tion. We mainly focused on

– [Scandale and Turchetti, 1990], proceedings treating nonlinear
problems in particle accelerator where we especially consulted
the contributions of Turchetti, Bountis, Giorgilli and Forest ;

– [Turner, 1994] focusing on the work of Rossbach and Schmüser
in parallel with [Steffen, 1985] and [Lee, 2012] for the first
section ;

– [Bazzani et al., 1994, Scandale and Turchetti, 1990] for the se-
cond section.

We found details and useful complementary information in the follo-
wing references [Servizi and Turchetti, 1986], [Bazzani et al., 1988],
[Henke et al., 1992], [Forest, 1998], [Wilson, 2001], [Close, 2004],
[Chao and Chou, 2008] and [MacKay and Conte, 2012].

2.1 Equations of motion

2.1.1 In a fixed coordinate system

In accelerator physics, there is one curve, the design orbit, that all particles
should follow (see Fig. 2.1). This is the ideal case : in reality many particles
will deviate from that orbit. In order to make these deviations small, focusing
forces are required. In this chapter we consider curved orbits for which bending
forces are also needed. We thus need both bending and focusing forces. This
is effectively obtained with electromagnetic fields which exert on the particles
the Lorentz force

F = e(E + v ×B) (2.1)

where e is the electron charge and E and B respectively the electric and ma-
gnetic fields.
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Figure 2.1: A curved design orbit where bending elements are required (ma-
gnets).

Standard values for high velocities v ≈ c and moderate 1 magnetic field of
1 Tesla give

Bv ≈ 3 · 108m

s

V s

m2
= 3 · 108 V

m
.

Thus a magnetic field of one Tesla gives the same bending force as an electric
field of 300 million Volts per meter for relativistic particles. Because of this
large scale separation, we therefore only consider transverse magnetic fields.
Eq. 2.1 thus becomes

F = e(v ×B) (2.2)

where we consider relativistic particles.

Also, we consider the total energy of the particle

E =
m0c

2

√
1− v2

c2

and we recall [Benson, 1999] that its variation with time in the presence of an
external force is

Ė = v · F
where we use the dot notation (˙) = d

dt ( ). Since v is perpendicular (Eq. (2.2))
to v × B which is proportional to F , we have that v · F = 0 and thus the
energy and the relativistic mass are constant in static magnetic fields. Finally
the equation of motion reads

v̇ =
e

m
(v ×B) (2.3)

where we use the relation F = mv̇.

1. Neodymium magnets, available in classical stores, and used, for example, in hard disk
drive, produce a magnetic field of the order of 1 Tesla [Thiry, 2002].
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We now fix a Cartesian coordinate system {y, x, s} 2 and rewrite the position
vector r in such coordinates :

r = yy0 + xx0 + ss0

v = ṙ = ẏy0 + ẋx0 + ṡs0

v̇ = r̈ = ÿy0 + ẍx0 + s̈s0

that we can insert in Eq. 2.3. The result is

ÿ =
e

m
(ẋBs − ṡBx)

ẍ =
e

m
(ṡBy − ẏBs)

s̈ =
e

m
(ẏBx − ẋBy)

where the components of the magnetic field in this coordinate system were
used : B = (By BxBs)

t.

As we shall see in the following, it is convenient to follow the evolution of
a particle along the s axis instead of the classical time t. For that purpose, we
insert primed variables instead of dotted ones :

y′ =
dy

ds
and x′ =

dx

ds
.

We find 3

ẏ = y′ṡ ẋ = x′ṡ (2.4)

ÿ = y′′ṡ2 + y′s̈ ẍ = x′′ṡ2 + x′s̈ (2.5)

and thus

s̈ =
e

m
ṡ(y′Bx − x′By)v2 = ṡ2 + ẏ2 + ẋ2 = ṡ2(1 + y′2 + x′2) . (2.6)

We thereby obtain the trajectory equations in the fixed coordinate system along
the s variable

y′′ = v
ṡ
e
p

(
x′Bs − (1 + y′2)Bx + x′y′By

)

x′′ = −vṡ ep
(
y′Bs − (1 + x′2)By + x′y′Bx

)

with
v

ṡ
=
√

1 + y′2 + x′2 and p = mv

2. The choice of the letters and the order y, x and s is classical in particle accelerator
physics literature.

3. ÿ = d
dt

(ẏ) = d
dt

(y′ṡ) = ds
dt

d
ds

(y′ṡ) = ṡ
(
d
ds

(y′)ṡ+ d
ds

(ṡ)y′
)

= y′′ṡ2 + y′
ds

dt

d

ds

ds

dt︸ ︷︷ ︸
=s̈
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2.1.2 In a curved coordinate system
Homogeneous field, radius and curvature

From now on we consider the design orbit to be a circle and study a sim-
plified case where there is only a vertical constant magnetic field :

Bx ≡ Bs ≡ 0 and By ≡ B = const.

Then, comparing the pseudo centrifugal force and the Lorentz force it comes

evBy = −mv
2

ρ
⇒ e

p
By = −1

ρ

that quantifies the magnetic field By at first order and conversely for ρ. To
convince ourselves, we can obtain the same result evaluating the curvature 4 :

κ :=
x′′

(1 + x′2)3/2
=
e

p
By = const. =: −1

ρ
.

Curved coordinate system

We choose the reference trajectory, the center of the beam, in the plane y ≡
0 and we want to describe particle trajectories nearby that reference trajectory.
We introduce a right handed rectangular system of coordinate {y, x, s} that
follows this trajectory, see Fig. 2.2.

Figure 2.2: Curved system coordinates

It is also often (e.g. [Turner, 1994]) described thanks to a cylindrical coor-
dinate system {y, r, φ} : put r = ρ+ x and for s small, φ = s/ρ.

4. We set y′0 = 0 as initial condition to simplify the calculations.
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Equations of motion

We now write down the trajectory equations in the curved coordinate sys-
tem. First, we recall the derivatives with respect to time of the moving axis :





ẏ0 = 0

ẋ0 =
ṡ

ρ
s0

ṡ0 = − ṡ
ρ
x0

With the vector R joining the fixed frame to the moving one, i.e. R = ρx0, we
find the following equations for the position, the speed and the acceleration :

r = R+ yy0 + xx0 (2.7)

ṙ = ẏy0 + ẋx0 + ṡ(1 +
x

ρ
)s0 (2.8)

r̈ = ÿy0 +

(
ẍ− ṡ2

ρ
(1 +

x

ρ
)

)
x0 +

(
2ẋ
ṡ

ρ
+ s̈(1 +

x

ρ
)

)
s0 (2.9)

where we use Ṙ = ṡs0.

We set again

y′ =
dy

ds
and x′ =

dx

ds
.

Thus we find that
v

ṡ
=

√(
1 +

x

ρ

)2

+ y′2 + x′2

and, by differentiation,
s̈

ṡ2
= −1

2

(v2/ṡ2)′

v2/ṡ2

We can now write the equation of motion using the Lorentz equation (2.3) :

y′′ + s̈
ṡ2 y
′ = v

ṡ
e
p

(
x′Bs − (1 + x

ρ )Bx

)

x′′ + s̈
ṡ2x
′ − 1

ρ (1 + x
ρ ) = − vṡ ep

(
y′Bs − (1 + x

ρ )By

) (2.10)

2.1.3 Magnetic field expansion
In this paragraph we derive an expansion of the magnetic field B. There

exist different (and various) ways to proceed : expansion of the magnetic fieldB,
expansion of the vector potentialA, expansion of the scalar potential V or other
combinations in different choices of coordinates. These choices are related to the
specificity of the considered problem [Wilson, 2001]. Following [Turner, 1994],
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we present an expansion both in A and V .

We shall use complex variables and for that reason we use the conventional
coordinates notation z = x + iy where y is the vertical coordinate and x the
horizontal one.

Also we consider the magnets to be long in front of their section radius :
in this way the effect of the field at the termination of the magnet will be ra-
ther small. We thus do not consider these edge effects. Let us remark that this
assumption is dedicated to this specific problem and that in many other cases
these side contributions should be (and are) taken into account.

We consider a two dimensional field that verifies the second of the Maxwell’s
equations :

∇ ·B = 0 .

It comes that there exists a vector potential A such that

B = ∇×A .

The vector potential A has only a component in the s direction because of the
transversality of the magnetic field :

A =




0
0
As




and we can write B in this component

B =




By
Bx
Bs


 = ∇×A =




∂As/∂y
−∂As/∂x

0


 .

This implies that B derives from a scalar potential V :

B = −∇V

and we find the relations

Bx = −∂V
∂x

=
∂As
∂y

and By = −∂V
∂y

= −∂As
∂x

. (2.11)

We now define a complex potential function of z = x+ iy by

ϕ(z) = As(x, y) + iV (x, y)

with Eqs. (2.11) being the Cauchy-Riemann conditions for the real and imagi-
nary part of an analytic function. Indeed, we have that

∂ϕ

∂x
+ i

∂ϕ

∂y
= 0.
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The complex function ϕ(z) is thus analytic and therefore can be expanded in
a power series :

ϕ(z) =

∞∑

n=0

ϕnz
n with ϕn = λn + iµn . (2.12)

This series is convergent within a radius rc.

It is also convenient to introduce the largest conceivable deviation of beam
particles from the reference orbit. We denote 5 this quantity by r0. For example,
r0 = 1cm for the LHC [Lee, 2012]. We shall also call Bmain the magnitude of the
main field component. Those two quantities allow us to rescale the coefficients
λn and µn to obtain the normalmultipole coefficients bn and the skewmultipole
coefficients an :

bn = − nλn
Bmain

rn−1
0 and an =

nµn
Bmain

rn−1
0 (2.13)

with b0 = a0 = 0 since they will not contribute to the magnetic field.

Now, using Eqs. (2.12) and (2.13), we find

As(x, y) =<
∞∑

n=0

ϕnz
n

=−Bmain
(
b1x+ a1y +

b2
2r0

(x2 − y2) +
a2

r0
xy +

b3
3r2

0

(x3 − 3xy2)+

a3

3r2
0

(3x2y − y3) +
b4
4r3

0

(x4 − 6x2y2 + y4) +
a4

r3
0

(x3y − xy3)± . . .
)

V (x, y) ==
∞∑

n=0

ϕnz
n

=Bmain

(
a1x− b1y +

a2

2r0
(x2 − y2)− b2

r0
xy +

a3

3r2
0

(x3 − 3xy2)−

b3
3r2

0

(3x2y − y3) +
a4

4r3
0

(x4 − 6x2y2 + y4)− b4
r3
0

(x3y − xy3)± . . .
)

5. We distinguished r0 and rc because rc depends on the series expansion while r0 is
chosen as parameter according to the accelerator. In this case r0 ≈ rc.
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We can now express the magnetic field, using for example the gradient of V :

Bx(x, y) =Bmain

(
−a1 +

b2
r0
y − a2

r0
x− a3

r2
0

(x2 − y2)+

b3
r2
0

2xy − a4

r3
0

(x3 − 3xy2) +
b4
r3
0

(3x2y − y3)± . . .
)

By(x, y) =Bmain

(
b1 +

a2

r0
y +

b2
r0
x+

a3

r2
0

2xy+

b3
r2
0

(x2 − y2) +
a4

r3
0

(3x2y − y3) +
b4
r3
0

(x3 − 3xy2)± . . .
)

or, in a more compact form,

By + iBx = Bmain

∞∑

n=1

(bn + ian)

(
x

r0
+ i

y

r0

)n−1

(2.14)

Similarly, we can use polar coordinates (r, φ) :

x = r cosφ y = r sinφ zn = rn(cosnφ+ i sinnφ)

to get

Bφ(r, φ) = Bmain

∞∑

n=1

(bn cosnφ+ an sinnφ)

(
r

r0

)n−1

Br(r, φ) = Bmain

∞∑

n=1

(−an cosnφ+ bn sinnφ)

(
r

r0

)n−1

From the last set of equations, it comes that

|(B)n| =
√

(Br)2
n + (Bφ)2

n = Bmain

(
r

r0

)n−1√
a2
n + b2n

i.e. the magnitude of the 2n-pole field component is independent of the direc-
tion, and it gives a reason to the normalization (2.13) : an and bn express the
field contribution of the nth multipole to the main field.

We have shown in the very first simple case (see § 2.1.2) that By = − 1
ρ
p
e ,

i.e. a dipole acting vertically. This corresponds to Bmain = p/e and b1 = −1/ρ.
Similarly, we can increase the order to find (see details in [Turner, 1994]) the
values of table 2.1 where g is the gradient of the magnetic field.

Remark 2.1.1 (Scaling the magnetic field) In order to introduce the map
formalism, we shall need a scaled 6 version [Lee, 2012, Floyd et al., 1942] of the
magnetic field (2.14) :

6. kn
(n−1)!

← bn
rn−1
0

, jn
(n−1)!

← an
rn−1
0

, Bmain ← B0ρ and B0κ← −Bmain(b1 + ia1)
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Normal dipole (n = 1)
Bx(x, y) = 0 By(x, y) = Bvert
Skew dipole (n = 1)
Bx(x, y) = −Bhor By(x, y) = 0
Normal quadripole (n = 2)
Bx(x, y) = −gy By(x, y) = −gx
Skew quadripole (n = 2)
Bx(x, y) = gx By(x, y) = −gy
Normal sextupole (n = 3)
Bx(x, y) = g′xy By(x, y) = 1

2g
′(x2 − y2)

Skew sextupole (n = 3)
Bx(x, y) = 1

2g
′(x2 − y2) By(x, y) = −g′xy

Table 2.1: Values of magnetic field for normal and skew dipoles, quadripoles
and sextupoles.

By(x, y; s) + iBx(x, y; s) = B0

(
ρ

∞∑

n=1

[kn(s) + ijn(s)]
(x+ iy)n

n!
− κ(s)

)
.

The multipolar coefficients kn and jn are respectively the normal and skew
gradients :

kn(s) ≡ 1

B0ρ

∂nBy
∂xn

∣∣∣∣
(0,0;s)

jn(s) ≡ 1

B0ρ

∂nBx
∂yn

∣∣∣∣
(0,0;s)

2.1.4 Equations of motion for a single particle
Performing the following approximations

v

ṡ
≈ 1 +

x

ρ
(2.15)

s̈ ≈ 0 (2.16)
1

p
≈ 1

p0
(1− ∆p

p0
) (2.17)

Eqs. (2.10) become with the notations of remark 2.1.1 :

d2x

ds2
+

(
1

ρ(s)2
− k1(s)

)
x = <

[ ∞∑

n=2

kn(s) + ijn(s)

n!
(x+ iy)n

]
(2.18a)

d2y

ds2
+ k1(s)y = −=

[ ∞∑

n=2

kn(s) + ijn(s)

n!
(x+ iy)n

]
(2.18b)

In this form such equations cannot be solved exactly. That is why we introduce
a discrete time version : the maps that allow us to tackle the problem.
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2.2 Maps
In this section we derive the equation of motion of a one-turn map of a

linear lattice with a single normal sextupole.

We introduce the transfer map and concentrate on the linear motion solving
Hill’s equations (see Eqs. (2.21)). We can therefore introduce the Courant-
Snyder coordinates. Finally, non-linearities are taken into account.

2.2.1 The one turn map
Considering a circular accelerator composed of L magnetic elementsM(m)

(m = 1 . . . L), sketched in Fig. 2.3, we introduce the transfer map M (m).

Figure 2.3: Sketch of a circular accelerator composed of L magnetic elements
M(m).

M (m) denotes the function that transforms the phase space coordinates at
the beginning of the element magnet M(m) to the coordinates at the end of
the element. Explicitly,

M (m) : R4 → R4 x(sm) = M (m)(x(sm−1)).

We put s0 = 0 and the total length of the accelerator will then be sL.

Remark 2.2.1 (M (m) is symplectic) Equations of motion (2.18) can be de-
rived from the time dependent (here s whose evolution is considered linear)
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Hamiltonian function

H(x, px, y, py; s) =
p2
x + p2

y

2
+

(
1

ρ(s)2
− k1(s)

)
x2

2
+ k1(s)

y2

2

−<
[ ∞∑

n=2

kn(s) + ijn(s)

(n+ 1)!
(x+ iy)n+1

]
.

Therefore M (m) is the Hamiltonian flow that propagates the initial condition
x(sm−1) to x(sm). It was shown in Chap. 1 Sec. 1.1 that such a map is sym-
plectic.

We now consider a full turn : we want to propagate x(s0) to x(sL). This is
accomplished with the one-turn map M which is the composition of L transfer
maps of single element :

M = M (L) ◦M (L−1) ◦ · · · ◦M (2) ◦M (1),

and thus, it follows that x(sL) = M(x(s0)). Except when it is explicitly stated,
we shall focus mainly on such full turn. For this reason, we adopt the following
notations

x ≡ x(s0) and x′ ≡ x(sL) (2.19)

that are more compact. We thus denotes one iteration ofM by (see also Fig. 2.4)

x′ = M(x).

In the following, we pay attention to the linearization of the Eqs. (2.18).

Figure 2.4: The effect of the one-turn map M in a circular accelerator.
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Because we choose the reference orbit passing through the origin, we have
that M(0) = 0 and thus M has no constant term and we write the decompo-
sition

M(x) = L(x) + higher order terms.

where L is the linear part, L(x) ≡ Lx. For example, the linear map representing
a drift in the positions of length l is (see Fig. 2.5)

Ldrift =




1 l 0 0
0 1 0 0
0 0 1 l
0 0 0 1


 . (2.20)

Figure 2.5: Representation of a drift of length l with initial momenta px.

2.2.2 Hill’s equations
We consider the linearized version of Eqs (2.18) :

d2x

ds2
+

(
1

ρ(s)2
− k1(s)

)
x = 0 , (2.21a)

d2y

ds2
+ k1(s)y = 0 . (2.21b)

They both have the same structure and they are called in the literature Hill’s
equations [Lee, 2012].

Because they have the structure of a linear oscillator with varying frequency
we propose the solutions of the form

x(s) =
√
εxβx(s) sin(ψx(s) + δx) (2.22a)

y(s) =
√
εyβy(s) sin(ψy(s) + δy). (2.22b)
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The amplitudes are βx(s) and βy(s), the phase advances are ψx(s) and ψy(s).
The 4 constants εx, εy, δx and δy are determined by the initial conditions. Let
us stress out that these 4 quantities are thus constants of motion.

Substituting Eqs. (2.22) in Eqs. (2.21), we obtain the following conditions




ψ′xβ
′
x + ψ′′xβx = 0

ψ′yβ
′
y + ψ′′yβy = 0

β′x
1

2
− β′2x

1

4βx
− βxψ′2x + βx

(
1

ρ2
− k1(s)

)
= 0

β′y
1

2
− β′2y

1

4βy
− βyψ′2y + βyk1(s) = 0

The first two equations give the relation between amplitude and phase advance :

ψx(s) = cx

∫ s

0

dσ

βx(σ)
ψy(s) = cy

∫ s

0

dσ

βx(σ)

The constants cx and cy can be chosen to fix ψx(0) and ψy(0). The functions
βx and βy, dependent on the magnetic field, can be chosen to be periodic
(see [Lee, 2012]). In accelerator physics, those quantities have specific names

– βx and βy are the beta functions ;
– the constants εx and εy are the emittances ;
– qx and qy are the linear tunes of the machine where

qx =
ψx(sL)

2π
and qy =

ψy(sL)

2π
.

With this formalism in place, we can write Eqs. (2.22) as

x(s) = T (s)R(s)w

if we define

w =




√
εx sin δx√
εx sin δx√
εy sin δy√
εy sin δy


 and T (s) =




√
βx(s) 0 0 0
−αx(s)√
βx(s)

1√
βx(s)

0 0

0 0
√
βy(s) 0

0 0
−αy(s)√
βy(s)

1√
βy(s)




where

αx(s) = −β
′
x

2
αy(s) = −β

′
y

2

and R is a the direct sum of two rotation matrices :

R(ψx(s), ψy(s)) =




cosψx(s) sinψx(s) 0 0
− sinψx(s) cosψx(s) 0 0

0 0 cosψy(s) sinψy(s)
0 0 − sinψy(s) cosψy(s)


 .
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T is invertible and thus w = T (0)−1x(0) since x(0) = T (0)w where we recall
that we have chosen s0 = 0. T is also periodic and it comes that T (sL) = T (0).
Using the notations (2.19) and putting T ≡ T (0), we write down the one-turn
linear map :

x′ = Lx , L = TRT−1

The matrix L is called the Twiss matrix and its explicit form is

L =

(
Lx 0
0 Ly

)

where

Lx =

(
cos(2πqx) + αx sin(2πqx) βx cos(2πqx)

− 1+α2
x

βx
sin(2πqx) cos(2πqx)− αx sin(2πqx)

)

and

Ly =

(
cos(2πqy) + αy sin(2πqy) βy cos(2πqy)

− 1+α2
y

βy
sin(2πqy) cos(2πqy)− αy sin(2πqy)

)

with βx , βy , αx and αy evaluated at s = 0.

2.2.3 Courant-Snyder coordinates
The Courant-Snyder coordinates [Courant and Snyder, 1958] are obtained

by left multiplying the one-turn map x′ = Lx by T−1. The motion becomes
the direct sum of two rotations :

x̂′ = Rx̂

where the change of coordinates is

x̂ = T−1x.

We have the commuting diagram, representing such transformation :

x
L−−→ x′

T

x
xT

x̂ −−→
R

x̂′

The previous invariants εx and εy become

εx = x̂2 + p̂2
x and εy = ŷ2 + p̂2

y .
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In the old coordinates, we have a symplectic linear map that preserves the
areas in the planes (x, px) and (y, py). The orbits, in these planes are ellipses,
in the new coordinates, they become circles with the same areas. This effect is
sketched in Fig. 2.6.

Figure 2.6: Effect on the Courant-Snyder change of coordinates on the phase
space.

We summarize the notations in the linear motion :
1. Initial coordinates :

x′ = Lx , x = (x, px, y, py)

2. Courant-Snyder coordinates :

x̂′ = R(ω)x̂ , x̂ = (x̂, p̂x, ŷ, p̂y) ,





x̂ = β
−1/2
x x

p̂x = β
−1/2
x (αxx+ βxpx)

ŷ = β
−1/2
y y

p̂y = β
−1/2
y (αyy + βypy)

where ω = (ψx, ψy) = (2πqx, 2πqy)

3. The emittances in both coordinates

εx =
1

βx

(
x2 + (αxx+ βxpx)2

)
= x̂2 + p̂2

x

εy =
1

βy

(
y2 + (αyy + βypy)2

)
= ŷ2 + p̂2

y.

2.2.4 Non-Linearities
In this subsection, we use the thin lens approximation 7 in order to derive

a map representing the motion of Eqs. (2.18) including the non-linearities.

7. Because the non-linearities act on a single, thin, physical place. In opposition to the
thick approximation considering the full length l of the magnet element.
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We first transform the 2 second order ordinary differential Eqs (2.18) into
a system of 4 ordinary differential equations of first order :

dx

ds
= A(s)x+ f(x, y; s) , (2.23)

where

A(s) =




0 1 0 0
k1(s)− 1

ρ2(s) 0 0 0

0 0 0 1
0 0 −k1(s) 0


 ,

and

f(x, y; s) =




0
fx(x, y; s)

0
fy(x, y; s)


 (2.24)

with

fx(x, y; s) = <
[ ∞∑

n=2

kn(s) + ijn(s)

n!
(x+ iy)n

]

fy(x, y; s) = −=
[ ∞∑

n=2

kn(s) + ijn(s)

n!
(x+ iy)n

]
.

Eq. (2.23) can be formally solved with the following integral form

x(s) = L(s, sm−1)x(sm−1) +

∫ s

sm−1

L(s, t)f(x, y; t)dt

= L(s, sm−1)

(
x(sm−1) +

∫ s

sm−1

L(sm−1, t)f(x, y; t)dt

)
(2.25)

where x(sm−1) is the initial condition and L(s, sm−1) is the linear transfer map
satisfying the conditions

dL(s, sm−1)

ds
= A(s)L(s, sm−1)

L(sm−1, sm−1) = I

L(sm−2, sm−1)L(sm−1, s) = L(sm−2, s)

2.2.5 Thin lens approximation
A solution of Eq. (2.25) can be obtained by the thin lens approximation.

We consider that the non-linearity is concentrated in a finite number of places
of [sm−1, sm].
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Figure 2.7: Location of the action of the nonlinearities in the one-kick ap-
proximation for one magnet : all the nonlinearities act in a single spot at the
very beginning of the element.

The next developments assume the latter fact to hold at only one place : at
the beginning of the element, just after sm−1, see Fig. 2.7.

We denote that location by sm−1 + 0. This method is called the one-kick
approximation : the non-linear content acts only on sm−1+0 by the replacement

f(x, y; s)→ f(x, y; s)lδ(s− (sm−1 + 0)) (2.26)

where the δ-function has the following properties :
∫ 0+ε

0−ε
δ(s)ds = 1

∫ 0+ε

0−ε
δ(s)f(x, y; s)ds = f(x, y; 0)

for any positive ε.

In the substitution (2.26), the addition of l should be understood as a weight
function such that the initial size of the non-linearity is conserved.

The transfer map for the rest of the element is straightforward : from sm−1+
ε to sm, non-linearities are not considered and we thus have

x(sm) = L(sm, sm−1 + ε)x(sm−1 + ε).

Now, we consider what effect has the non linearity from sm−1 to sm−1 + ε.
We execute the computation for x and px. Results are similar in the y and py
variables. Considering the solution on integral form Eq. (2.25) and the value of
f given Eq. (2.24) with its substitution, one calculates

∫ sm−1+ε

sm−1

dx

ds
ds = x(sm−1 + ε)− x(sm−1) = O(ε) ,

and
∫ sm−1+ε

sm−1

dpx
ds

ds = px(sm−1 + ε)− px(sm−1) = lfx(x, y; sm−1) +O(ε) .
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In the limit ε→ 0, one obtains the kick map :



x
px
y
py



s=sm−1+0

=




x
px + lfx(x, y; s)

y
py + lfy(x, y; s)



s=sm−1

and the one kick approximation is then

xone-kick(sm) = L(sm, sm−1)(x(sm−1) + lf(x, y; sm−1)).

For instance, the one-kick map of a drift (see Eq. (2.20)) with non-linearities
is



x
px
y
py



sm

=




1 l 0 0
0 1 0 0
0 0 1 l
0 0 0 1







x

px + <∑∞n=2
Kn(s)+iJn(s)

n! (x+ iy)n

y

py −=
∑∞
n=2

Kn(s)+iJn(s)
n! (x+ iy)n




sm−1

(2.27)
where

Kn = lkn and Jn = ljn.

Finally, we give the map we shall deal with in the following chapters. It is the
map (2.27) of a linear lattice with a single normal sextupole (n = 2) in the one
kick approximation :




x′

p′x
y′

p′y


 = L




x
px + K2

2 (x2 − y2)
y

py −K2xy


 (2.28)

or, in the Courant-Snyder coordinates (see Subsec. 2.2.3),




x̂′

p̂′x
ŷ′

p̂′y


 = R(ω)




x̂

p̂x + K2

2 β
3
2
x (x̂2 − βy

βx
ŷ2)

ŷ

p̂y −K2β
3
2
x
βy
βx
x̂ŷ


 . (2.29)

This map was extensively study, for example in [Scandale and Turchetti, 1990,
Bountis and Kollmann, 1994, Vrahatis et al., 1996, Bountis and Skokos, 2006,
Vrahatis et al., 1997, Boreux et al., 2012b, Boreux et al., 2012a].
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The aim of this chapter is to introduce in details the numerical
tools used to analyze and describe dynamical systems and specifi-
cally those we shall use in the application chapter.

In the first section, we take the time to present a definition of a
chaotic orbit. Being such definition a not trivial one, we introduce
other ingredients than the most spread one : sensitive dependence
on initial conditions.

In Sec. 3.2, we present Chaos Indicators based on deviation vec-
tors : the Maximum Lyapunov Exponent [Benettin et al., 1980], the
Smaller ALignement Index [Skokos, 2001] and the Mean Exponen-
tial Growth of Nearby Orbits [Cincotta and Simó, 2000].

Sec. 3.3 is dedicated to the study of spectral me-
thods [Guzzo and Benettin, 2001, Laskar, 1999]. We treat the Fre-
quency Map Analysis of Laskar based on the analysis of a time series
constructed by the coordinates of the orbit under study. For such
an orbit, we recover the first frequencies and their corresponding
amplitude that we can use in order to characterize its chaoticity.

A last section is dedicated to give an example on which the
indicators are used and briefly compare them. We then conclude
that all tools, that is to say chaos indicators based on deviation
vectors and based on signal analysis, perform a good analysis. While
the first class is only dedicated to detect chaos, the second one
can provide other information on an orbit (in particular its main
frequencies). If both available, both should be used, if only to check
each other results.

3.1 Chaos

As we introduced the dynamical systems in Chap. 1, they essentially come
in two classes :

1. Continuous time dynamical systems : expressed by differential equations,
for example

ẋ = f(x, t) ;

2. Discrete time dynamical systems : expressed by “difference” equations,
for example

x(n+ 1) = f(x, n).

Considering such systems, we previously already have given some ingredients
of chaos : destruction/absence of regular behavior, close initial conditions lea-
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ding to strongly different orbits. We now give it a precise definition follo-
wing [Banks et al., 2003]

Definition 3.1.1 Let V be a set. We say that a map f : V → V , is chaotic on
V if :

1. f has sensitive dependence on initial conditions ;

2. f is transitive ;

3. periodic points are dense in V .

In this definition we use the concept of sensitive dependence on initial condi-
tions :

Definition 3.1.2 f has sensitive dependence on initial conditions at x if there
exists δ > 0 such that, for any neighborhood I of x, there exists y ∈ I and n ≥ 0,
such that ||fn(x)− fn(y)|| > δ.

This definition means that there exist points arbitrarily close to x that will
eventually be δ-distant from each other after n iterations. So sensitivity refers
to the behaviors of two orbits which diverge (see remark 3.1.4 on the rate of
the divergence) away from each other as iterations proceed.
Let us also remark that, behind the mathematical concepts, it also means that
in a system sensitive to initial conditions, a very small error on the knowledge
or measure of an initial condition can be rapidly amplified.
This concept is maybe the most spread one in the idea of chaos. For instance,
the butterfly effect (or the domino effect : chain of event leading to large-scale
alterations), inspired by the article of Lorenz [Lorenz, 1963] and its strange
attractor, see Fig. 3.1.

Figure 3.1: The strange attractor of Lorenz.
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While the first condition compares at least two orbits, the idea of chaos can
also be seen from one orbit exhibiting an irregular behavior, see for example
Fig. 3.2 that shows the first iterations of a particular initial condition. This
orbit wanders all over the domain (in this case [0, 1]). This is linked (considering

0 5 10 15 20 25 30 35 40 45 50
0

0.2

0.4

0.6

0.8

1

Figure 3.2: The first 50 iterations of the logistic map Q4(x) = 4x(1− x) with
initial condition x0 = 0.3.

intervals instead of points) to the concept of transitivity :

Definition 3.1.3 A map f : V → V is transitive if for every pair of not empty
disjoint subsets I and J of V there is an n such that fn(I) ∩ J 6= ∅.

This definition imposes the existence of points that move from any arbitrarily
small subsets to any other arbitrarily small subsets ; roughly speaking there are
points going everywhere.
Let us remark that this property does not always imply chaos. For example,
the map

x 7→ x+
√

2 mod 1

fills all its domain, [0, 1], but is not chaotic.

Finally the last condition seems quite opposite to the previous ones since
one might think of periodic orbit as ingredient of regularity and predictability.
In fact these periodic orbits can be unstable and thus when another point ap-
proaches a periodic one it is pushed away. This is the contribution to chaos.

This full definition of chaos is hard to check for a particular orbit. In fact,
in practice, mainly the condition on the sensitivity on initial conditions will be
tested to characterize an orbit as chaotic or regular. We present such techniques
in the rest of the chapter.

Remark 3.1.4 (Exponential divergence) When motion exhibits a sensi-
tive dependence on initial conditions, we expect that two trajectories starting
very close together will rapidly diverge from each other. In many examples, this
speed of divergence is exponential, that is to say, if the initial distance between
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two initial conditions is δ0, then after a time t, it will be

δ(t) ∼ δ0eλt (3.1)

where λ is called the Liapunov exponent. For example, in the case of the Lorenz
attractor (see Fig. 3.1), λ ∼ 0.9. The link (3.1) has sense only for a finite time
span (in order to keep the orbits in the considered domain). Many references,
such as [Strogatz, 1994] or [Hilborn, 1994] include this criteria to the definition
of chaos.

3.2 Deviation vectors

3.2.1 Tangent map
In order to introduce chaos indicators, we first need to define deviation

vectors. Deviation vectors are meant to represent a second orbit, close to the
considered one, see Fig. 3.3.

Figure 3.3: Evolution of a deviation vector v along the orbit of x.

Considering thus x̂ = x + v, where v is the so-called deviation vector, we
have

x̂′ = f(x̂) = f(x+ v) = f(x) +M(x)v +O(v)2 ,

whereM is the Jacobian matrix of the map f . Since, x̂′ = x′+v′ and x′ = f(x),
we find the tangent map ; the evolution of v at first order :

v′ = M(x)v

or, when the iterate is explicit :

v(n+ 1) = M(x(n))v(n) . (3.2)

Initial conditions, v(0), are chosen according to the indicator, often randomly.
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Various recent references (see for example [Darriba et al., 2012,
Maffione et al., 2011, Skokos, 2010] and references therein) treat the way
of computing such indicators. This is not the direct concern of this section :
we restrain the discussion in defining 3 of these indicators and then give a few
directions to compare them.

3.2.2 The Maximum Lyapunov Exponent
Following [Benettin et al., 1980], we define themaximal Lyapunov exponent,

or largest Lyapunov characteristic number (LCN) λ1 of an orbit (x(n))n≥0 as
the limit for n→∞ of the quantity

L1(n) =
1

n
ln
||v(n)||
||v(0)|| , i.e. λ1 = lim

n→∞
L1(n) (3.3)

where v(0), v(n) are deviation vectors from the orbit at n = 0 and n > 0
iterations, respectively, whose equations of motion are given in Eq. (3.2).

The LCN measures the rate of exponential divergence of initially nearby
orbits in the phase space of the dynamical system as time goes to infinity.

Based (only) on the first criterion of chaos (see Def. 3.1.2), we have the
following rule

For a given orbit (x(n))n≥0 and its associated largest Lyapunov characteristic
number λ1

λ1 > 0 ⇒ (x(n))n≥0 CHAOTIC

For λ1 = 0, both scenarii could have occurred : for example the deviation
vector has a polynomial divergence and the orbit is chaotic, or the deviation
vector remains constant and the orbit is regular.

Numerically speaking, the main problem of this indicator is the need for
computing very large time scales in order to qualify λ1 to be zero or not.
Moreover, as it is point out in [Bountis and Skokos, 2012]

“Their values vary significantly in time and may only be used
in the long time limit when the exponents have converged with
satisfactory accuracy.”

This drawback was overcome with different new indicators. We present two
of them : the SALI and the MEGNO.

3.2.3 The Smaller ALignement Index
The Smaller ALignement Index (SALI) was introduced in [Skokos, 2001]

and was applied in various works such [Bountis and Skokos, 2006,
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Petalas et al., 2008, Boreux et al., 2012b, Boreux et al., 2012a].

In order to compute the SALI we need to follow the time evolution of 2
deviation vectors. Also, only their direction will be important, we thus consider
them normalized from step to step :

v̂i(n) =
vi(n)

||vi(n)|| , i = 1, 2 .

The SALI is defined as

SALI(n) = min{||v̂1(n) + v̂2(n)||, ||v̂1(n)− v̂2(n)||}

whence it is obvious that SALI(n) ∈ [0,
√

2], see Fig. 3.4.

Figure 3.4: Evolution of the construction of the SALI by following the respec-
tive position of two deviation vectors along the iterates.

In the case of an ordered orbit, the two vectors evolve tangentially to the
torus that supports the orbit. They keep different directions : they do not
align and thus the SALI remains constant.
On the contrary, in the case of a chaotic orbit, the deviation vectors
eventually go in the unstable direction and SALI falls exponentially to
zero [Skokos et al., 2007].

The rule is thus (apart from the case of remark 3.2.1)

For a given orbit (x(n))n≥0 and its associated (SALI(n))n≥0

SALI(n) > 0 ∀n ∈ N ⇒ (x(n))n≥0 REGULAR
SALI(n)→ 0 (exponentially) ⇒ (x(n))n≥0 CHAOTIC

Remark 3.2.1 (2D maps) In the case of an ordered orbit for a 2D map,
the torus on which the orbit is confined is unidimensional and thus the devia-
tion vectors eventually align and SALI goes to zero. Hopefully SALI tends to
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zero, both for ordered and chaotic cases, but following completely different time
rates [Skokos, 2001] : the rule becomes

For a given 2D orbit (x(n))n≥0 and its associated (SALI(n))n≥0

SALI(n)→ 0 as n−2 ⇒ (x(n))n≥0 REGULAR

SALI(n)→ 0 as e−n ⇒ (x(n))n≥0 CHAOTIC

Remark 3.2.2 (Initial conditions) Generally speaking, the initial condi-
tions for the deviation vectors can be chosen randomly. However, in practice,
in order to avoid a random choice of initial vectors (nearly) aligned, they can
be chosen orthogonal to each other.

Let us remark that a generalization for higher dimensional system of this
method exists : the Generalized ALignement Index (GALI) based on k deviation
vectors, introduced in [Skokos et al., 2007].

3.2.4 The Mean Exponential Growth of Nearby Orbits
The Mean Exponential Growth factor of Nearby Orbits (MEGNO) and the

mean-MEGNO were introduced in [Cincotta and Simó, 2000] for continuous
systems and later in [Cincotta et al., 2003] where the MEGNO and the mean-
MEGNO are generalized and defined for maps. This pair of indicators has been
a success especially in astronomy and astrodynamics [Goździewski et al., 2001,
Breiter et al., 2005, Valk et al., 2009, Hinse et al., 2010, Mestre et al., 2011,
Compère et al., 2012, Hubaux et al., 2013].

The MEGNO is defined for maps after n iterations by

Y (n) =
2

n

n∑

k=1

k ln

( ||v(k)||
||v(k − 1)||

)

where v is a deviation vector. If the orbit is chaotic, Y (n) oscillates around
the asymptote λ1

n
2 . If the orbit is confined on an invariant torus, it oscillates

around the fixed value 2 (see [Cincotta et al., 2003]).

In order to eliminate the oscillations, let us also consider the mean-MEGNO

Y (n) =
1

n

n∑

k=1

Y (k) .

While Y (n) may not converge nor admit a limit for n→∞, it was proven
[Cincotta and Simó, 2000] that the asymptotic value of Y yields to a clear
characterization of the regular or chaotic nature of orbits.

We summarize its behavior by the following :
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For a given orbit (x(n))n≥0 and its associated mean-MEGNO

Y (n)→ 0 ⇒ (x(n))n≥0 REGULAR PERIODIC

Y (n)→ 2 ⇒ (x(n))n≥0 REGULAR QUASI-PERIODIC

Y (n) ∼ λ1n

2
⇒ (x(n))n≥0 CHAOTIC

3.3 Frequency Map Analysis
In this section we introduce another method, the Frequency Map Analysis

(FMA), of characterizing an orbit as chaotic or regular. FMA is based on the
analysis of a time series that allows to recover the main frequencies (and their
corresponding amplitude) of a signal. Thanks to its precision it has been used
with success in several studies. For example let us mention applications to
the Solar System [Laskar, 1990] and Extra Solar Systems [Gayon et al., 2008],
to Particle Accelerators [Nadolski and Laskar, 2003] or in Space Geo-
desy [Delsate et al., 2010].

We present here the sketch of the method following [Laskar, 1993b,
Laskar, 1999].

3.3.1 The Method
We consider a function f(t) with values in the complex domain :

f(t) =

∞∑

k=1

ake
iνkt , (3.4)

whose we suppose a numeric knowledge on a finite time span [−T, T ]. The
frequency analysis algorithm dwells in searching a quasi-periodic approximation
of the initial function such that it is a finite number of elementary trigonometric
monomials, e.g.

f̃(t) =

N∑

k=1

ãke
iν̃kt .

The frequencies ν̃k and their corresponding amplitudes ãk are determined
following an iterative process.
The first frequency ν̃1 is found maximizing the function

φ(ν) = 〈f(t), eiνt〉

where the scalar product 〈f(t), g(t)〉 is defined by

〈f(t), g(t)〉 =
1

2T

∫ T

−T
f(t)g(t)χ(t)dt
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and where χ(t) is a weight function, positive, even and such that

1

2T

∫ T

−T
χ(t)dt = 1.

Even if many candidates fulfill the conditions to be the weight function, the
Hanning window filter, χ1(t) is often chosen :

χ1(t) = 1 + cos(πt/T ) ,

whose generalization is

χp(t) =
2p(p!)2

(2p)!
(1 + cos(πt/T ))p . (3.5)

As a result, the first periodic term eiν̃1t is found. Its complex amplitude is
obtained by orthogonal projection of f(t) on eiν̃1t. The remaining frequencies
ν̃2, . . . , ν̃N and their complex amplitudes ã2, . . . , ãN are found similarly consi-
dering the initial function lightened of the already found parts ãkeiν̃kt. For
example, in order to find ν̃2 we consider (instead of the initial function f(t))
the function

f(t)− ã1e
iν̃1t .

Let us finally point out that generally the functions eiν̃kt are not orthogonal, it
is thus necessary to orthogonalize the set of functions (eiν̃kt)k, when projecting
f iteratively.

This procedure leads to the following result :

Theorem 3.3.1 (Proposition 1 of [Laskar, 1999]) For a KAM solution
f(t) of the form (3.4) and using the weight function (3.5), the application of
the frequency analysis algorithm over the time span [−T, T ], as described above,
provides a determination ν̃1 of the frequency ν1 with a precision ν1− ν̃1 having
the asymptotic expression for T →∞

ν1 − ν̃1 =
(−1)p+1π2p(p!)2

ApT 2p+2

∑

k∈Zn

<(ak)

Ω2p+1
k

cos(ΩkT ) + o

(
1

T 2p+2

)
,

with

Ωk = 〈k,ν〉 − ν1 ; Ap = − 2

π2


π

2

6
−

p∑

j=1

1

j2


 .

In particular, the use of a Hanning window (p = 1) ensures that for a KAM
solution, the accuracy of determining the main frequencies will be proportional
to 1/T 4 which will usually be several orders of magnitude better than a classic
Fast Fourier Transform method, where the precision is only proportional to
1/T .
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3.3.2 Chaotic orbits
Second derivative

Let F be the frequency map that associates a frequency to a signal on a
time span [0, T ]. This map should be regular for action corresponding to regular
motion, in fact the map should be C∞ [Laskar, 1993a]. On the contrary, for
chaotic motion (corresponding to jumps in the frequencies), the map is no
longer a diffeomorphism.

An estimate of the first derivative of F can be computed using

δF (y) = F (y)− F (y − h) = hF ′(ζ) ζ ∈ [y − h, y];

and for the estimate of the second derivative, we have

δδF (y) = F (y)− 2F (y − h) + F (y − 2h) = h2F ′′(ζ) ζ ∈ [y − 2h, y].

Let us set the error when computing F to ε. Then the error committed com-
puting δF is 2ε and the one computing δδF is 4ε. Considering that the first
and second derivatives are of the order of the unity in regular motion, we need
2ε < h for the computation of the first derivative and 4ε < h2 for the compu-
tation of the second derivative in order to have a relevant result.

This is the reason why the estimate of the second derivative δδF can be
used as a chaos indicator. It is a more useful tool than the estimate of the
derivative δF ; if we want an accuracy of 10−8, we need a step size of 10−4

while we should use the same order with the estimate of the first derivative.
Regrettably this indicator is not usable in the future studied cases : in order

to be precise, the step size h should be small while in map theory it is fixed to
h = 1. We therefore do not insist on this indicator.

Diffusion index

In the case of regular motion, orbits lay on a torus with fixed frequencies.
The analysis of the diffusion of the frequency with respect to time can thus
give an estimate of the chaoticity of a considered orbit [Laskar, 1993a].

For that purpose, we decompose the time span [−T, T ] into two time spans,
for example [−T, 0] and [0, T ], on which we evaluate the main frequency. We
obtain ν(1)

1 and ν(2)
1 . Then the diffusion index D is

D =

∣∣∣∣∣
ν

(2)
1 − ν(2)

1

ν
(2)
1

∣∣∣∣∣ (3.6)

The smaller D is, the lesser is the frequency diffusion and the orbit is regular.
On the contrary, if the diffusion is important the orbit is considered chaotic
because it is not characterized by a unique frequency.

Def. (3.6) of D can be largely modified. We can take more than 2 sub-
intervals, for example if we consider n sub-interval Tk ⊂ [−T, T ] (k = 1 . . . n)
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and the corresponding frequencies ν(k)
1 (k = 1 . . . n) then D takes the form

D = max
i,j

∣∣∣ν(i)
1 − ν

(j)
1

∣∣∣ . (3.7)

We can also consider only adjacent intervals : we choose Def. (3.7) with j ←
i+ 1.
Sometimes, it is interesting to consider more than one signal associated to one
initial condition (see [Nadolski and Laskar, 2003] and Chap. 5), for example
considering two signals, we find two main frequencies, for instance νx and νy,
and the diffusion index is

D =

√(
ν

(1)
x − ν(2)

x

)2

+
(
ν

(1)
y − ν(2)

y

)2

(3.8)

Finally, we present a combination of the two last possibilities in the case of two
signals :

D =

√(
max
i,j

∣∣∣ν(i)
x − ν(j)

x

∣∣∣
)2

+

(
max
i,j

∣∣∣ν(i)
y − ν(j)

y

∣∣∣
)2

. (3.9)

Similarly to the previous section, we summarize when we consider an orbit as
chaotic or not according to the value of D.

For a given orbit (x(n))n≥0 and its associated diffusion index D,

D ∼ 0 ⇒ (x(n))n≥0 REGULAR
D > 0 ⇒ (x(n))n≥0 CHAOTIC

Remark 3.3.2 (The signal) The signal presented in the beginning by f(t)
can usually be chosen freely. For example if x ∈ R2, we can choose f(t) =
x1±ix2 or f(t) = x2±ix1 or other combinations (see Chap. 5 for an application
in R4).

3.4 Application and comparison
In this section, we analyze the Hénon map (see Sec. 1.3.2 and remark that

it corresponds to a flat beam of the Eq. (2.29) that we shall investigate in
Chap. 4, Sec. 4.2) :

(
x′

p′

)
= R(ω)

(
x

p+ x2

)
; R(ω) =

(
cosω sinω
− sinω cosω

)
,

with the different indicators presented before. We set ω = 2πqx with
qx = 0.61803 and the number of iterations to 104. We consider initial
conditions in the square (x, p) ∈ [−1.2, 1.2]2 with a discretization mesh
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Figure 3.5: From left to right : the log10 of λ1, Y and SALI for different initial
conditions. The three indicators exhibit the same structure.

of 6 · 10−3. We showed only initial conditions leading to non-escaping or-
bits. We first plot the results of indicators based on deviation vectors in Fig. 3.5.

The indicators give us the same information : very stable orbits near the
origin and on two groups of islands. This stable zone at the origin may seem
bigger with the SALI indicator. We used a logarithmic scale in order to make
distinction between dots.
Also, the SALI panel is composed with many values close to 0. We have to
keep in mind that it tends to zero both for regular and chaotic orbits of 2D
maps, but with different time rates.

We then produced comparable plots using the frequency map analysis. It
is reported in Fig. 3.6. In this case, we considered only one signal : z = x+ ip.

Figure 3.6: Panel (a) : Frequency of the all signal. Panel (b) : log10 of the
diffusion index.
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We first show the main frequency obtained on the full signal. We observe a
variation of that frequency according to the distance to the origin. Then we
plot log10D where we choose the diffusion index of Eq. (3.7). Structures arise :
even for initial conditions “far ” from the origin, we observe zones where the
frequency remains constant along the signal.
Let us finally insist that these structures are identical to those obtained with
deviation vectors. Frequency map analysis is thus also a good chaos indicator.

Our goal was to present the indicators and not to compare them. Such
comparison was recently presented 1 first for maps in [Maffione et al., 2011]
and extended to general continuous time systems in [Darriba et al., 2012]. They
conclude indicating which indicator or which combination of indicators should
be used according to the goal pursued.

1. They treat only deviation vectors based methods : they do not incorporate the FMA.
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This chapter merges different parts previously developed. The
scheme is logical : we apply the control theorem 1.3.4 to the model
of particle accelerator, Eq. (2.29), derived in Chap. 2. In order to
convince ourselves of the effectiveness of the new map, we use the
SALI to highlight the results. They are promising.

These results have already been published in peer-reviewed jour-
nals. We include the two articles, namely [Boreux et al., 2012b]
and [Boreux et al., 2012a], once we have given a brief presentation.

4.1 Hamiltonian control used to improve the
beam stability in particle accelerator models

In the following article, the 4D model of Eq. (2.29) of a ring particle acce-
lerator is first expressed as composition of maps expressed as time-one flow of
a Hamiltonian function (see Eq. (1.13), p. 11). Then the control theorem 1.3.4
can be applied. The resulting new, controlled, map is expressed as a series. In
order to implement it, we perform a truncation and discuss its validity because
of the loss of symplecticity. Then we present the gains such as the increase of
the dynamical aperture or the decrease of the number of chaotic orbits. We
have chosen the chaos indicator SALI to complete this task.
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We derive a Hamiltonian control theory which can be applied to a 4D symplectic map that
models a ring particle accelerator composed of elements with sextupole nonlinearity. The
controlled system is designed to exhibit a more regular orbital behavior than the uncon-
trolled one. Using the Smaller Alignment Index (SALI) chaos indicator, we are able to show
that the controlled system has a dynamical aperture up to 1.7 times larger than the original
model.

� 2011 Elsevier B.V. All rights reserved.

1. Introduction

Particle accelerators are technological devices which allow studies at both ‘‘infinitely small scale’’, e.g. particles respon-
sible for elementary forces, and ‘‘extremely large scale’’, e.g. the origin of cosmos. In a simplified approach, such devices are
composed of basic elements sequence: focusing and defocusing magnets, accelerating electromagnetic fields and trajectory
bending elements as they are used in the case of ring accelerators. The resulting dynamics is nonlinear, and can be described,
in the absence of strong damping, by a conservative system. This system can be modeled by a symplectic map built from the
composition of several elementary maps corresponding to each basic magnetic element.

One of the main problems found in the dynamics of ring accelerators is to study the stability around the nominal orbit, i.e.
the circular orbit passing through the centre of the ring. Each component of the ring can be seen as a nonlinear map, that
deforms the trajectory at large amplitude. Moreover, such maps possess stochastic layers whose effect is the reduction of
the stability domains around the nominal circular orbit (the so-called dynamical aperture – DA) [1]. Such behaviors imply
that (chaotic) nearby orbits can drift away after a few ring turns, eventually colliding with accelerator’s boundaries, and con-
sequently reduce the beam lifetime and the performance of the accelerator.

The aim of the present paper is to derive a reliable improvement of the stability of the beam by increasing the DA in a
simplified accelerator model, consisting of only one type of element having a sextupole nonlinearity [2–5].

We work in the framework of the Hamiltonian control theory presented in [7,8], where two methods to control symplectic
maps have been described, namely using Lie transformations and generating functions. In the present paper we use the
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former method, that allows direct determination of the new controlled map; avoiding the possible problems related to coor-
dinate inversion.

The aim of control theory is to improve selected features of a given system, by slightly modifying its Hamiltonian with the
addition of a small control term, so that the new system and the unperturbed one are conjugated namely, they have the same
dynamics. This technique is particularly suitable whenever one can directly act on the system and modify it, e.g. in the case
of a particle accelerator where the addition of a control term in the Hamiltonian function can be seen as the introduction of a
suitable magnet in the accelerator lattice.

In our study, we use the Smaller Alignment Index (SALI) [6,10–12] method, which is an efficient indicator for character-
ising orbits as chaotic or regular in Hamiltonian flows and symplectic maps. The SALI is computed using the time evolution of
two deviation vectors along the studied orbit.

The paper is organized as follows: we introduce the model in Section 2 and present a general result for the control of sym-
plectic maps in Section 3. We apply the theory to the symplectic map model of a standard ring accelerator in Section 4. We
briefly recall the SALI chaos indicator in Section 5, while Section 6 presents our numerical results on the behavior of the con-
structed model. Finally, in Section 7 we summarize our conclusions. Further technical details can be found in Appendix A.

2. The model

Let us consider a system consisting of a charged particle and a simplified accelerator ring with linear frequencies (tunes)
qx, qy, with a localized thin sextupole magnet (for more details the interested reader is referred to [2]). The magnetic field of
this element modifies the orbit once the particle passes through it. The basic model is:

x01
x02
x03
x04

0
BBB@

1
CCCA ¼

cos x1 � sinx1 0 0
sin x1 cos x1 0 0

0 0 cos x2 � sinx2

0 0 sinx2 cos x2

0
BBB@

1
CCCA

x1

x2 þ x2
1 � x2

3

x3

x4 � 2x1x3

0
BBB@

1
CCCA ¼ T

x1

x2

x3

x4

0
BBB@

1
CCCA; ð1Þ

where x1(x3) denote the deflection from the ideal circular orbit in the horizontal (vertical) direction before the particle enters
the element and x2(x4) are the associated momentum. Primed variables denote positions and momenta after the particle left
the element. The parameters x1 and x2 are related to the accelerator’s tunes1 qx and qy by the relations x1 = 2pqx and x2 = 2
pqy. The first matrix in (1) describes the linear motion of a particle, which corresponds to a simple rotation in the phase space.
The nonlinearity induced by the thin sextupole magnet is modeled by the 2nd order polynomial expression in (1). The particle
dynamics at the nth turn, can be described by the sequence xðnÞ1 ; xðnÞ2 ; xðnÞ3 ; xðnÞ4

� �
nP0

, where the (n + 1)th positions and momenta
are defined as a function of the nth ones by (1).

The map (1) decomposes in an integrable part and a quadratic perturbation, respectively the system is associated to the
following Hamiltonian (see Appendix A)

Hðx1; x2; x3; x4Þ ¼ �x1
x2

1 þ x2
2

2
�x2

x2
3 þ x2

4

2
and Vðx1; x2; x3; x4Þ ¼ �

x3
1

3
þ x1x2

3; ð2Þ

more precisely (1) can be written in terms of Poisson brackets2 as

~x0 ¼ Tð~xÞ ¼ efHgefVg~x: ð3Þ

Here~x ¼ ðx1; x2; x3; x4ÞT, with T denoting the transpose of a matrix, and by definition, for any function f defined in the phase

space, {H}f = {H, f} = (rH)TJrf, with J ¼ 0 1
�1 0

� �
, being the symplectic constant matrix,

efHgf ¼
X
nP0

fHgn

n!
f and fHgnf ¼ fHgn�1ðfHgf Þ: ð4Þ

Maps of the form (1) have already been studied in [6] where it has been shown that chaotic orbits reduce the DA to a
hypersphere of radius �0.39 in the 4-dimensional phase space (see Figs. 5 and 6 of [6]). The goal of the present paper is
to show that the stability region of the nominal circular orbit can be increased once the map (1) is controlled by an
appropriately designed map.

3. Control theory for symplectic maps

The aim of Hamiltonian theory is to provide mathematic tools to be able to modify the dynamics of a symplectic system.
With this, it is possible to manipulate intrinsic features, e.g. to reduce the chaotic regions in phase space or to build invariant
tori.

1 Such parameters have been fixed throughout this work to the values qx = 0.61803 and qy = 0.4152, corresponding to a non-resonant condition (see [5]).
2 In the literature one can sometimes find the alternative equivalent notation {H} = LH.
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In the following we will be interested in controlling a quasi-integrable symplectic map in such a way that it will allow us
to obtain a new, controlled map ‘‘closer’’ to the integrable part of the original map, and thus increase the stability region
around the nominal circular orbit. This is of great importance since chaos diffusion channels in phase space with unpredict-
able consequences in configuration space. The controlled map is expected to have a smaller number of escaping orbits and a
larger region occupied by invariant curves in a neighbourhood of the origin. For this purpose, we apply the method presented
in [8], with the modification that in the present case the integrable part is not expressed in action-angle variables. In par-
ticular, the integrable part is a rotation, so the present theory applies to perturbations of rotations, instead of maps close
to identity.

Let us consider an integrable symplectic map defined through its infinitesimal generator3 H

~x0 ¼ efHg~x ð5Þ

and consider the quasi-integrable map perturbation of the former

~x0 ¼ Tð~xÞ ¼ efHgefVg~x; ð6Þ

where~x 2 R2N and V is a perturbation, namely V = o(H). The aim of Hamiltonian control theory, is to construct a third map,
the control map, whose generator F is small (it satisfies F = o(V)). The controlled map

Tctrl ¼ efHgefVgefFg; ð7Þ

will be conjugated to a map T⁄, closer to e{H} than T (see (11) below). We note that the use of the exponential of a Poisson
bracket, ensures that such maps are symplectic by construction.

To be more precise, let us define the unperturbed map

A�1 ¼ e�fHg ð8Þ

and observe that ð1�A�1Þ is not invertible, since its kernel contains any smooth function of H. Thus we assume the existence
of a ‘‘pseudo-inverse’’ operator, G, that should satisfy (see [8] for details)

Gð1�A�1ÞG ¼ G: ð9Þ

At this point we can define the non-resonant and the resonant operators

N :¼ ð1�A�1ÞG and R :¼ 1�N ; ð10Þ

which are projectors, i.e. N 2 ¼ N and R2 ¼ R.
Our main theoretical result can be stated in the following theorem:

Theorem 3.1. Under the above hypotheses and defining S ¼ GV we have

efSgTctrle�fSg ¼ efHgefRVg :¼ T�; ð11Þ

where

Tctrl ¼ efHgefVgefFg ð12Þ

with a control term given by

efFg ¼ e�fVgefðN�GÞVgefRVgefGVg: ð13Þ

Remark 3.2 (Warped addition). Let us define as in [8] the warped addition, {A} � {B}, of two operators by

efAgefBg :¼ efAg�fBg: ð14Þ

An explicit formula can be obtained using the Baker-Campbell-Hausdorff formula [9], where {A} � {B} is a series whose first
terms are

fAg � fBg ¼ fAg þ fBg þ 1
2
ðfAgfBg � fBgfAgÞ þ � � � ; ð15Þ

hence the warped addition is a deformation of the usual addition between operators.

Proof. Using this warped addition, we can rewrite the controlled map into the form

Tctrl ¼ efHg�fVg�fFg; ð16Þ

3 In [8] a similar theory has been developed for a general symplectic map devoid of an infinitesimal generator.
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where the control term (13) becomes

fFg ¼ �fVg � fðN � GÞVg � fRVg � fGVg: ð17Þ

From (10) we have:

N � G ¼ �A�1G: ð18Þ

One can easily prove (see Appendix A of [8]) that

ð�fHgÞ � ð�fSgÞ � fHg ¼ �fA�1Sg; ð19Þ

hence, recalling the definition of S and (18), we can rewrite (17) as

fFg ¼ �fVg � ð�fHgÞ � ð�fSgÞ � fHg � fRVg � fSg: ð20Þ

By rearranging the terms we can easily get

fSg � fHg � fVg � fFg � ð�fSgÞ ¼ fHg � fRVg; ð21Þ

which is nothing but (11) rewritten using the warped addition. h

Remark 3.3. Let us observe that the control term is, as required, small compared to V. In fact from (17) and by using the
approximated formula for the warped addition (15), we obtain

fFg ¼ �fVg � fðN � GÞVg � fRVg � fGVg ð22Þ
¼ �fVg þ fNVg � fGVg þ fRVg þ fGVg þ oðVÞ ¼ oðVÞ; ð23Þ

where we use the relation N þR ¼ 1.
Under the assumption of absence of resonances, i.e. RV ¼ 0, the o(V) term in the control map can be explicitly computed

to give (see Appendix A)

F ¼ 1
2
fVgGV þ oðV2Þ: ð24Þ

4. The control term for the non-resonant map

In this section we derive the controlled map presented in Section 3 in case of maps of the form (1). To implement the
theory we need to diagonalize the operator {H}. For this reason we introduce complex variables

f1 ¼ x2 þ ix1 and f2 ¼ x4 þ ix3 ð25Þ

and rewrite H as

Hðf1; f2Þ ¼ �
x1

2
jf1j2 �

x2

2
jf2j2: ð26Þ

The Poisson bracket with H now takes the form

fHg ¼ ix1ð�f1@�f1
� f1@f1 Þ þ ix2ð�f2@�f2

� f2@f2 Þ: ð27Þ

Hence, for any ~n ¼ ðn1;n2Þ 2 N2 and ~m ¼ ðm1;m2Þ 2 N2 we obtain

fHgf~n�f~m ¼ iðx1m1 �x1n1 þx2m2 �x2n2Þf~n�f~m ¼ i~x � ð~m�~nÞf~n�f~m: ð28Þ

Here we introduced the vector ~x ¼ ðx1;x2Þ and use the compact notation f~n ¼ fn1
1 fn2

2 for the complex vector f = (f1,f2). The
operator {H} is diagonal in these variables and thus map (8) is straightforwardly obtained as

A�1f~n�f~m ¼ e�fHgf~n�f~m ¼ e�i~x�ð~m�~nÞf~n�f~m: ð29Þ

Once we have this map, we can compute the operators G; N and R. For all ~n and ~m 2 N2 n f0g, such that ~n – ~m and

~x � ð~m�~nÞ – 2kp 8k 2 Z ð30Þ

(which defines the non-resonance condition), we get

Gf~n�f~m ¼ 1
1� e�i~x�ð~m�~nÞ N f~n�f~m; ð31Þ
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with

N f~n�f~m ¼ f~n�f~m if ~x � ð~m�~nÞ – 2kp 8k 2 Z;

0 otherwise:

(
ð32Þ

In the rest of the paper, we will assume the above non-resonant condition (30) to hold for the considered values of qx and
qy. Let us remark that this is not a limitation of the actual theory, but just a working assumption. We could equivalently have
chosen to work in the resonant regime, using a different control term suitable for resonant dynamics.

The explicit computations are as follows: first we need to express V in terms of complex variables; next we compute
S ¼ GV , and transform back to the original variables. Finally we compute the exponential efGVg. Actually, even if GV is a poly-
nomial of degree three in the variables x1, x2, x3, x4 the map efGVg is given by an infinite series. The terms of this series can be
sequentially computed, but the degree of complexity (i.e. the number of involved terms) increase very fast. To simplify the
computations we decided to use the approximated generator of the control map (24) already truncated at order 2

F2 ¼
1
2
fVgGV : ð33Þ

We note that F2 is composed by about 20 terms. A detailed discussion of the whole procedure needed to obtain F2, as well as
its explicit formula, are presented in Appendix A.

We now face another difficulty, namely the computation of the control map from the generator F2. This is equivalent to
perform the sum

efF2g ¼ 1þ fF2g þ
1
2
fF2g2 þ � � � ; ð34Þ

whose complexity once again grows very fast. We thus introduce a second approximation to our construction, by computing
only a finite number of terms in the above sum. So, we define a truncated control map of order k

CkðF2Þ ¼
Xk

l¼0

fF2gl

l!
ð35Þ

and a truncated controlled map of order k

TkðF2Þ ¼ efHgefVgCkðF2Þ ¼ TCkðF2Þ: ð36Þ

Since the exact control map efF2g given by (34) is symplectic, the controlled map (7) will also be symplectic. On the other
hand, we cannot expect the kth order control map Ck(F2) to be symplectic. We know that a map is symplectic if its Jacobian
matrix A verifies (in its definition domain) the equality

ATJA� J ¼ 0; ð37Þ

Thus, in order to check the symplecticity defect of Tk(F2) we compute the norm Dk of matrix AT
kJAk � J, where Ak is the Jacobian

of Tk(F2) given by (36). The results are presented in Fig. 1 for orders k = 1 up to k = 5, in the region (x1,x3) 2 [�1,1] � [�1,1],
x2 = x4 = 0. The results indicate that Tk(F2) is a good approximation of a symplectic map for k P 4, because we get Dk [ 10�4

for a large portion ( J 53%) of variables values. We note that in the central region of the truncated controlled map, where the
actual physical process of beam’s evolution occurs, the symplectic character of the map is established even better since there
Dk [ 10�8. As expected, the larger the order k, the closer to symplecticity the approximation is.

The main objective of the addition of a control term is to increase the size of the stability region around the central peri-
odic orbit. This increase leads to decrease the number of escaping orbits,4 as we can see from the results presented in Fig. 2,
where we plot in black the initial conditions on the square (x1,x3) 2 [�1,1] � [�1,1], x2 = x4 = 0, giving rise to orbits that do not
escape up to 105 iterations of the map. In particular, we consider in Fig. 2(a) the original uncontrolled map (1), and in Figs. 2(b)–
(d), the k order controlled map Tk(F2) for k = 1 to k = 5, respectively. One can easily see that the region of non-escaping orbits for
the original map is smaller than the one of the controlled maps. This observation can be quantified by considering initial con-
ditions inside a circle centered at the origin of each panel of Fig. 2 (which represent the actual physical plane since the initial
momenta are xð0Þ2 ¼ xðkÞ4 ¼ 0) with radius r2 ¼ xð0Þ1

2
þ xð0Þ3

2
, and evaluate the number of escaping and non-escaping orbits as a

function of the circle radius for Tk(F2) with k = 1 up to k = 5. Results reported in Fig. 3 support the previous claim, by clearly
showing that controlled maps of orders 3, 4 and 5 behave very similarly and lead to an increase of the non-escaping region.
Let us note that the behavior of the controlled maps of orders k = 1 (Fig. 2(b)) and k = 2 (Fig. 2(c)) is somewhat misleading if
it is not analyzed together with the information from the symplecticity defect (see Fig. 1(a) and (b), respectively). In fact, these
maps are strongly dissipative and produce a strong shift of orbits towards the origin, preventing them from escaping. This dis-
sipation effect is not physical, as it is not observed in real accelerators, and therefore we do not discuss further the k = 1 and k = 2
controlled maps.

4 An orbit xðkÞ1 ; xðkÞ2 ; xðkÞ3 ; xðkÞ4

� �
06k6N

is defined as non-escaping if for all k 6 NxðkÞ1

2
þ xðkÞ2

2
þ xðkÞ3

2
þ xðkÞ4

2
6 R2 for a certain R (in the simulations we used R2 = 10

and N = 104, 105) and escaping otherwise.
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Fig. 1. The simplicity defect of the controlled map Tk(F2) (36). Plot of log10Dk, where Dk ¼ AT
k JAk � J

��� ��� and Ak is the Jacobian of the k-order controlled

map Tk(F2) given by (36), for 16000 uniformly distributed values in the square (x1,x3) 2 [�1,1] � [�1,1], x2 = x4 = 0, for (a) k = 1, (b) k = 2, (c) k = 3, (d) k = 4
and (e) k = 5. The percentage of orbits with log10Dk < �4 is 0.5%, 11%, 28%, 53% and 73% for k = 1, 2, 3, 4 and 5 respectively. The gray scale corresponds to the
value of log10Dk: the darker the color, the smaller the value of log10Dk is, and hence the closer the map is to a symplectic one.
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Fig. 2. Non-escaping regions of controlled map Tk(F2) as a function of the truncation order k. 16000 uniformly distributed initial conditions in the square
(x1,x3) 2 [�1,1] � [�1,1], xð0Þ2 ¼ xð0Þ4 ¼ 0 are iterated up to n = 105 using (a) the uncontrolled map (1) and (b)–(f) the k = 1 to k = 5 order controlled map Tk(F2)
(36), respectively. Initial conditions corresponding to non-escaping orbits up to n = 105 are coloured in black, while escaping orbits are colored in white.
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From the results of Figs. 2 and 3 we see that the addition of even the lower order (k = 3) control term, having an acceptable
symplecticity defect, increases drastically the size of the region of non-escaping orbits around the central periodic orbit. A
further increase of the order of the control term results to less significant increment of this region, while the computational
effort for constructing the controlled map increases considerably. In fact, T1(F2) contains around 100 elementary terms, i.e.
monomials in x1. . .x4, while this number is almost doubled for each order, so that T5(F2) contains around 2000 terms. Also the
CPU time needed to evolve the orbits increases with the order. For example, while the integration of one orbit using T1(F2)
takes about 1.4 times the CPU time needed to integrate the original map (1), the use of T5(F2) needs almost 21.5 times more.

Thus we conclude that the T4(F2) controlled map, which can be considered quite accurately to be symplectic, is sufficient
to get significant increment of the percentage of non-escaping orbits, without paying an extreme computational cost.

5. The SALI method

The Smaller Alignment Index (SALI) [10] has been proved to be an efficiently simple method to determine the regular or
chaotic nature of orbits in conservative dynamical systems. Thanks to its properties, it has already been successfully distin-
guished between regular and chaotic motion both, in symplectic maps and Hamiltonian flows [11–15].

For the sake of completeness, let us briefly recall the definition of the SALI and its behavior for regular and chaotic orbits,
restricting our attention to 2N-dimensional symplectic maps. The interested reader can consult [10] for a more detailed
description. To compute the SALI of a given orbit of such maps, one has to follow the time evolution of the orbit itself
and also of two linearly independent unitary deviation vectors v̂ ð0Þ1 ; v̂ ð0Þ2 . The evolution of an orbit of a map T is described
by the discrete-time equations of the map

~xðnþ1Þ ¼ Tð~xðnÞÞ; ð38Þ

where~xðnÞ ¼ xðnÞ1 ; xðnÞ2 ; . . . ; xðnÞ2N

� �T
, represents the orbit’s coordinates at the nth iteration. The deviation vectors ~v ðnÞ1 ;~v ðnÞ2 at time

n are given by the tangent map

~v ðnþ1Þ
i ¼ Að~xðnÞÞ �~v ðnÞi ; i ¼ 1;2; ð39Þ

where A denotes the Jacobian matrix of map (38), evaluated at the points of the orbit under study. Then, according to [10] the
SALI for the given orbit is defined as

SALIðnÞ ¼ min v̂ ðnÞ1 þ v̂ ðnÞ2

��� ���; v̂ ðnÞ1 � v̂ ðnÞ2

��� ���n o
; ð40Þ

where k�k denotes the usual Euclidean norm and v̂ i ¼ ~v i
k~v ik

; i ¼ 1;2 are unitary normalised vectors.
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Fig. 3. Percentages of non-escaping orbits for the controlled map Tk(F2) (36) as a function of the distance from the origin in the physical space (x1,x3). We
iterate initial conditions in a circle of radius r centred at the origin of plane (x1,x3), with xð0Þ2 ¼ xð0Þ4 ¼ 0, and compute the percentages of non-escaping orbits
during n = 105 iterations, for the controlled map Tk(F2) with k = 1,2,3,4,5, as a function of r.
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In the case of chaotic orbits, the deviation vectors v̂1; v̂2 eventually become aligned in the direction defined by the max-
imal Lyapunov characteristic exponent (LCE), and SALI (n) falls exponentially to zero. An analytical study of SALI’s behavior
for chaotic orbits was carried out in [12] where it was shown that

SALIðnÞ / e�ðr1�r2Þn ð41Þ

with r1, r2 being the two largest LCEs.
On the other hand, in the case of regular motion the orbit lies on a torus and the vectors v̂1; v̂2 eventually fall on its tan-

gent space, following a n�1 time evolution, having in general different directions. This behavior is due to the fact that for
regular orbits, the norm of a deviation vector increases linearly in time. Thus, the normalization procedure brings about a
decrease of the magnitude of the coordinates perpendicular to the torus, at a rate proportional to n�1, and so v̂1; v̂2 even-
tually fall on the tangent space of the torus. In this case, the SALI oscillates about non-zero values (for more details see [11]).

The simplicity of SALI’s definition, its completely different behavior for regular and chaotic orbits and its rapid conver-
gence to zero in the case of chaotic motion are the main advantages that make SALI an ideal chaos detection tool. Recently
a generalization of the SALI, the so-called Generalized Alignment Index (GALI) has been introduced [16,17], which uses infor-
mation of more than two deviation vectors from the reference orbit. Since the advantages of GALI over SALI become relevant
in the case of multi-dimensional systems, in the present paper we apply the SALI method for the dynamical study of the 4D
map (1).

6. Dynamics of the controlled map

As already mentioned, the goal of constructing the controlled map Tctrl = Te{F} is to increase the percentage of regular orbits
up to a given (large) number of iterations, or equivalently increase the size of the stability region around the nominal circular
trajectory (i.e. the DA). Because the presence of chaotic regions can induce a large drift in the phase space, that eventually
could lead to the escape of orbits, the achievement of a larger DA can be qualitatively inspected by checking via the SALI
method the regular or chaotic nature of orbits in a neighborhood of the origin (see Fig. 4). We note that we define an orbit
to be chaotic whenever SALI (t) < 10�8, and regular for the contrary.
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Fig. 4. Stability analysis in the (x1,x3) plane. 16000 uniformly distributed initial conditions in the square ðx1; x3Þ 2 ½�1;1� � ½�1;1�; xð0Þ2 ¼ xð0Þ4 ¼ 0 are
integrated using the T3(F2) ((a) and (b)), and the T4(F2) controlled map ((c) and (d)), up to n = 104 ((a) and (c)) and n = 105 iterations ((b) and (d)). The gray
scale represents the value of log10SALI for each orbit at the end of the integration time. The lighter the color the more stable is the orbit, while white color
denotes that an orbit escaped before the total number of iterations was reached. The black circle indicate the initial condition of the orbit studied in Fig. 5.
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In Fig. 4 (which should be compared with Fig. 5 of [6]) we observe a strong enlargement of the region of regular orbits.
This region is characterized by large SALI values. In particular, for 104 iterations of the T4(F2) map, 54% of the considered or-
bits are regular, while for the uncontrolled map this percentage reduces to 33%. This improvement can be also confirmed by
visual inspection of Fig. 2, where the regions of non-escaping orbits are shown for different orders of the controlled map (36).

In Fig. 4(a) and (b) we see that there exist orbits of the T3(F2) map, which are characterized as regular up to n = 104 iter-
ations, while they show their chaotic character once they are iterated up to n = 105. Such orbits correspond to the dark re-
gions marked by a black circle in Fig. 4(b) (for comparison this circle is also plotted in all panels of Fig. 4). This discrepancy is
absent for the T4(F2) map, which shows almost the same geometrical shape for the non-escaping region when we pass from
104 to 105 iterations. In order to better understand this behavior we followed the evolution of a single orbit with initial con-
dition~xð0Þ ¼ ð�0:50;0;�0:65;0ÞT –inside the black circle in Fig. 4 – for both the T3(F2) and the T4(F2) controlled maps, com-
puting the corresponding SALI values up to 2 � 105 iterations. The results are reported in Fig. 5 and clearly show that the
orbit behaves regularly up to n 	 105 iterations of the T3(F2) map, since its SALI values are different from zero, but later
on a sudden decrease of SALI to zero denotes the chaotic character of the orbit. This behavior clearly implies this is a slightly
chaotic, sticky orbit, which remains close to a torus for long time intervals (n 	 105), while later on it enters a chaotic region
of the phase space. It is interesting to note that iterating the same initial condition by the T4(F2) map we get a regular
behavior at least up to n = 2 � 105.

103 104 105
10−10

10−8

10−6

10−4

10−2

100

n

SA
LI

(b)

(r)

Fig. 5. Dynamics of two orbits with the same initial conditions for the 3rd and 4th order controlled maps. Time evolution of the SALI for the orbit with initial
conditions ~xð0Þ ¼ ð�0:50;0;�0:65; 0ÞT (see Fig. 4), using the T3(F2) [(r) red curve] and the T4(F2) controlled map [(b) blue curve]. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of this article.)
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Fig. 6. Dynamical aperture of the (a) original map (1) and (b) the T4(F2) controlled map (36). The percentages of regular [(b) blue curves], escaping [(g) green
curves] and chaotic [(r) red curves] orbits after n = 104 (dashed curves) and n = 105 iterations (solid curves) for initial conditions in a 4D sphere centred at
the origin x1 = x2 = x3 = x4 = 0, as a function of the sphere radius r. Each point corresponds the average value over 5000 initial conditions. The largest radius at
which the percentage of regular orbits is still 100%, is marked by an arrow in each panel. (For interpretation of the references to colour in this figure legend,
the reader is referred to the web version of this article.)
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In order to provide additional numerical evidence of the effectiveness of the controlled map (36) in increasing the DA, we
consider initial conditions inside a 4D sphere centered at the origin x1 = x2 = x3 = x4 = 0 of the map, with radius,
r2 ¼ xð0Þ1

2
þ xð0Þ2

2
þ xð0Þ3

2
þ xð0Þ4

2
. We compute the number of regular, escaping and chaotic orbits as a function of the sphere ra-

dius. The corresponding results are reported in Fig. 6(b), while in Fig. 6(a) we reproduce Fig. 6 of [6] for comparison. From
this figure we observe a strong increase of the DA, since the largest sphere containing 100% regular orbits has a radius
r 	 0.66, while this radius was r 	 0.39 for the original uncontrolled map. We also observe that increasing the total number
of iterations from 104 to 105 (dashed and solid lines in Fig. 6 respectively) increases the percentage of chaotic orbits, but the
radius of the 4D sphere containing only regular orbits does not change significantly.

7. Conclusions

In this paper we considered a simple model of a ring particle accelerator with sextupole nonlinearity that can be de-
scribed by a symplectic map. In the framework of Hamiltonian control theory, we were able to control the dynamics of
the original system, by providing a suitable control map, resulting in a small ‘‘perturbation’’ of the initial map. This control
map has been constructed with the aim of DA enlargement of the particle accelerator, and thus improving the beam’s life-
time and the accelerator’s performance.

In particular, the theoretical framework we developed allows a 1-parameter family of approximated controlled maps. We
performed several numerical simulations in order to choose ‘‘the best’’ approximated controlled map Tk(F2) (36), taking into
account the complexity of the map, i.e. the number of terms by which it is composed, the CPU time needed to perform the
numerical iteration of orbits, and the accuracy of the results in terms of the symplectic character of the map. We find that the
4th order controlled map T4(F2) is an optimal choice for the controlled system.

Using this controlled map we succeeded in achieving our initially set goal, since the T4(F2) map exhibits a DA with a radius
more than 1.7 times larger than the one for the original map (see Fig. 6).
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Appendix A. Computation of the control term

The aim of this section is to introduce further details for the construction of the control term and of the controlled map,
and to provide explicit formulas for the interested reader.

A.1. Notations

Let us first introduce some notations and recall some useful relations.


 Lie brackets and operators. Let X be the vector space of C1 real or complex functions of 2N variables (p,q). For any
F; G 2 X , the Lie bracket is given by

fF;Gg :¼
XN

i¼1

½@pi
F@qi

G� @qi
F@pi

G�; ðA:1Þ

where @xi
f � @f

@xi
denotes the partial derivative with respect to the variable xi.

Using the above definition, we can define a linear operator, induced by an element F of X , acting on X

fFg : X ! X ;
G # fFgG :¼ fF;Gg:

ðA:2Þ

This operator is linear, antisymmetric and verifies the Jacobi identity

8F;G 2 X ffFgGg ¼ fFgfGg � fGgfFg: ðA:3Þ


 Exponential. We define the exponential of such an operator {F}, by

efFg :¼
X1
k¼0

fFgk

k!
; ðA:4Þ

which is also an operator acting on X . The power of an operator is the composition: {F}kG = {F}k�1({F}G).
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We observe that in the case of the Hamiltonian function H, the exponential provides the flow, namely e{H}x0 = x(t), of the
Hamilton equations

_p ¼ �@qH;
_q ¼ @pH:

�
ðA:5Þ


 Vector field. The action of the above defined operators, can be extended to vector fields ‘‘component by component’’

8F;G;H 2 X ; fFg
G

H

� �
:¼

fFgG
fFgH

� �
: ðA:6Þ

A.2. Mappings as time-1 flows

We show now that map (1) can be seen as the time-1 flow of a given Hamiltonian system. More precisely we show that

T

x1

x2

x3

x4

0
BBB@

1
CCCA ¼

cosðx1Þ � sinðx1Þ 0 0
sinðx1Þ cosðx1Þ 0 0

0 0 cosðx2Þ � sinðx2Þ
0 0 sinðx2Þ cosðx2Þ

0
BBB@

1
CCCA

x1

x2 þ x2
1 � x2

3

x3

x4 � 2x1x3

0
BBB@

1
CCCA ¼ efHgefVg

x1

x2

x3

x4

0
BBB@

1
CCCA; ðA:7Þ

where

Hðx1; x2; x3; x4Þ ¼ �x1
x2

1 þ x2
2

2
�x2

x2
3 þ x2

4

2
ðA:8Þ

and

Vðx1; x2; x3; x4Þ ¼ �
x3

1

3
þ x1x2

3: ðA:9Þ

Let us observe that H is the sum of two non-interacting harmonic oscillators with frequencies x1 and x2, hence its
dynamics is explicitly given by

x1ðtÞ ¼ A cosðx1tÞ � B sinðx1tÞ;
x2ðtÞ ¼ B cosðx1tÞ þ A sinðx1tÞ;
x3ðtÞ ¼ C cosðx2tÞ � D sinðx2tÞ;
x4ðtÞ ¼ D cosðx2tÞ þ C sinðx2tÞ:

8>>><
>>>: ðA:10Þ

By definition ~y ¼ efHg~x is the solution at time 1 with initial condition~x ¼ ðx1; x2; x3; x4ÞT, hence we obtain

y1 ¼ cosðx1Þx1 � sinðx1Þx2;

y2 ¼ sinðx1Þx1 þ cosðx1Þx2;

y3 ¼ cosðx2Þx3 � sinðx2Þx4;

y4 ¼ sinðx2Þx3 þ cosðx2Þx4;

8>>><
>>>: ðA:11Þ

that is

efHg

x1

x2

x3

x4

0
BBB@

1
CCCA ¼

cosðx1Þ � sinðx1Þ 0 0
sinðx1Þ cosðx1Þ 0 0

0 0 cosðx2Þ � sinðx2Þ
0 0 sinðx2Þ cosðx2Þ

0
BBB@

1
CCCA

x1

x2

x3

x4

0
BBB@

1
CCCA: ðA:12Þ

From (A.9) and the definition (A.2) we easily get

fVg :¼ @x2 V@x1 � @x1 V@x2 þ @x4 V@x3 � @x3 V@x4 ;

¼ x2
1 � x2

3

� 	
@x2 � 2x1x3@x4 :

ðA:13Þ

This means that once applied to a vector~x only the second and fourth components of fVg~x will be non-zero and moreover
they only depend on the first and third components of~x, hence fVg2~x ¼ ~0. We can thus conclude that "k P 2 and 8~x 2 R4,
we get fVgk~x ¼~0. Finally using the definition (A.4) we obtain

efVg~x ¼
X1
k¼0

fVgk

k!
~x ¼ I~xþ fVg~x ¼

x1

x2 þ x2
1 � x2

3

x3

x4 � 2x1x3

0
BBB@

1
CCCA: ðA:14Þ
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A.3. Computation of the generator F under the assumption RV � 0

Let us recall that the composition of maps expressed by exponential defines the warped addition

efAgefBg :¼ efAg�fBg; ðA:15Þ

whose first terms are

fAg � fBg ¼ fAg þ fBg þ 1
2
ðfAgfBg � fBgfAgÞ þ � � � : ðA:16Þ

Using the warped addition with Eq. (13) of Theorem 3.1, we obtain

efFg ¼ e�fVgefðN�GÞVgefRVgefGVg ¼ e�fVg�fðN�GÞVg�fRVg�fGVg ðA:17Þ

and thus

fFg ¼ �fVg � fðN � GÞVg � fRVg � fGVg ¼ �fVg � fð1� GÞVg � fGVg þ oðV2Þ

¼ 1
2
fVgfGVg � fGVgfVgð Þ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

¼ðA:3Þ
f

f
VgGVg

�fGVg

2
666664

3
777775� fGVg þ oðV2Þ ¼ 1

2
ffVgGVg þ 1

4
fffVgGVgGVg|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}

¼oðV2Þ

þ oðV2Þ

¼ 1
2
ffVgGVg þ oðV2Þ; ðA:18Þ

where we explicitly used the assumption RV ¼ 0 to remove the third term on the right hand side on the first equation and
hence to write NV ¼ V . We are thus able to define the non-resonant control term, up to order V2, to be

F2 ¼
1
2
fVgGV ¼ 1

2
fV ;GVg: ðA:19Þ

A.4. The operator G

To get the explicit formula for F2 we need to compute the expression of G. From definition (9) the operator G should satisfy

Gð1� e�fHgÞG ¼ G: ðA:20Þ

To construct it, it will be more convenient to use complex variables

f1 ¼ x2 þ ix1 and f2 ¼ x4 þ ix3: ðA:21Þ

Then the function H becomes

Hðf1; f2Þ ¼ �
x1

2
f1

�f1 �
x2

2
f2

�f2 ðA:22Þ

and using

@

@x1
¼ @f1

@x1

@

@f1
þ @

�f1

@x1

@

@�f1
¼ i

@

@f1
� i

@

@�f1
; ðA:23Þ

@

@x2
¼ @f1

@x2

@

@f1
þ @

�f1

@x2

@

@�f1
¼ @

@f1
þ @

@�f1
ðA:24Þ

for (x1,x2), the operator {H} becomes

@x2 H@x1 � @x1 H@x2 ¼ 2ið@f1 H@�f1
� @�f1

H@f1 Þ ¼ ix1ð�f1@�f1
� f1@f1 Þ ðA:25Þ

with a similar expression holding for (x3,x4). Hence for any ~n ¼ ðn1;n2Þ 2 N2 and ~m ¼ ðm1;m2Þ 2 N2 we obtain

fHgf~n�f~m ¼ iðx1m1 �x1n1 þx2m2 �x2n2Þf~n�f~m ¼ i~x � ð~m�~nÞf~n�f~m; ðA:26Þ

where we introduced the vector ~x ¼ ðx1;x2Þ and we used the compact notation f~n ¼ fn1
1 fn2

2 , for the complex vector
f = (f1,f2).

We note that from the knowledge of the operators’ action on such monomials f~n�f~m, we can reconstruct the operator action
on any regular function. The operators are linear and they will be applied on polynomials in the~x variable, which are nothing
more than polynomials in the complex variables.

Let us now compute the time-1 flow of {H} by using complex variables. Starting from (A.26) and then proceeding by
induction, we can easily prove that for all k 2 N
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fHgkf~n�f~m ¼ ði~x � ð~m�~nÞÞkf~n�f~m ðA:27Þ

and finally

efHgf~n�f~m ¼
X1
k¼0

ði~x � ð~m�~nÞÞk

k!
f~n�f~m ¼ ei~x�ð~m�~nÞf~n�f~m: ðA:28Þ

Similarly e�fHgf~n�f~m ¼ e�i~x�ð~m�~nÞf~n�f~m.
Assuming a non-resonance condition

~x � ð~m�~nÞ – 2kp 8~n –~m 2 N2 n f0g and 8k 2 Z; ðA:29Þ

a possible choice for the operator G is the following

Gf~n�f~m :¼ 1
1� e�i~x�ð~m�~nÞ N f~n�f~m ðA:30Þ

with

N f~n�f~m ¼ f~n�f~m if ~x � ð~m�~nÞ – 2pk;
0 otherwise:

(
ðA:31Þ

It is easy to check that the operator G defined by (A.30) verifies (A.20). In order to do so we introduce the compact notation

Zn;m :¼ f~n�f~m and �n;m :¼ e�i~x�ð~m�~nÞ: ðA:32Þ

Developing the left hand side of (A.20) and using the linearity of all operators, we get

G 1� e�fHg
� 	

GZn;m ¼ ðG � Ge�fHgÞ 1
1��n;m

Zn;m; ðA:33Þ

¼ 1
1��n;m

GZn;m �
1

1��n;m
Ge�fHgZn;m; ðA:34Þ

¼ 1

ð1��n;mÞ2
Zn;m �

1
1��n;m

Gð�n;mZn;mÞ; ðA:35Þ

¼ 1

ð1��n;mÞ2
Zn;m �

�n;m

ð1��n;mÞ2
Zn;m; ðA:36Þ

¼ 1
1��n;m

Zn;m ¼ GZn;m: ðA:37Þ

A.5. Expression of the control term F2

The function F2 is defined by (A.19), where V is a known function. The term GV will be computed starting from the pre-
viously obtained expression of G. To construct F2 we first have to express V in the complex variables (A.21):

Vðf1; f2Þ ¼ �
1

24
if3

1 þ
1
8

i�f1f
2
1 �

1
8

i�f2
1f1 þ

1
24

i�f3
1 þ

1
8

if1f
2
2 �

1
4

if1f2
�f2 þ

1
8

if1
�f2

2 �
1
8

i�f1f
2
2 þ

1
4

i�f1
�f2f2 �

1
8

i�f1
�f2

2: ðA:38Þ

By the linearity of the operator, and by using (A.30), we easily compute GV . In particular we apply G to each term of (A.38).
Then using the inverse change of coordinates

x1 ¼
1
2

ið�f1 � f1Þ and x2 ¼
1
2
ðf1 þ �f1Þ ðA:39Þ

(similar expressions hold for (x3,x4) and ðf2;�f2Þ), we can go back to the original variables ~x. The obtained expression after
some algebraic simplifications is

GV ¼ � 1=6 csc ð3=2x1Þ½x2 cosð1=2x1Þ þ x1 sinð1=2x1Þ�½x2
1 � 3x2

3 þ x2
2 þ ð2x2

1 � 6x2
3 þ x2

2Þ cosðx1Þ � x1x2 sinðx1Þ�

þ 1=4
sinðx2Þ

cosðx1 �x2Þ � cosðx2Þ
� 1=4

ð�x2x2
4 þ x2x2

3 þ 2x1x4x3Þ sinðx2Þ
cosðx2Þ � cosðx1 þx2Þ

: ðA:40Þ

Then the explicit expression of the control term F2 is

F2 ¼ 1=2 x2
1 � x2

3

� 	
�1=6 cscð3=2x1Þ cosð1=2x1Þ x2

1 � 3x2
3 þ x2

2 þ 2x2
1 � 6x2

3 þ x2
2

� 	
cosðx1Þ � x1x2 sinðx1Þ

� 	�
� 1=6 cscð3=2x1Þðx2 cosð1=2x1Þ þ x1 sinð1=2x1ÞÞð2x2 þ 2x2 cosðx1Þ � x1 sinðx1ÞÞ

� 1=4
x2

3 � x2
4

� 	
sinðx2Þ

cosðx2Þ � cosðx1 þx2Þ

�
þ 1=4

x1x3ð2x1x3 � 2x2x4Þ sinðx2Þ
cosðx2Þ � cosðx1 þx2Þ

: ðA:41Þ
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4.2. EFFICIENT CONTROL OF ACCELERATOR MAPS 109

4.2 Efficient control of accelerator maps
In the following article, we consider results obtained in the previous section

and derived two new maps.

First we look for a symplectic version of the 4 dimensional version of the
controlled map. We achieve this goal by setting the momenta constant in the
generator of the control F . Thus the series e{F} becomes a sum and the map is
symplectic. Moreover it exhibits an excellent behavior : a dynamical aperture
of radius 0.79 (it was 0.39 for the initial map and 0.66 for the truncation
version of the controlled map) and a strong decrease of the chaotic zones.
Finally, and maybe more importantly, its independence of the momenta gives
it a realistic physical meaning.

Secondly, we present similar results for the 2D Hénon map (see Sub-
sec. 1.3.2). There is an interest [Raubenheimer, 1993] in such 2D systems mea-
ning that the beam is very flat and can be considered uni-dimensional. Of
course lowering the number of degrees of freedom in the model makes it easier
to implement, simulate and finally interpret.
We applied the control method. Similarly to the full 4D model, we needed to
operate a truncation. We showed that after a certain order the gain is close to
0. Results are good : increase of the dynamical aperture with a decrease of the
number of chaotic orbits.
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Recently, the Hamiltonian Control Theory was used in [Boreux et al., 2012] to increase the
dynamic aperture of a ring particle accelerator having a localized thin sextupole magnet. In this
paper, these results are extended by proving that a simplified version of the obtained general
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1. Introduction

Hamiltonian Control Theory has been developed
in [Vittot, 2004; Chandre et al., 2005] aiming to
improve some selected features of a given Hamilto-
nian system (like to reduce its chaotic behavior), by
adding a “small control term” which slightly alters
the Hamiltonian of the system.

This technique was adapted in [Boreux et al.,
2012] to the case of symplectic maps. In particular,

it was applied to a four-dimensional (4D) map

which models a simplified accelerator ring with sex-
tupole nonlinearity, succeeding to increase the sta-

bility domain around the nominal circular orbit
(the so-called dynamic aperture — DA). This pro-

cedure allowed the construction of a sequence of
control terms of increasing complexity, that succes-

sively improve the dynamics of the original map.
Actually, the larger the DA became, the functional

1250219-1
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complexity of the control term increased, and the
required CPU time for the evolution of orbits grew.
Real accelerators are composed of such simplified
maps (see for example [Forest, 1998]). Thus, we
believe that the study of these maps can guide the
research for increasing the DA of more complicated
models.

The aim of the present paper is to show that
simplified versions of the general control term can
also lead to a significant increase of the DA. For
accelerators, the addition of a control term can
be interpreted as the addition of an extra mag-
net. Since magnetic fields depend only on spatial
variables we investigate the efficiency of a modified
control term obtained by neglecting the dependence
on the momenta of the general control term con-
structed in [Boreux et al., 2012].

In many real accelerators, the vertical extent
of the beam is much smaller than its horizontal
size. Such cases can be approximated by considering
ideal, flat beams of zero height, whose dynamics is
described by a restriction of the general 4D acceler-
ator model to a two-dimensional subspace. We also
apply our control theory to a 2D map model of this
type, improving the stability of the flat beam.

2. The Model of a Simplified
Accelerator Ring

As in [Bountis & Tompaidis, 1991; Bountis &
Skokos, 2006a; Boreux et al., 2012] we consider
a simplified accelerator ring with linear frequencies
(tunes) qx, qy, having a localized thin sextupole
magnet. The evolution of a charged particle is mod-
eled by the 4D symplectic map




x′1
x′2
x′3
x′4




=




cosω1 −sinω1 0 0

sinω1 cosω1 0 0

0 0 cosω2 −sinω2

0 0 sinω2 cosω2







x1

x2 + x21 − x23
x3

x4 − 2x1x3


 = TS




x1

x2

x3

x4


. (1)

where x1 (x3) denotes the initial deflection from
the ideal circular orbit in the horizontal (vertical)
direction before the particle enters the element,
and x2 (x4) is the associated momentum. Primes
denote positions and momenta after one turn in the
ring. The parameters ω1 and ω2 are related to the
accelerator’s tunes qx and qy by ω1 = 2πqx and
ω2 = 2πqy. In our study, we set qx = 0.61803
and qy = 0.4152 corresponding to a regular orbit
as shown in [Vrahatis et al., 1997].1 The particle
dynamics at the nth turn, can be described by the
sequence (x1(n), x2(n), x3(n), x4(n))n≥0, where the
(n + 1)th positions and momenta are defined as a
function of the nth ones by (1).

3. Theoretical Considerations and
Numerical Techniques

For sake of completeness, let us briefly recall the
theoretical framework developed in [Boreux et al.,
2012]. Map (1) naturally decomposes in a integrable
part, the rotation by angles ω1, ω2 in the planes
x1, x2 and x3, x4 respectively, and a quadratic

“perturbation”, and can be obtained as the time-
1 flow of the following Hamiltonian systems

H(x1, x2, x3, x4) = −ω1
x21 + x22

2

− ω2
x23 + x24

2
and

V (x1, x2, x3, x4) = −x31
3

+ x1x
2
3.

(2)

Using the notation of the Poisson bracket — which
is defined by {H}f := {H, f} =

∑
j
∂H
∂pj

∂f
∂qj

− ∂H
∂qj

∂f
∂pj

for any function f(p, q) — map (1) can be written
as

x′ = TS(x) = e{H}e{V }x, (3)

where x = (x1, x2, x3, x4)
T ∈ R4, (T) denotes the

transpose of a matrix, and the exponential map is

defined as e{H}f =
∑

n≥0
{H}n
n! f , with {H}nf =

{H}n−1({H}f).

1We remark that in the theory we developed qx and qy have been considered as parameters. So, our results can be straight-
forwardly applied to other cases, remaining valid for tunes satisfying a nonresonant condition (see Sec. 3). We also note that
our method can be easily adapted to the resonant case, but the construction of a new control term is required.
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Assuming that the perturbation V is small close
to the origin, so that V = o(H), we can construct a
control map whose generator F is small with respect
to V (i.e. it satisfies F = o(V )). Moreover, the
controlled map

Tctrl = e{H}e{V }e{F}, (4)

is symplectic and conjugated to a map T∗, closer to
e{H} than TS (for more details the reader is referred
to [Boreux et al., 2012]). Assuming furthermore,
that a nonresonant condition is satisfied for the par-
ticular choice of the qx and qy values of map (1), the

generator F of the control map e{F} is

F =
1

2
{V }GV + o(V 2), (5)

where G is a “pseudo-inverse” operator, which sat-
isfies G(1 − e−H)G = G (see [Chandre et al., 2005]
for more details).

Even truncating the generator F at order two
and using

F2 =
1

2
{V }GV, (6)

as an approximate generator, the control map e{F2}

cannot, in general, be written in a closed ana-
lytic form. So, we define a truncated control map
of order k

Ck(F2) =

k∑

l=0

{F2}l
l!

, (7)

and a truncated controlled map of order k:

Tk(F2) = e{H}e{V }Ck(F2) = TSCk(F2). (8)

Following [Boreux et al., 2012], the Smaller
Alignment Index (SALI) method of chaos detection
is used to determine the regular or chaotic nature
of orbits of map (1) and its controlled version (4).
We note that an orbit is considered to escape and
collide with the accelerator’s vacuum chamber if
at some time n

∑4
i=1 x

2
i (n) > 10. For the evalu-

ation of SALI, the tangent of the studied map is
computed and employed for following the evolution
of two initially linearly independent unit deviation
vectors v̂1(0) and v̂2(0), defining the index as

SALI(n) = min{‖v̂1(n) + v̂2(n)‖,
‖v̂1(n)− v̂2(n)‖}, (9)

where ‖ · ‖ denotes the usual Euclidean norm and

v̂i(n) =
vi(n)

‖vi(n)‖ , i = 1, 2 are vectors of unit norm.

The behavior of SALI, and its generalization,
the so-called Generalized Alignment Index (GALI),
has been studied in detail in [Skokos, 2001; Skokos
et al., 2003, 2004, 2007]. According to these studies,
in 4D maps the SALI of chaotic orbits tends expo-
nentially to zero as SALI(n) ∝ e−(σ1−σ2)n (with
σ1, σ2 being the two largest Lyapunov character-
istic exponents of the orbit), while it fluctuates
around positive values, i.e. SALI(n) ∝ const, for
regular orbits. In the case of 2D maps, the SALI
tends to zero both for regular and chaotic orbits,
as SALI(n) ∝ 1/n2 and SALI(n) ∝ e−σ1n, respec-
tively. Thus, the completely different behaviors of
SALI for regular and chaotic orbits allow us to
clearly distinguish between the two cases both for
4D and 2D maps.

In the following, we consider an orbit to be
chaotic if SALI(n) ≤ 10−8 after n iterations.
We note that in our studies we typically have
SALI(n) � 10−2 for regular orbits. Consequently
the chosen threshold value (SALI(n) ≤ 10−8) safely
guarantees the chaotic nature of orbits.

4. The Controlled 4D Map

In [Boreux et al., 2012] it was shown that the fourth
order controlled map T4(F2), is a very good choice
for the controlled system, since it succeeded to con-
siderably increase the DA of the accelerator, keep-
ing also the required CPU time for the evolution of
large sets of initial conditions, at acceptable levels.

The computed generator F2 is a complicated
function of both the positions x1, x3 and the
momenta x2, x4 of map (1), and its specific expres-
sion is given in the Appendix of [Boreux et al.,
2012].

A simple approach for investigating the global
dynamics of 4D accelerator maps, used in [Boun-
tis & Skokos, 2006a; Boreux et al., 2012], was
the computation of the maximal radius of a four-
dimensional hypersphere centered at (x1, x2, x3,
x4) = (0, 0, 0, 0), containing only regular orbits up
to a finite but large number of iterations. This
approach provides a reliable indication of the size of
the DA. Application of this methodology in [Boreux
et al., 2012] showed that the controlled map T4(F2)
has better stability properties than the uncontrolled
map (1). Nevertheless, one should keep in mind that
the center of these hyperspheres does not bear any
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particular physical meaning, as it does not corre-
spond to an experimentally realizable beam config-
uration.

From a physical point of view, it is more mean-
ingful to study the dynamics of the nominal orbit
having x1(0) = x3(0) = 0 for different momenta x2,
x4. For this purpose, we consider four-dimensional
hyperspheres, centered at (0, x2, 0, x4) and com-
pute for different values of x2, x4, the radius R of
the largest hypersphere which contains only regular
orbits.

The outcome of this investigation is presented
in Fig. 1, where the x2, x4 coordinates of the centers
of the considered hyperspheres are colored accord-
ing to the value of radius R for the uncontrolled
map (1) [Fig. 1(a)], and the T4(F2) map [Fig. 1(b)].
For both maps, the largest value of R is obtained
for x2 = x4 = 0 (i.e. the value obtained in [Boreux
et al., 2012]), while R decreases as the hypershere’s
center is moved away from x2 = x4 = 0. This
implies that large values of the momenta introduce
instabilities and chaotic behavior, which reduce the
size of the stability domain.

Nevertheless, the controlled map T4(F2) suc-
ceeded to increase the stability region, since R > 0
for larger values of x2 and x4, with respect to the
original map. In addition, R attains larger values in
the central region of the (x2, x4) plane for the con-
trolled map T4(F2), being R ≈ 0.6, which suggests
a significant increase of the stability domain around
the nominal orbit of the accelerator.

As it has already been mentioned, the con-
trolled map T4(F2) has a complicated functional
form, depending both on spatial variables x1, x3

and on the conjugate momenta x2, x4. From a prac-
tical point of view, the addition of a control map
(7) can be thought as the addition of an appro-
priate magnetic element in the ring. On the other
hand, the vector potential of a Maxwellian magnetic
field which is transverse to the particle motion (i.e.
without any longitudinal dependence) is a function
of these transverse positions and not momenta. It
is legitimate then to investigate the efficiency of a
modified control term, obtained by neglecting the
dependence of F2 on momenta. In practice, this
means that we set x2 = x4 = 0 in the expression of
F2 obtained in [Boreux et al., 2012], getting

F
(0)
2 (x1, x3) := F2(x1, 0, x3, 0)

=
1

2
(x21 − x23)

{
−1

6
csc

(
3ω1

2

)
cos

(
ω1

2

)

× [x21 − 3x23 + (2x21 − 6x23) cos(ω1)]

+
1

6
csc

(
3ω1

2

)
x21 sin

(
ω1

2

)
sin(ω1)

− 1

4

x23 sin(ω2)

cos(ω2)− cos(ω1 + ω2)

}

+
1

2

x21x
2
3 sin(ω2)

cos(ω2)− cos(ω1 + ω2)
. (10)

This is a fourth order polynomial in the posi-
tions which may be transformed with some vari-
able rescaling to the vector potential of an octupole
magnet with normal symmetry [Wiedemann, 2007]

Voct = b4Re[(x1 + ix3)
4], (11)

x
2

x 4

−1 −0.5 0 0.5 1
−1

−0.5

0

0.5

1

x
2

x 4

−1 −0.5 0 0.5 1
−1

−0.5

0

0.5

1

0

0.2

0.4

0.6

(a) (b)

Fig. 1. The x2, x4 coordinates of the centers (0, x2, 0, x4) of the four-dimensional hyperspheres containing only regular orbits
for (a) the uncontrolled map (1), and (b) the T4(F2) map. Each point is colored according to the value of the hypersphere of
radius R (with white color corresponding to R = 0), and all orbits are evolved up to 104 iterations.
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where b4 denotes the multipole coefficient related

to the magnet field strength. Since F
(0)
2 does not

depend on the momenta, the control map e{F
(0)
2 },

can be explicitly computed. The action of this map
on x2 is given by

e{F
(0)
2 }x2 = x2 + {F (0)

2 }x2 +
{F (0)

2 }2
2!

x2 + · · ·

= x2 −
∂F

(0)
2

∂x1
, (12)

because {F (0)
2 }x2 does not depend on the momenta

and consequently {F (0)
2 }mx2 = 0 for all integers

m ≥ 2. Similar relations hold also for the other

variables, i.e. {F (0)
2 }mx4 = 0 for all integers m ≥ 2

and {F (0)
2 }x1 = {F (0)

2 }x3 = 0. Thus, no trunca-
tion of the form (7) is needed, and consequently the
simplified controlled map

T
(0)
C = e{H}e{V }e{F

(0)
2 }, (13)

is symplectic by construction, as a composition of
three explicitly known symplectic maps.

Since map T
(0)
C is not explicitly constructed by

the Hamiltonian Control Theory, it is interesting to
check its performance in controlling map (1) and
increasing its DA. Following [Bountis & Skokos,
2006a; Boreux et al., 2012], the SALI method is
used to determine the regular or chaotic nature of

orbits of map T
(0)
C . In order to directly compare

these results with the ones obtained in previous
studies, the values of log10 SALI after 10

5 iterations
are plotted in Fig. 2, to describe the dynamics in
the two-dimensional subspace x2(0) = x4(0) = 0,

for the uncontrolled map (1) [Fig. 2(a)], the T4(F2)
controlled map (8) [Fig. 2(b)], and the simplified

map T
(0)
C (13) [Fig. 2(c)]. Chaotic orbits are char-

acterized by small SALI values and are located in
the blue colored domains, regular orbits are col-
ored red, while white regions correspond to orbits
that escape in less than 105 iterations. Figure 2

shows that both controlled maps, T4(F2) and T
(0)
C ,

increase the DA of the accelerator. It is remark-
able that the simplified controlled map T

(0)
C not

only increases the region of nonescaping orbits, with
respect to the original system, but also decreases
drastically the number of chaotic orbits.

In order to perform a more global investigation
of the dynamics of these maps we consider, as was
done in [Bountis & Skokos, 2006a; Boreux et al.,
2012], initial conditions inside a four-dimensional
hypersphere centered at x1 = x2 = x3 = x4 = 0,
and compute the percentages of regular and chaotic
orbits as a function of the hypersphere radius r
(Fig. 3). From the red curves in Fig. 3, it is observed

that the T
(0)
C map significantly increases the domain

of regular motion, not only with respect to the orig-
inal map (black curves in Fig. 3), but also with
respect to the controlled map T4(F2) (blue curves in

Fig. 3). In addition, map T
(0)
C has the smallest per-

centage of chaotic orbits among the studied models,
which means that orbits of this map either escape
or they are regular.

Thus, map T
(0)
C (13) controls the original sys-

tem (1) more efficiently than map T4(F2) (8). Addi-
tional advantages of this map is its simplicity, since
it depends only on the spatial variables, and the
fact that it is symplectic by construction. Another

x
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1
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0

0.5

1

x
1

x 3

−1 −0.5 0 0.5 1
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0

0.5

1
−8

−6
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−2

0

(a) (b) (c)

Fig. 2. Regions of different SALI values on the (x1, x3) plane of (a) the uncontrolled map (1), (b) the T4(F2) controlled map

(8), and (c) the T
(0)
C simplified controlled map (13). 16 000 uniformly distributed initial conditions in the square (x1, x3) ∈

[−1, 1] × [−1, 1], x2(0) = x4(0) = 0 are followed for 105 iterations, and they are colored according to their final log10 SALI
value. The white colored regions correspond to orbits that escape in less than 105 iterations.
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0.39 0.66 0.79

Fig. 3. The percentages of regular (solid curves) and chaotic
(dashed curves) orbits after n = 105 iterations of the orig-
inal map (1) (black curves), the T4(F2) controlled map (8)

(blue curves), and the T
(0)
C simplified controlled map (13)

(red curves), in a four-dimensional hypersphere centered at
x1 = x2 = x3 = x4 = 0, as a function of the hypersphere
radius r. The largest radii at which the percentage of regular
orbits is 100%, are also marked.

feature, which could be of major practical impor-

tance, is that the generator F
(0)
2 (10) of the sim-

plified control map T
(0)
C can be considered as the

potential induced by a magnetic element, since it
depends only on spatial variables.

These results show that the simplified con-

trolled map T
(0)
C works better than the controlled

map T4(F2) which is also able to enlarge the DA
with respect to TS . Then, a natural task would be

to compare T
(0)
C with Tctrl or with T∞(F2). We note

that we were not able to find a closed analytic form
for the latter maps due to the cumbersome involved
summations. Thus, these comparisons remain open
problems which we plan to address in the future.
However, we remark that the finite number of terms
involved in T4(F2) possibly allows the attribution of
a real magnetic element to this map, while probably
this will not be feasible for maps Tctrl and T∞(F2).

5. Flat Beams: The Controlled
2D Map

In many particle accelerators the beam is very flat,
i.e. its vertical extent is much smaller than the

horizontal one. A simple, first, approach in inves-
tigating the dynamics of a flat beam of the 4D map
(1) is to neglect the vertical coordinate x3 and its
corresponding momentum x4, and pass from the ini-
tial 4D map to the 2D map

(
x′1
x′2

)
=

(
cosω1 −sinω1

sinω1 cosω1

)(
x1

x2 + x21

)

=: T 2D

(
x1

x2

)
, (14)

whose dynamics was studied for example in [Boun-
tis & Skokos, 2006b].

Following for this map, the procedure described
in Sec. 3, truncated control C2D

k (F 2D
2 ) and con-

trolled T 2D
k (F 2D

2 ) maps of order k are constructed,
in analogy to Eqs. (7) and (8), respectively. As
before, the controlled map is not necessarily sym-
plectic. Since a map is symplectic if its Jacobian
matrix A satisfies (in its definition domain) the

equality ATJA − J = 0 (with J = ( 0 1
−1 0 ) being

the standard symplectic constant matrix), the sym-
plectic nature of T 2D

k (F 2D
2 ) can be checked by com-

puting the norm Dk of AT
k JAk−J, for the Jacobian

matrix Ak of the map. The results of this computa-
tion are presented in Fig. 4, for orders k = 4, k = 6,
and k = 8, in the region (x1, x2) ∈ [−1, 1]× [−1, 1],
and show that T 2D

k (F 2D
2 ) is a good approximation

of a symplectic map for k ≥ 6, since Dk � 10−6

for a large portion (� 77 %) of variable values. As
expected, the larger the order k, the closer the map
T 2D
k (F 2D

2 ) numerically approaches the symplectic
condition.

In order to check whether the controlled map
T 2D
k (F 2D

2 ) with k ≥ 4 increases the DA of the
flat beam, we use again the SALI to determine
the nature of orbits in the (x1, x2) plane, keeping
in mind that SALI tends to zero both for regu-
lar and chaotic orbits of 2D maps, but with time
rates which allow the clear distinction between the
two cases. In particular, many initial conditions are
tracked for 104 iterations in the (x1, x2) plane, and
colored according to their final log10 SALI value,
for the T 2D [Fig. 5(a)], the T 2D

6 (F 2D
2 ) [Fig. 5(b)],

and the T 2D
8 (F 2D

2 ) map. Orbits with SALI ≤ 10−10

are characterized as chaotic and are colored in blue,
while the remaining ones are regular. Similarly to
Fig. 2 white regions correspond to escaping orbits.
This distinction is based on the theoretical predic-
tion that for regular orbits SALI ∝ 1/n2 = 10−8 at
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Fig. 4. Plot of log10 Dk , where Dk is the norm of matrix AT
k JAk−J , and Ak is the Jacobian of the controlled map T 2D

k (F 2D
2 ),

for 16 000 uniformly distributed values in the square (x1, x2) ∈ [−1, 1] × [−1, 1], for (a) k = 4, (b) k = 6, and (c) k = 8. The
percentages of orbits with log10 Dk < −6 are 53%, 77%, and 94% respectively for k = 2, 4, and 6. The color scale corresponds
to the value of log10 Dk; the smaller the value of log10 Dk is (blue region), the closer the map is to a symplectic one.

(a) (b) (c)

(d) (e) (f)

Fig. 5. (Upper row) Regions of different SALI values on the (x1, x2) plane of (a) the uncontrolled 2D map (14), (b) the
T 2D
6 (F 2D

2 ) controlled map, and (c) the T 2D
8 (F 2D

2 ) controlled map. 16 000 uniformly distributed initial conditions in the square

(x1, x2) ∈ [−1, 1]× [−1, 1] are followed for 104 iterations, and they are colored according to their final log10 SALI value. The
white colored regions correspond to orbits that escape in less than 104 iterations. (Lower row) The percentages of regular
(blue curves), chaotic (red curves), and escaping (green curves) orbits after n = 104 iterations of the maps of the upper row,
in a circle centered at x1 = x2 = 0, as a function of its radius r. The largest radii at which the percentage of regular orbits is
100%, are marked in panels (d)–(f). Panels in the same columns correspond to the same map.

1250219-7



October 3, 2012 19:18 WSPC/S0218-1274 1250219

J. Boreux et al.

n = 104. In Figs. 5(d)–5(f) the percentages of regu-
lar (blue curves), chaotic (red curves), and escaping
(green curves) orbits of these three maps are plot-
ted as a function of the radius r of a circle centered
at the origin x1 = x2 = 0.

In all models the number of chaotic orbits is
practically negligible, which means that orbits are
either regular or escaping. The two controlled maps
succeed to increase the DA of the beam, because the
domain of nonescaping orbits increases [Figs. 5(a)–
5(c)]. Although this domain does not have a cyclical
shape, the radius of the largest cycle containing only
regular orbits increases from r ≈ 0.53 for the uncon-
trolled map T 2D (14), to r ≈ 0.74 for both con-
trolled maps T 2D

6 (F 2D
2 ) and T 2D

8 (F 2D
2 ). Since both

controlled maps give essentially the same results,
we conclude that the sixth order truncation of the
controlled map is sufficient for controlling the flat
beam.

6. Summary and Discussion

In this paper, the results of the application of con-
trol theory to a simple 4D accelerator map [Boreux
et al., 2012], are being extended by using simplified
versions of the control maps. In the first case, the
momentum dependence of the control term is arti-
ficially removed, so as the control map is a function
of the spatial coordinates and thus resembles the
magnetic vector potential of a multipole magnet.
In addition, this control map is symplectic by con-
struction in contrast to the original one, thus avoid-
ing the associated problems of having to choose an
appropriate order of truncation in the Lie repre-
sentation, for which the map satisfies numerically
the symplectic condition. The efficiency of the sim-
plified control map is remarkable, not only achiev-
ing the increase of the DA, but also shows a better
performance as compared to the complete control
map. The remaining important issue regarding the
possibility to approximate in practice this magnetic
field by a multipole magnet is still open, and will
be addressed in a future study. In this respect, and
based on the knowledge that control theory can be
efficiently used to increase the DA of a toy model,
the studies can be extended by investigating the
possibility of imposing a control map with the func-
tional form similar to Eq. (11), and compute the
associated multipole coefficients which achieve the
best increase in the DA.

In the second case, the same theory is applied
to a 2D version of the map, modeling flat beams, as

it is the case in electron and positron low emittance
rings (i.e. with small beam sizes), where the verti-
cal beam size is several orders of magnitude smaller
than the horizontal one and thus the dynamic stud-
ies can be restricted to that plane. This 2D control
map presents the same characteristics as the orig-
inal map, i.e. increase of the DA, for a truncation
order equal to six.

In all our studies, the SALI indicator was
mainly used for showing the improvement of con-
trol in the DA. In future work, we plan to apply the
frequency map analysis method (e.g. see [Laskar,
1999] and references therein) in this map in order
to understand the dynamical details of this improve-
ment with respect to resonance excitation and
diffusion.

Acknowledgments

Numerical simulations were made on the local com-
puting resources (CLUSTER URBM–SYSDYN)
at the University of Namur (FUNDP, Belgium).
Ch. Skokos was partly supported by the Euro-
pean research project “Complex Matter”, funded
by the GSRT of the Ministry Education of Greece
under the ERA-Network Complexity Program. Ch.
Skokos would like to thank J. Laskar for useful dis-
cussions and suggestions on the application of chaos
control theory to accelerator models.

References

Boreux, J., Carletti, T., Skokos, Ch. & Vittot, M. [2012]
“Hamiltonian control used to improve the beam sta-
bility in particle accelerator models,” Commun. Non-
lin. Sci. Numer. Simulat. 17, 1725–1738.

Bourbaki, N. [1972] Eléments de Mathématiques :
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120 CHAPITRE 5. ANALYSIS OF THE FREQUENCY SPACE

We begin this chapter by taking stock of the results obtained in
Chap. 4. We keep track of three maps : the initial one, the controlled
one with truncation and the one with momenta fixed in the control
part.
We then shift to the frequency space, cherished in the particle ac-
celerators world. We use the numerical frequency map analysis and
the analytical normal form approach to analyze the maps in this
space. We finally obtain new results on dissipation directions and
the shape of the frequency space.

5.1 Interlude

We here summarize what maps we shall consider and their parameters for
the rest of the chapter. The attention on escaping time and inherent problems
is discussed. Finally we introduce the remaining two sections of the chapter.

From now on and till the end of this chapter, we shall focus exclusively on
3 models. We follow the results of Secs. 4.1 and 4.2 where we have concluded
that with N = 104 iterations, we have a satisfactory level of precision in order
to describe the dynamics of the maps. This number of iterations is especially
sufficient for the following reasons : in the normal form approach, results are
analytical ones and no iterations are needed, in the frequency map analysis,
Theorem 3.3.1 of Chap. 3 insures accuracy as 1/N4. The considered maps are
the 3 following ones :

1. The initial model (IM)

x′ = e{H}e{V }x

that is symplectic and nonlinear (with nonlinear terms up to order 2)
2. The controlled model of order 4 (CMo4)

x′ = e{H}e{V }
4∑

k=0

{F}k
k!

x

that is close to symplecticity, nonlinear (with nonlinear terms up to order
18) and not too heavy from a computational point of view

3. The controlled model with null momenta (CMp0)

x′ = e{H}e{V }e{F (x1,0,x3,0)}x

that is symplectic and nonlinear (with nonlinear terms up to order 3)



5.1. INTERLUDE 121

We recall that the Hamiltonian systems H,V and F are

H(x1, x2, x3, x4) = −ω1
x2

1 + x2
2

2
− ω2

x2
3 + x2

4

2
,

V (x1, x2, x3, x4) = −x
3
1

3
+ x1x

2
3 ,

and 1

F = 1/2(x2
1 − x2

3)

(
− 1/6 csc(3/2ω1) cos(1/2ω1)(x2

1 − 3x2
3 + x2

2

+ (2x2
1 − 6x2

3 + x2
2) cos(ω1)− x1x2 sin(ω1))

− 1/6 csc(3/2ω1)
(
x2 cos(1/2ω1) + x1 sin(1/2ω1)

)
(2x2 + 2x2 cos(ω1)

− x1 sin(ω1))− 1/4
(x2

3 − x2
4) sin(ω2)

cos(ω2)− cos(ω1 + ω2)

)

+ 1/4
x1x3(2x1x3 − 2x2x4) sin(ω2)

cos(ω2)− cos(ω1 + ω2)

+ 1/8

(
5x1

2x3
2 − x1

2x4
2 + x3

2x4
2 + 4x1 x3 x2 x4 − x3

4
)

sin (ω2)

cos (ω2)− cos (ω1 − ω2)
. (5.1)

We also recall that the following values 2 are chosen for the rest of this chapter

ω1 = 2πqx with qx = 0.61803 , (5.2)
ω2 = 2πqy with qx = 0.4152 . (5.3)

As presented in the two previous sections, the models exhibit escaping,
regular and chaotic orbits in various proportions.

We now would like to stress out the need for good chaos indicators such
as the one we have already used before, the SALI. To achieve this goal, we
produce in Fig 5.1 graphs 3 of the (IM) and the (CMp0) in the x1 − x3 phase
space : initial conditions are (x1(0), 0, x3(0), 0) with x1(0) and x3(0) varying in
[−1, 1]. For each initial condition we have plotted a color code corresponding
to the number of iterations needed for the particle to escape.

As explained before, in particle physics, these results are of importance
because they give the dynamical aperture of a model and the time-scale a

1. Let us remark that F is different from the one presented in the previous chapter that
was incorrect due to a typesetting error.

2. In [Vrahatis et al., 1997], they construct a method to find values such that the (IM)
has a great dynamical aperture. The chosen qx and qy are close to irrational numbers :
0.61803 ∼ (

√
5− 1)/2 and 0.4152 ∼

√
2− 1.

3. As explained below such graphs are time consuming. That is why the corresponding
plot for the (CMo4) was not produced for lack of time and because the results were similar
to the ones obtained using the other maps.
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Figure 5.1: Escaping time (in log10) for initial conditions taken in the x1−x3,
on the left for the (IM) and on the right for the (CMp0).

particle turns in the accelerator (time wished as long as possible). Nowadays,
real particle accelerators perform runs [Statistics, 2013] lasting several hours,
that is between 109 and 1010 iterations. We are thus glad to see that the studied
model complies with these numbers. Despite this observation, we would like to
draw the attention on drawbacks of such method.

First, we would like to insist on the CPU time needed to produce such
graphs. The mesh size is set to 1/200 in the x1 and x3 axes leading to 16000
initial conditions. For the controlled maps a considerable proportion of initial
conditions remains until 108 iterations. On a Intel(R) Core(TM) i5-2500 CPU
@ 3.30GHz, for (CMo4), it takes about 10 minutes for an initial condition close
to the origin. So considering 75% of the set of initial conditions that stay up to
108 iterations, we should plan about a year and a half of CPU time. We used a
super-calculator 4 that allowed us to obtain results in shorter amounts of time.

Secondly, using chaos indicators, more than producing similar results and
thus similar conclusions on the dynamics, we can exhibit other behaviors such
as chaotic zones, special directions in the phase space or even analyze the
dynamics in other representation spaces. Moreover chaos indicators are able
to show the presence of chaos before its onset.

Another representation space is the one of the frequencies, or tunes (qx and
qy, see above Eqs 5.2 and 5.3) that is more natural for particle physicists : the
frequency space is a direct description of their parameters, see Rem. 5.2.1.

We describe and analyze this frequency space using the Frequency Map
Analysis (see Chap. 3, Sec. 3.3) in Sec. 5.2.

Finally, in Sec. 5.3, we use an analytical approach to compare and vali-

4. This research used resources of the Interuniversity Scientific Computing Facility loca-
ted at the University of Namur, Belgium, which is supported by the F.R.S.-FNRS under
convention No. 2.4617.07.
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date results obtained numerically with the FMA : the Normal Form approach
presented Chap. 1.

5.2 Frequency Map Analysis of Controlled Par-
ticle Accelerators

In this section we apply the Frequency Map Analysis (Sec. 3.3, p. 87) to
the different maps (IM), (CMo4) and (CMp0), see Sec. 5.1.

The maps are defined in R4, so we could consider 4 signals (xi(k))1≤k≤N i =
1 . . . 4 to treat. But, following [Nadolski and Laskar, 2003], we consider only two
complex signals :

z1(k) = x1(k) + ix2(k)

z2(k) = x3(k) + ix4(k)

with k = 1 . . . N , i.e. to say signals composed of a position and its associated
momentum. We thus have the frequency map FN :

FN :R4 → R2

x 7→ (νx, νy)

whose image is in a two dimensional space and thus is easier to represent (see
Subsec. 5.2.2).

Let us remark that we compute FMA only for non-escaping orbits, i.e. for
orbits such that ||x(k)|| < 10 , k = 1 . . . N .

We shall first stay in the classical phase space of positions x1 − x3 and
observe that FMA is a useful chaos indicator providing similar results to those
of SALI.

Then we shall present the new representation space νx − νy with which we
shall stay till the end of the chapter. In this plane, we shall analyze the action
of the controls through

– resonances ;
– reachable frequencies ;
– diffusion of frequencies.

5.2.1 Towards detecting chaos

Frequency Map Analysis was proved [Nadolski and Laskar, 2003] to be
an efficient method to determine the regular or chaotic nature of orbits in
conservative systems. As explained Sec. 3.3, we look at the diffusion of the
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frequencies : if the orbit is regular, it remains on a torus with a unique
frequency, otherwise the orbit goes from one torus to another and we qualify
it chaotic.

We first show in Figs 5.2(a,b), 5.3(a,b) and 5.4(a,b), respectively for the
(IM), (CMo4) and (CMp0), the value of the gap between the frequency obtained
for each initial conditions and (ω1, ω2), i.e. we evaluated

∆(νx) := log10 |νx − ω1| and ∆(νy) := log10 |νy − ω2|.

Remark 5.2.1 (Working point) We call the point (ω1, ω2), referencing to
particle accelerator physicists, the working point. In real experiments, the values
of the tunes qx and qy, and thus of ω1 and ω2 have to be well chosen before the
experiment. In fact they constitute the main parameters that can be changed
by an experimentalist (see Chap. 2). Their choice is important and leads to
various studies, for example [Vrahatis et al., 1997] and references therein.

Figure 5.2: Color code of ∆(νx) panel (a) and ∆(νy) panel (b) of the (IM) in
the x1 − x3 phase space. Panel (c) : diffusion of the frequencies in the x1 − x3

phase space for the (IM).

As expected, the closer to the origin, the closer to the frequency of the
working point. Even more, we observe lower ∆(νx,y) for the controlled maps :
beyond increasing the dynamical aperture, the controls flatten 5 frequencies to
the desired ones.

Despite this first good result and the presence of some structures, we do
not recover the results obtained with the SALI (see Secs 4.1 and 4.2) : for
example, the 4 zones of chaos are not present. This feature is corrected looking
at the diffusion of the frequencies.

5. By flatten we mean that frequencies corresponding to orbits close to the working point
vary less in the controlled maps than before the introduction of the control term.
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Figure 5.3: Color code of ∆(νx) panel (a) and ∆(νy) panel (b) of the (CMo4)
in the x1−x3 phase space. Panel (c) : diffusion of the frequencies in the x1−x3

phase space for the (CMo4).

Figure 5.4: Color code of ∆(νx) panel (a) and ∆(νy) panel (b) of the (CMp0)
in the x1−x3 phase space. Panel (c) : diffusion of the frequencies in the x1−x3

phase space for the (CMp0).

The total number of iterations is N = 104 for the full signal (constructed
from z1 = x1 + ix2), called T . We construct a series of sub-signals of T , Tk,
such that their length is N/2 and the recovery part between two adjacent
sub-signals is N/2− 102, see Fig. 5.5. The reason of this choice is to emphasize
some continuity property of the FMA.
We thus have 50 sub-signals Tk and their corresponding 50 frequencies ν(k)

x .
Similarly, we can construct the frequencies ν(k)

y , k = 1 . . . 50 for the second
signal (constructed from z2 = x3 + ix4).

We show in Figs. 5.2(c), 5.3(c) and 5.4(c) the value of log10D, respecti-
vely for the (IM), the (CMo4) and the (CMp0), where the definition (3.9) was
chosen. Blue points are initial conditions leading to signals without diffusion
of frequencies (regular orbits) while red ones exhibit a high diffusion of the
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Figure 5.5: Cutting of the main signal T and superposition of the sub-signals
Tk in order to calculate the diffusion in the frequencies using FMA.

frequencies (chaotic orbits). Color code aside, these plots are similar to the
ones obtained with the SALI (see sections 4.1 and 4.2). We could also quan-
tify precisely an orbit as regular or chaotic 6 and get similar 7 increases in the
percentages of regular orbit in the full space. We do not go further in that
direction already covered with the SALI : the scope of FMA being focused on
the frequency space that is introduced in the next section.

5.2.2 Frequency space
The map FN associates to each initial condition a couple of frequencies

(νx, νy) and a value, D, characterizing the diffusion of that couple along the
iterations. We can plot all these values with a color code corresponding to D :
this is the Frequency Space. We present such plot for the map (IM) that is
reported in Figs. 5.6. The corresponding figures for the two considered controls
will be presented and analyze later.

In order to analyze the plot, we need to remind that if the map was exactly
a rotation, i.e.

x′ = e{H}x ,

that is a linear map, all the frequencies would be the same, in this case (ω1, ω2).
So, the initial conditions leading to frequencies close to the working

point are good frequencies ; the map for such points behaves like a rotation.
We see that for such points, the diffusion index is small (blue points).

Thus if the map was a rotation, all the points would be sent on the working
point. From this observation and the construction of the plot explained before,

6. For example by fixing the limit to 10−2 : D smaller than it leads to a regular orbit and
a chaotic one otherwise.

7. According to the threshold chosen : the proportion would remain close but we cannot
expect the exact same results.
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Figure 5.6: Frequency space for the (IM) with color code representing the
diffusion log10D.

it is important to notice that the density and the dispersion of points
are not constant : we can imagine a high concentration of the dots in a
close neighborhood of the working point while the remaining ones would be
spread somewhere else. As we shall see, this dispersion is closely related to the
working point.

We also clearly observe special directions, where no points are present or
points with a high diffusion index (red points). These are due to resonances.
They are more or less important, according to their width.

Finally, the frequency space has a special shape delimited by two curves
beyond which no frequencies are reached anymore.

We focus on these 3 peculiarities, namely
– the density of points close to the working point ;
– the shape of the frequency space ;
– the resonances and their width ;
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that we now examine and compare with the two controlled maps (see Fig. 5.7
and 5.8).

Figure 5.7: Frequency space for the (CMo4) with color code representing the
diffusion log10D.

Figure 5.8: Frequency space for the (CMp0) with color code representing the
diffusion log10D.
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5.2.3 Density near the working point
In Secs 4.1 and 4.2, we have presented that (CMo4) and (CMp0), among

other properties, increase the number of non-escaping orbits and their quality :
beyond the number, the proportion of regular orbits is, in both cases, also
increased.
We find similar results thanks to FMA and the associated frequency space.

We consider the number of couples (νx, νy) within a radius r from the
working point (ω1, ω2). We indicate in table 5.1 the number of couples, its
percentage and the density 8 for different values of r.

We observe a high density of points near the working point. This was
expected ; the accelerator, and (hopefully) its model, is designed such that
most particles turn with the same frequency close to the working point. The
two controlled maps preserve that property and reinforce it : the density near
the working point is much higher ; many points have their frequency flattened
to the desired one. Of course, there are more points to be considered but the
higher density is not only due to that increase of points : the percentages of
the total number of non-escaping orbits is higher for smaller radii.

With the controlled maps, we thus have increased the number of non-
escaping orbits and, globally, they have a better behavior exhibiting frequencies
closer to (ω1, ω2) and this in great number.

8. The density for a given r is the ratio between the number of frequencies within this
radius and the area of the circle of such radius.
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(IM) (CMo4) (CMp0)
r Number % Density r Number % Density r Number % Density

10−3 712 1,21 2.108 10−3 1418 1,54 5.108 10−3 1394 1,61 4.108

10−2 7000 11,85 2.107 10−2 14754 16,08 5.107 10−2 13886 16,03 4.107

2.10−2 13574 22,98 1.107 2.10−2 30462 33,19 2.107 2.10−2 26918 31,08 2.107

3.10−2 19756 33,44 7.106 3.10−2 52244 56,93 2.107 3.10−2 38984 45,00 1.107

4.10−2 24772 41,93 5.106 4.10−2 50032 57,76 1.107

5.10−2 30526 51,67 4.106
...

...
...

...
...

...
...

...
...

...
...

...
0,28 59068 100 2.105 0,15 91768 100 1.106 0,166 86618 100 1.106

Table 5.1: Summary of the concentration of points near the working one (ω1, ω2). For different radii, r, from (ω1, ω2), the
number of points within the considered radius, their percentage (with respect to the total number, see last line) and their
density is given. These 3 numbers are much higher for the controlled maps than for the initial one.
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5.2.4 Reachable frequencies - Shape of the frequency
space

In Fig. 5.9, we plotted the frequency spaces of the three maps at the same
scale and with the same axis.

3.7 3.8 3.9 4
2.35

2.4

2.45

2.5

2.55

2.6

2.65

2.7
(a)

ν
x

ν
y

3.7 3.8 3.9 4
2.35

2.4

2.45

2.5

2.55

2.6

2.65

2.7
(b)

ν
x

ν
y

3.7 3.8 3.9 4
2.35

2.4

2.45

2.5

2.55

2.6

2.65

2.7
(c)

ν
x

ν
y

Figure 5.9: Frequency spaces of the (IM), the (CMo4) and the (CMp0) from
left to right. The plots are at the same scale, the same place and for the same
number of initial conditions. The FMA for the controlled maps has a smaller
range of values, exhibiting thus a fewer frequencies.

The first observation is the considerable reduction of the frequency space in
the controlled cases. This reinforces the conclusion of the previous subsection :
even if more points are remaining, the diffusion, the variation, of the reached
frequencies has decreased.

Secondly, we observe that the two controlled maps also exhibit a special
shape delimited by two curves beyond which no frequencies are reached any-
more while in the (IM) such curves are almost flat and thus determine a half
plane.
These two curves intersect each other at the working point. Let us call Ψ, the
angle formed by the curves at this point. At first approximation, Ψ defines a
cone of reachable frequencies. While Ψ is close to 175̊ for the (IM), the controls
reduced it to 116̊ and 110̊ for the (CMo4) and the (CMp0) respectively. This is
another improvement of the quality of the controls : they reduce the directions
where the frequencies can diffuse.

5.2.5 Resonances
The straight lines one can observe in the different frequency spaces are

resonances. A resonance appears for an integer linear combination of the tunes
qx, qy and the s direction (= 1), i.e.

mqx + nqy + p = 0 , (5.4)
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or, equivalently, in terms of the frequencies, if

mνx + nνy + 2πp = 0 ,

where m,n and p are integers. We define the resonance order as the integer
|m| + |n| + |p|. In the following we denote a resonance verifying Eq. (5.4) by
m : n : p.

Because the values of qx and qy are well chosen (see footnote 2, p. 121), exact
resonances would occur only for very high order, for example 105 : 104 : −57651
verifies Eq. (5.4) but is of order 167651. We thus consider the triplet m : n : p
to be a resonance if it satisfies

|mqx + nqy + p| < ε , (5.5)

for a given small value ε. With this definition we avoid the use of large numbers
and we are able to draw the resonant lines.

We present in Fig. 5.10, the resonance diagram close to the working point
up to order 5, 10 and 15.

3.7 3.8 3.9 4
2.35

2.4

2.45

2.5

2.55

2.6

2.65

2.7

ν
x

ν
y

(b)

3.7 3.8 3.9 4
2.35

2.4

2.45

2.5

2.55

2.6

2.65

2.7

ν
x

ν
y

(a)

3.7 3.8 3.9 4
2.35

2.4

2.45

2.5

2.55

2.6

2.65

2.7

ν
x

ν
y

(c)

Figure 5.10: Resonance diagram up to order 5 (a), 10 (b) and 15 (c). The
working point is each time indicated by a red dot. ε was set to 0.15.

In the Table 5.2, we give the first resonances, their order and the value of
|mqx+nqy+p|. Let us remark that ifm : n : p is such that |mqx+nqy+p| = εmnp
so is −m : −n : −p. Then we only presented one of the two combinations.

We then superpose these lines found analytically on the frequency space
obtained with FMA and observe a perfect match : see Figs. 5.11, 5.12 and 5.13.
Once again we observe the very good action of the controls. They both reduce
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Order m n p |mqx + nqy + p|
3 -1 -1 1 0,0332
5 -2 3 0 0,0095
6 -3 2 1 0,0237

-1 4 -1 0,0428
7 -4 1 2 0,0569

0 -5 2 0,0760
8 -5 0 3 0,0901

Table 5.2: The first integer combinations up to order 8 of qx, qy and 1, leading
to a small value of |mqx + nqy + p|.
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Figure 5.11: Resonances up to order 15 in the frequency space of (IM). Thicker
lines correspond to resonances up to order 8. All the resonances check the
conditions |mqx + nqy + p| < 0.15

the number of resonances giving diffusion directions, only one important reso-
nance remains, the −3 : 2 : 1. Moreover, the (CMp0) even reduce drastically
the width of that resonance visible only at small scale.

5.2.6 Conclusion
In the frequency space, we can observe three kinds of zones :
1. Regular areas, where points are regularly spaced with small diffusion

index D. These points correspond to regular motion. This is observed
especially near the working point.

2. Irregular areas (see for example the vicinity of (3.84 , 2.58) in Fig. 5.12)
with lost of any structure : chaotic behaviors and/or border of the DA.

3. Resonances, that are straight lines of rational slope. They speed up the
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Figure 5.12: Resonances up to order 8 in the frequency space of (CMo4). All
the resonances check the conditions |mqx + nqy + p| < 0.15

diffusion process : they empty their neighborhood and the remaining
points have a large diffusion index.

Thanks to FMA, we can go further in the description and qualification of the
controls (CMo4) and (CMp0) :

1. More then increasing the number of non-escaping orbits, they flatten the
frequencies gathering them close to the working point.

2. They drastically decrease the size of the frequency space by reducing the
cone of admissible frequencies.

3. Following the two previous points, the strength of the resonances is thus
reduced and in the case of the (CMp0), remaining resonances have their
width impressively shortened.

In the next section, we use the normal form approach in order to retrieve these
results and give them an analytical meaning.
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Figure 5.13: Resonances up to order 8 in the frequency space of (CMp0). All
the resonances check the conditions |mqx + nqy + p| < 0.15
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5.3 Normal Form approach of controlled particle
accelerators

Following the method described in Chap. 1, Sec. 1.5 we evaluate the
Normal Form (NF) of the three maps at different orders. Using this analytical
method, we are able to recover most 9 of the results obtained with the
numerical method FMA : the non-resonant frequency space, the high density
of frequencies reached near the working point and the general flattening of the
frequencies due to the controls. Then, we give an analytical prediction (at first
order) of the two curves delineating the frequency space.

5.3.1 Normal Forms and conditions
The 3 maps (IM), (CMo4) and (CMp0) can be written in the generic form

x′ = f(x)

where x ∈ R4. We perform the change of variables
{
z1 = x1 + ix2

z2 = x3 + ix4

giving us a new map in complex variables

z′ = F (z, z̄)

with z = (z1 , z2) ∈ C2. The normal form algorithm gives us order by order the
change of variables (close to the identity)

z = Φ(ζ, ζ̄)

such that
ζ′ = eiΩ(ζ,ζ̄)ζ

where Ω = (Ω1,Ω2) is real and depends only on the square of the modulus of
ζ1 and ζ2 :

Ω(ζ, ζ̄) ≡ Ω(|ζ1|2, |ζ2|2) ∈ R2.

We are especially interested in this vector (Ω1,Ω2) which gives the main fre-
quency of the signal composed by the iterations of ζ and the one of z. We can
thus reconstruct the frequency space by evaluating the function Ω at the initial
conditions leading to non-escaping orbits. Let us already observe that at first
order we recover the working point :

[(Ω1,Ω2)]0 = (ω1, ω2).

9. We used the normal form algorithm in the non-resonant case and therefore we will not
recover the resonant lines.
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The higher the order, the smaller the radius of convergence will be

(see [Birkhoff, 1927]). Moreover, results are expressed in polynomial series. For
these reasons, we adopt rules in order to avoid misleading results. We consider
points z only if

1. the variables obtained via the change of variables, assume values smaller
than 1 :

|ζ1| < 1 and |ζ2| < 1 ; (5.6)

2. increasing the order makes only small variations :

||[Ω]≤j − [Ω]≤l|| ∼ 0 , (5.7)

where we introduced the notation

[Ω]≤j :=

j∑

k=1

[Ω]k.

Practically, we have chosen j = 20 and l = 5 and the difference was set to 10−3.

We tested two algorithms, the one developed in [Bazzani et al., 1995] and
the one of [Giorgilli, 2013]. They both give the exact same results at machine
accuracy. The second one, more recent, and allowing higher orders was used to
produce the graphs of this section.
Let us finally precise that both algorithms were used in the non-resonant case :
as explained in the previous section, qx and qy are chosen irrational.

5.3.2 Reconstruction of the frequency space with Normal
Form

We look at the initial conditions remaining after applying conditions (5.6)
and (5.7). We then plot the results in the frequency space and comment the
results by comparing them with those obtained with FMA.

Remaining initial conditions

Considering the conditions mentioned above, we first show which initial
conditions remain in Fig. 5.14.
Referring to graphs like those obtained with the SALI (see Sec. 4.1) or the FMA
(see Sec. 5.2), chaotic and leading to resonant motion orbits are removed. We
also observe that regular orbits close to the border are absent. This is probably
due to the need for crossing a resonance that the NF cannot accomplish :
looking at Fig. 5.15 where we plotted in different colors initial conditions leading
to orbits with frequencies that are on the main resonances line (precisely the
−3 : 2 : 1, −2 : 3 : 0, −4 : 1 : 2 and 5 : 0 : −3 resonances). We observe
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Figure 5.14: Remaining initial conditions for the (IM), the (CMo4) and the
(CMp0) respectively (a), (b) and (c). In red all initial conditions, in green initial
conditions veryfying (5.6) and (5.7).

that they separate the initial phase space into different regions where stand
initial conditions of regular orbits. With this plot we show that we achieved
what [Weishi and Cary, 2001] already imagined in order to enlarge the dynamic
aperture (see Fig. 5.16) : to reduce the size of the resonances around the working
point. Moreover we pushed them away.

The frequency space

We now can plot the frequency space without computing thousands of
iterations and recover previous non-resonant results : see Figs. 5.17, 5.18
and 5.19. We superpose the results to those obtained by FMA. This helps the
comparison. As expected the match around the working point is perfect. We
also measure the percentage and density of frequencies at a given distance r
from the working point and give them in Table 5.3.

Keeping in mind that most of the considered points are likely to be good
points 10, we cannot directly compare the values of this table with the one ob-
tained with FMA, table 5.1), but we can compare the percentages and densities.
We found similar behaviors (increase of points and densities near (ω1, ω2) for
the controlled maps), that is an improvement with the (CMo4) and the (CMp0),
even with all the bad guys removed.

10. Replacing the maps in the context of accelerator physicists, the interesting points are
those ones : not escaping, not chaotic and non-resonant.
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Figure 5.15: Initial conditions leading to non-escaping orbits in the x1 − x3

phase space for the 3 models, from left to right the (IM), the (CMo4) and the
(CMp0). Initial conditions leading to frequencies on the resonances −3 : 2 : 1,
−2 : 3 : 0, −4 : 1 : 2 and 5 : 0 : −3 are in yellow, purple, blue and pale yellow
respectively.

Figure 5.16: Drawing of the idea of [Weishi and Cary, 2001] : to find a good
set of parameters such that the resonances surrounding the working point have
their width reduced. Our control method achieve this goal, see Fig. 5.15. This
figure is from [Weishi and Cary, 2001].



140 CHAPITRE 5. ANALYSIS OF THE FREQUENCY SPACE

Figure 5.17: Frequency space of the (IM) : superposition of the results obtained
by a normal form approach on those obtained by FMA.

Figure 5.18: Frequency space of the (CMo4) : superposition of the results
obtained by a normal form approach on those obtained by FMA.
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Figure 5.19: Frequency space of the (CMp0) : superposition of the results
obtained by a normal form approach on those obtained by FMA.
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(IM) (CMp0) (CMo4)
r Number % Density r Number % Density r Number % Density

10−3 732 3,5 2.108 10−3 1438 2,9 5.108 10−3 1456 3,8 5.108

10−2 7068 33,6 2.107 10−2 14014 28,04 4.107 10−2 14834 38,09 5.107

2.10−2 13036 62,01 1.107 2.10−2 27095 54,9 2.107 2.10−2 32299 79,6 2.107

...
...

...
...

...
...

...
...

...
...

...
...

8.10−2 20993 100 1.106 6.10−2 49329 100 5.106 6.10−2 38085 100 3.106

Table 5.3: Table of the points near the working point (ω1, ω2) obtained by normal form. For different distances, r, from it,
the number of points, their percentage and their density within such distance is given.
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5.3.3 The Shape of the frequency space
In this subsection, we derive the shape of the frequency space, that is

to say we find the two curves delineating a portion of the plane where the
diffusion directions are allowed.

Generally speaking (that is, for the three considered maps), at first order 11,
we can write

[Ω1]≤2 = ω1 + a1|ζ1|2 + b1|ζ2|2 (5.8)

[Ω2]≤2 = ω2 + a2|ζ1|2 + b2|ζ2|2 (5.9)

where a1, a2, b1 and b2 are provided by the normal form algorithm. We recall
that we consider |ζ1| and |ζ2| to lie in the interval [0 , 1].

Initial Map

For the (IM), we find the following values

a1 = 0.19955798013540454 > 0

b1 = −0.27632214397086574 < 0

a2 = −0.27632214397086574 < 0

b2 = 0.1663288024549204 > 0

We can consider two extreme cases :
1. with |ζ1| = 0 and |ζ2| = 1, [Ω2]≤2 is maximum and thus should have all

its values below the straight line 12

D1 ≡ y =
b2
b1

(x− ω1) + ω2 (5.10)

for x varying in [ω1 + b1, ω1 + a1] ;
2. with |ζ1| = 1 and |ζ2| = 0, we have a similar behavior : [Ω1]≤2 should be

below the straight line

D2 ≡ y =
a2

a1
(x− ω1) + ω2 (5.11)

for y varying in [ω2 + a2, ω2 + b1] ;
The intersection of these two portions of the plane delineates the reachable
values of ([Ω1]≤2, [Ω2]≤2). The two lines are superposed the frequency space
obtained with FMA in Fig. 5.20.
The match is perfect at the working point (where non-linear terms have negli-
geable effect) and a very good approximation of the border, especially on the
right of the working point.

11. In the development in the variables ρi = ζiζ̄i, i = 1, 2.
12. This can be obtained by setting |ζ1| = 0 in Eqs. (5.8) and (5.9) and then substituting
|ζ2|2.
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Figure 5.20: Lines D1, Eq. (5.10) and D2, Eq. (5.11) in superposition on the
frequency space.

Controlled maps

A similar reasoning can be applied to the (CMo4) and the (CMp0). The
lines D1 and D2 have the same equation but the values of ai and bi (i = 1, 2)
change for each map. We have the results reported in Figs. 5.21 and 5.22. Once
again, the matching is excellent.

Higher order

Let us remark that such analysis could be extended to higher order. We
would expect a good fit at a greater distance from the working point.
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Figure 5.21: Lines (with adapted values of a1, a2, b1 and b2) D1, Eq. (5.10)
and D2, Eq. (5.11) in superposition on the frequency space of the (CMo4).

Figure 5.22: Lines (with adapted values of a1, a2, b1 and b2) D1, Eq. (5.10)
and D2, Eq. (5.11) in superposition on the frequency space of the (CMp0).
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We propose a method to control dissipative systems close to
integrable systems. To achieve this, a control is added to the origi-
nal system such that the controlled system exhibits a constant of
motion. We apply this procedure to the van der Pol oscillator.

6.1 Introduction
Many physical systems can be represented by a conservative system

perturbed by non-conservative forces : we think for instance of friction, tidal
forces, atmospheric drag, radiation pressure or an electrical resistance.

Consider an autonomous system of differential equations of first order :

ẋ = H(x) + V (x)

where H and V are smooth vector fields. We consider V to be a perturbation
(say of size ε) of the system H. We assume the existence of a constant of
motion h for H i.e. the vector field H preserves h.

The goal is to propose a control method for such perturbed systems. It
consists in adding a correction F of size ε2 to the initial system in such a way
that the resulting, controlled, system possesses a constant of motion ε−close
to h, the one of the unperturbed system.

In Sec. 6.2, we first expose the framework of vector fields, vector spaces and
Lie-Algebras we shall work with, before constructing the control. In Sec. 6.3 we
apply the technique to a classical example of damped oscillator : the van der
Pol oscillator.

6.2 Theory
Let M be a manifold and TM its tangent bundle. We consider vector fields

V on the manifold M , i.e. sections of TM : V ∈ C∞(M,TM) such that for
any x ∈ M , V (x) lies in TxM , the tangent space at x. We denote the space
of vector fields on M by V.

For all scalar valued function f ∈ Y = C∞(M,R), we shall consider the
derivation along the vector field V and we denote it by LV f ∈ Y : LV is a diffe-
rential operator of order 1 on Y. We denote the space of those operators by LV.

We recall that the commutator [LH , LV ] of two elements LH and LV of
LV is again of order 1, i.e. it preserves the Leibniz property. Thus there exists
some Z ∈ V such that LZ = [LH , LV ]. Z is called the Lie-bracket of the vector
fields H and V : Z = [H,V ].
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In the specific case where M = Rn, we have the following expression for
the derivation along a vector field.
Let f ∈ Y and H,V ∈ V, then

LHf := (H · ∇)f =

n∑

j=1

Hj(x)
∂f

∂xj
,

and
[H,V ] = (H · ∇)V − (V · ∇)H ,

or, componentwise,

([H,V ])i =

n∑

j=1

(
Hj

∂Vi
∂xj
− Vj

∂Hi

∂xj

)
= LHVi − LVHi . (6.1)

This is the derivation of the vector field V along the vector field H. For that
reason, we also use the notation [H,V ] =: LHV . This notation is identical if the
argument is either a scalar value function or a vector field. For practical reasons
in further calculations, we also introduce the following equivalent notations of
such operator LV :

LV ≡ {V } ≡ V .

The vector space V with this bracket is a Lie-Algebra : ∀X , Y, Z ∈ V we
have (see e.g. [Fasano and Marmi, 2006]) :

– [., .] is bilinear ;
– [X,Y ] = −[Y,X] ;
– the Jacobi identity

[X, [Y, Z]] + [Y, [Z,X]] + [Z, [X,Y ]] = 0.

We finally need to consider operators acting on elements of LV. Such an
operator is defined from an element of LV through the commutator :

{X} : LV → LV
Y 7→ {X}Y := XY − YX (6.2)

We shall denote by U the space of these elements :

U = {{X} : LV → LV}

We have defined the framework that we need in order to construct a control
term.

The aim is to construct a new vector field

Ĥ := H + V + F
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that preserves a certain quantity ĥ. Let us denote by Vh the set of vector fields
preserving the scalar function h

Vh = {X ∈ V |LXh = 0}

and the corresponding sets of good operators

Bh = {X ∈ LV |X ∈ Vh} .

With all those tools, we can present the following 1

Theorem 6.2.1 Let H ∈ Vh. If ∃S ∈ V s.t.

B := V −HS ∈ Vh i.e B ∈ Bh and B = O(V ) (6.3)

then

there exists Ĥ ∈ Bĥ where ĥ = e−Sh (6.4)

with Ĥ = H + V + F , where

F =
(
e−S − 1

)
V +

(
1− e−S
S − e−S

)
HS. (6.5)

Moreover F = O(V )2.

Proof. We have to check that (6.4) is fulfilled. Let first point out that this is
equivalent to

e{S}Ĥ preserves h. (6.6)

Indeed, by definition one has

e{S}Ĥh = 0⇔ eSĤe−Sh = 0⇔ Ĥe−Sh = 0

that is (6.4). We also notice that from Eq. (6.5), the operator F associated to
F is given by

F =
(
e−{S} − 1

)
V +

(
1− e−{S}
{S} − e−{S}

)
{H}S

1. We keep the notation O that should be understood as the max on each component.
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Let us now prove (6.6).

e{S}(H+ V + F) = e{S}H+ e{S}F + V + (e{S} − 1)V

=
{S}H − e{S}{H}S + {H}S

{S} + e{S}F + V + (e{S} − 1)V

= H− e{S} − 1

{S} {H}S + V + e{S}F + (e{S} − 1)V

= H− e{S} − 1

{S} {H}S + B + {H}S + e{S}F + (e{S} − 1)V

= H+ B + e{S}F +

(
1− e{S} − 1

{S}

)
{H}S + (e{S} − 1)V

︸ ︷︷ ︸
=−e{S}F

= H+ B ∈ Bh.

where we used H ∈ Bh.
This achieves the proof.

�

Concretely, we need to find S ∈ V verifying (6.3) which is nothing but a
partial differential equation with n unknowns S1, . . . , Sn.

Moreover in order to provide a control term F , we should evaluate e−S ,
which is generally not possible in a closed analytical form. For that reason we
give a version of F correct at O(V )2.
We shall use the following decomposition :

e−S =
∑

k≥0

(−S)k

k!
= 1− S +

S2

2
+ . . . (6.7)

and use it to calculate F :

F =
(
e−S − 1

)
V +

(
1− e−S
S − e−S

)
HS

= (1− S − 1)V +




1−
(

1− S + S2

2

)

S − (1− S)


HS +O(V )3

= −SV +
1

2
SHS +O(V )3.

6.3 Application to the van der Pol oscillator
The model we shall consider was originally developed by van der Pol in

the 1920s [van der Pol, 1927] to describe the dynamics of a triode electronic
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oscillator.
In the van der Pol model, the electrical charge, denoted by q(t), passing through
the triode tube is assumed to be described by the equation

q̈ + ε(q2 − 1)q̇ + q = 0 . (6.8)

This model has been widely studied in the history of nonlinear dynamics
and it is used in most of the books in this field as a paradigm model for the
existence of limit cycle in non-linear oscillator.

Eq. (6.8) can be written as two ordinary differential equations introducing
the variable p = q̇ and x = (q p)t :

ẋ = H(x) + V (x)

where
H(x) =

(
p
−q

)
and V (x) = ε

(
0

(1− q2)p

)
.

The quantity

h(x) =
q2

2
+
p2

2

is preserved by H, indeed :

LHh = H1(x)∂qh+H2(x)∂ph = p q + (−q)p = 0.

With these notations, we can try to construct a control F . For this purpose,
we first need to find a good S i.e. we need (6.3) to be satisfied. In other words
we have to solve the following equation

{V −HS}h = 0

⇔ LV h− LHSh = 0

⇔ LV h− L[H,S]h = 0

where
LV h = V1(x)∂qh+ V2(x)∂ph = ε(1− q2)p2

and

[H,S] =

(
H1∂qS1 +H2∂pS1 − S1∂qH1 − S2∂pH1

H1∂qS2 +H2∂pS2 − S1∂qH2 − S2∂pH2

)

=

(
p∂qS1 − q∂pS1 − S2

p∂qS2 − q∂pS2 + S1

)

thus
L[H,S]h = (p∂qS1 − q∂pS1 − S2)q + (p∂qS2 − q∂pS2 + S1)p.

The partial differential equation to solve is then

(1− q2)p2 − (p∂qS1 − q∂pS1 − S2)q − (p∂qS2 − q∂pS2 + S1)p = 0. (6.9)
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6.3.1 Solution S

We are looking for S1, S2 : R2 → R verifying (6.9). Ideally, we would like
to find them Ck with k ∈ N as high as possible : in order to construct F ,
we need the derivatives of S. This equation admits possibly many solutions.
Indeed, we have one equation with two functions to be determined.

A practical form would be a polynomial solution but we shall show that it
is impossible. Secondly, we could try to solve

V − [H,S] = 0

whose solution would also solves LV−[H,S]h = 0.

Polynomials

We first propose a polynomial solution :

S1 =
∑

n,m∈N
αnmq

npm and S2 =
∑

n,m∈N
βnmq

npm

where αnm, βnm ∈ R are to be determined. We evaluate the corresponding
partial derivative :

∂qS1 =
∑

n,m∈N
nαnmq

n−1pm and ∂qS2 =
∑

n,m∈N
nβnmq

n−1pm

∂pS1 =
∑

n,m∈N
mαnmq

npm−1 and ∂pS2 =
∑

n,m∈N
mβnmq

npm−1

Eq. (6.9) reads then

p2 − q2p2 −
∑

n,m∈N
(n+ 1)αnmq

npm+1 +
∑

n,m∈N
(m+ 1)βnmq

n+1pm

+
∑

n,m∈N
mαnmq

n+2pm−1 −
∑

n,m∈N
nβnmq

n−1pm+2 = 0.

Unfortunately, this equation has no solution : looking at the condition on the
coefficients in q2, we need

α01 + β10 = 0 (6.10)

and similarly, the condition on those in p2 is

1− α01 − β10 = 0. (6.11)

Eqs. (6.10) and (6.11) are not compatible. Equation (6.9) does not admit a
polynomial solution.
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Imposing S1 = 0

Imposing S1 = 0, Eq. (6.9) becomes

(1− q2)p2 + qS2 − p2∂qS2 + pq∂pS2 = 0.

that is a linear partial differential equation of order one which is solved by

S =

(
0

arctan
(
p
q

)(
1
8p

3 − 1
2p+ 1

4pq
2 + 1

8
q4

p − 1
2
q2

p

)
+ 1

8p
2q − 1

8q
3 + 1

2q

)

(6.12)
where we set the constant to 0. Let us remark that this solution is not well
defined when p or q vanish.

6.3.2 The control term

Considering the solution S given in Eq. (6.12), we need SHS to construct
the control term F . Noticing that V1 = S1 = 0, we quickly get

SV =

(
0

S2∂pV2 − V2∂pS2

)

=

(
0

ε
4p

(
q2 − 1

) (
p3q + pq3 + arctan

(
p
q

) (
p4 − q4 + 4q2

)
− 4 pq

)
)

and, similarly, we can find SHS to finally express F :

F =

(
F1

F2

)

where

F1 =
−ε2

128p3

((
arctan (p/q)

(
p4 + 2p2q2 + q4 − 4p2 − 4q2

)
+ p3q − pq3 + 4pq

)

(
arctan (p/q)

(
3p4 − 4p2 + 2p2q2 − q4 + 4q2

)
+ 3p3q + pq3 − 4pq

))

and

F2 =
ε2

128p4

((
arctan

(
p

q

)(
p4q + 2p2q3 − 4qp2 + q5 − 4q3

)

+ p3(8− 7q2) + 4p(q2 − q4)
)

(
arctan (p/q)

(
3p4 − 4p2 + 2p2q2 − q4 + 4q2

)
+ 3p3q + pq3 − 4pq

))
.
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The preserved quantity ĥ can also be calculated using Eq. (6.7) :

ĥ(x) = h− ε
(
pq

8

(
p2 − q2 + 2

)
+ arctan(p/q)

(
h2

2
− h
))

+
ε2

2

(pq
2

+ arctan(p/q) (h− 1)
)(pq

8

(
p2 − q2 + 2

)
+ arctan(

p

q
)

(
h2

2
− h
))

+O(ε3).

6.3.3 Numerical results
The aim of this subsection is to present some numerical results to support

the analytical part of Sec. 6.3. For the initial value x(0) = (q(0) p(0))t =

(−1.97 0.3031)t with ε = 0.2, we plot in Fig. 6.1 the evolution of ĥ. In Fig. 6.2

0 20 40 60 80 100
1.97

1.98

1.99

2

2.01

2.02

2.03

t

ĥ
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)

Figure 6.1: Evolution of ĥ(t).

we give the error

err(t) =
|ĥ(x(t))− ĥ(x(0))|

|ĥ(x(0))|
of the preserved quantity ĥ linked to the system H + V + F .

Also, in order to check that the control F is small in front of the initial
system H + V , we computed for a given initial condition x(0)

E(x(0)) =
sup |F |

sup |H + V |
where

sup |F | = sup
t

max{|F1(x(t))|, |F2(x(t))|}
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Figure 6.2: Evolution of err(t).

and identically for sup |H + V |. We obtain E(x(0)) = 0.0295. This means that
we constructed a preserved quantity using less than 3% of the energy of the
original system for the initial condition x(0).
It is also common to compare the size of the control in front of the energy of
the initial system. Considering the kinetic energy being |q̇|

2

2 , the control is then
less than 0.08% of that considered energy.

6.4 Time dependence
The aim of this section is to extend the previous results to an explicit time

dependent system ; for example the Duffing oscillator [Holmes, 1979] :
(
q̇
ṗ

)
=

(
p

ωq − βq3 + ε(2 cos τ − γp)

)
= X(q, p, τ).

where the dot symbol denotes the derivative with respect to τ in this section :
(˙) = d

dτ .

6.4.1 Need to defrost the time
Let us observe that the main difference with respect to the previous case is

that given a time dependent vector field X, the operator LX does not anymore
induce the flow eτLX(τ) of any observable ; indeed, the time, here represented
by the variable τ is frozen. To tackle this problem we propose to complete LX
by adding ∂τ :

H = LX + ∂τ
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such that its flow is the correct one if the observable is time-dependent. Indeed
for any observable W (q, τ), we should have

W (τ) = eτHW0

which is the solution of
Ẇ = HW.

On one hand we have that

Ẇ = (∂qW )q̇ + ∂τW

and on the other hand, remembering that LX = q̇∂q we find

HW = (LX + ∂τ )W

= LXW + ∂τW

= q̇∂qW + ∂τW.

Let us also remark that

τ̇ = Hτ = (LX + ∂τ )τ = 1

and thus τ actually plays its role, the time, and can be replaced by the variable
t.

6.4.2 Generalization of the PDE
H being a differential operator of order 1, theorem 6.2.1 still holds. We are

thus looking for S such that

V − {H}S preserves h

More explicitly

V − {H}S = LV − [∂t + LH , LS ] = LV − [∂t, LS ] + [LS , LH ]

Let us give some details on the new commutator [∂t, LS ] :

[∂t, LS ] = ∂tLS − LS∂t = ∂tLS

because the function on which it will be applied is time-independent. Then,
∀h ∈ C∞(M,R), we have

∂t(LSh) = ∂t(S · ∇h)

= (∂tS) · ∇h+ S · (∂t∇h)

= LṠh

and finally, we have to solve

V − {H}S = LV − LṠ + L[S,H] . (6.13)

Despite this good theoretical framework, solving Eq. (6.13) remains a hard task
(see Subsec. 6.3.1) : our first attempts on the Duffing oscillator did not lead to
a solution yet.
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Conclusions and Perspectives

Back in the 90s [Scandale and Turchetti, 1990], specialists met together
to establish the best possible picture of the problems linked to nonlinearities
in present and future particle accelerators. This coincides with LHC project
officially approved in December 1994.

In 2008, September 10, a first beam made a full turn of 27km in the LHC.
From the CERN press office [press, 2008] :

“It’s a fantastic moment,” said LHC project leader Lyn Evans,
“we can now look forward to a new era of understanding about the
origins and evolution of the universe.”

Since then, and amongst other things, this great milestone of man-
kind [Gaudin, 2008] identified the Brout-Englert-Higgs’ boson.

In parallel to the great engineering resources established, the talent of
scientists was required. The need for constructing models, for simulating such
devices and for, already, thinking the design of the future accelerators was and
remains huge. The physics of particle accelerators is now a fully-fledged area
of science. Tools and techniques were created and adapted to analyze models
of particle accelerators and their dynamics.

The present thesis relies in that context. We mainly focused on the
dynamical point of view, especially in the framework of conservative systems.
On one hand we surveyed the formalism of maps describing such systems as
well as the tools to analyze, describe and qualify them. On the other hand we
adapted the control methods of Vittot [Vittot, 2004] in order to provide new
approaches, new leads, new models of particle accelerators exhibiting robust
and excellent properties.
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Synthesis

Over the years, physicists, mathematicians or engineers toiled to improve
particle accelerators and to increase their energy. We placed ourselves in that
mindset.

We first considered the formalism of maps describing effectively ring
particle accelerators. Within this formalism we adapted and presented a
theorem of control and gave explicit steps to apply it.

This theorem gives a methodology to construct a map. This resulting
map preserves the main dynamical properties of the initial map : structures,
similarities at first order, behaviors. Meanwhile the new map exhibits desired
behaviors such as more regularity and bigger percentages of non escaping
initial conditions.

We applied the theorem to ring particle accelerator models. The resulting
map is expressed as an infinite sum of polynomials. We have proposed two
techniques to overcome this obstacle in order to provide explicit manipulable
maps.
We first operated an obvious choice : truncate the series. This, unfortunately,
removes (most of the time) the symplecticity. We balanced this drawback
by testing different orders and showed that in the region of interest, namely
close to the design orbit, for sufficiently high order, the controlled map can be
considered in good approximation as a symplectic one.
Secondly, we made the control independent of the momenta. This method
presents two assets : it corresponds to a physical control and it preserves the
symplecticity.

Then, we presented tools and methods to analyze the results.

Thanks to the chaos indicator Smaller ALignment Index, we showed that
the two controls increase the dynamical aperture of the accelerator up to a
factor 2. Many chaotic orbits are removed or pushed to the border of the DA.

With the Frequency Map Analysis, we recovered previous results reinforcing
them but, more importantly, we produced the tune-footprints of the maps.
With this technique, we were able to find resonances and diffusion directions.
The controls weakened many resonant lines and/or decrease the width of the
remaining one and drastically reduce the reachable diffusion directions.

We then completed the numerical results obtained by FMA by providing
the shape of the frequency space at first order using the Normal Form approach.
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Perspectives
The immediate perspective is to go further in the physics of the controls

and execute a reverse processing of our development. In Chap. 2 we gave the
main steps in the construction of a map modelling a ring particle accelerator.
In order to push the quality of our controls to the next level, we would like
to trace back the steps to potentially propose an implementable improved
accelerator.

A second perspective is to open such techniques of control to dissipative
systems.
We provided a first attempt by generalizing the theorem to differential opera-
tors of order 1. We applied it to the vector field of the van der Pol oscillator
and were able to compute a controlled version with a constant of motion. This
attempt is very new and should still be improved, especially in the direction
of solving partial differential equations. Indeed, when we resolved the PDE, we
should be able to improve the general solution using the fact that the solution
is not unique.
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