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Abstract

Today’s networking has seen the rise of a new way of thinking the way traffic
is handled in the Internet. While best-effort has almost been the only service
model in use so far, the requirements in terms of QoS guarantees by many
applications, without mentioning network cost, have driven the development
of network traffic optimization, called “traffic engineering”. Many have
perceived MPLS and its traffic engineering capabilities as the tool for
providing QoS guarantees over IP.

This dissertation presents some of the currently defined mechanisms for
providing QoS. We give some insight for what concerns interdomain traffic
behavior. The concepts of “traffic engineering” and QoS often appear in
today’s networking context. Seemingly, many strategies have already been
thought in order to enable “guarantees” to be provided for many types of
traffic classes constituting today’s Internet traffic, at least in theory.

Today’s Internet may be considered as best-effort due to the complete lack of
real guarantees in terms of bandwidth, packet loss, delay and jitter.
Nevertheless, the ATM technology did already introduce QoS into the
Internet by specifying and evaluating its essential aspects. Unfortunately, the
widespread IP combined with other factors have not allowed the broad
deployment of ATM as a complete solution for the Internet. The evolution of
the Internet rather seems to take the direction of using the current IP routing
architecture. QoS guarantees to specific flows would thus be provided by
“emulating” the connection-oriented nature of ATM wvia MPLS. The
standardization of MPLS by the IETF might constitute a decisive step
towards traffic engineering.

Many studies have been carried out on Internet traffic. However, very few
have focused on interdomain traffic and none had thoroughly examined
interdomain traffic variability before. Considering that heading towards QoS
guarantees requires the knowledge of traffic behavior, carrying an interdomain
traffic analysis was necessary to provide a deep understanding of the broad
characteristics of Internet traffic with regard to variability.

We discuss some implications of using MPLS to carry best-effort traffic. We
stress the problems that might appear while trying to provide QoS guarantees
to “best-effort” traffic. We evaluate interdomain LSP variability as well as
bandwidth reservation techniques for interdomain flows.




We show that some change is required for what concerns the way sources
generate traffic. Using as much bandwidth as one can without taking into
account other traffic sources (or being obliged to do so) may be a serious
problem. Traffic burstiness at the interdomain level might prevent ISPs to
provide QoS to their customers. Not at least without relying on huge over-
provisioning, a current practice today.

Traffic engineering is a broadly used term in networking today. However, its
classical definition as “traffic optimization” may be overstated. We are far
from being able to optimize anything with regard to interdomain traffic.
Therefore, the aim of this dissertation is at bringing some traffic-centered
view about realistic traffic engineering capabilities. We try to qualitatively
evaluate the existing solutions that intend to tackle the QoS issue.

The pessimistic conclusions we draw are no reason to think that traffic
engineering is useless. The deployment of Diffserv and other service models is
likely to change a lot with regard to traffic characteristics because resource use
will relate with billing. Sources will adapt their behavioral characteristics to the
change in the economical model of the new QoS Internet. The day of fixed-
price resource consumption should very soon be over. Traffic engineering
makes sense in an Internet where traffic characteristics may be predicted.
Resource-oriented billing might transform the Internet in such a way.
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Chapter 1

Introduction

1.1 The Internet Protocol

The IP protocol has been designed to interconnect systems of packet-switched computer
communication networks. It provides a means for transmitting blocks of data called “packets” from
sources to destinations. All hosts in the Internet are identified by their IP address, which is a 32-bit
number. IP addresses also setve at transmitting packets towards their destination. The selection of a
path for transmission is called routing. IP treats each packet as an independent entity unrelated to any
other packet. There is no concept of connection or logical circuit. Hosts are partitioned into two types:
hosts and gateways. An IP host is the ultimate consumer of communication services. It executes
application programs on behalf of one or more users and employs Internet communication services in
support for this function. Gateways (or routers) are the packet-switching computers that interconnect
networks.

According to [Bra89], the architecture of the Internet relies on several assumptions:

e The Internet is a network of networks: each host is connected to some network. The connection of
a particular host to the Internet is purely conceptual. Two hosts in the Internet communicate with
each other using the same set of protocols, no matter they are located on the same network or not.

e Gateways do not keep connection state information: robustness is a basic objective of the design of
IP. Gateways are designed to be stateless. This permits to exploit redundant paths to provide robust
service in spite of failures that could occur on the path between the source and the destination. The
state information required to for end-to-end flow control and reliability is implemented in the
hosts. This ensures that connection control information cannot be lost unless one end-point fails.

¢ Routing complexity is located in the gateways: routing is complex. This is why it should be
petformed by gateways only. Hosts should not suffer from a change caused by the evolution of the
Internet routing architecture.

e The Internet must tolerate wide network variations: the Internet is due to cope with a wide range of
network characteristics (e.g., bandwidth, delay, packet loss...).

1.2 Intradomain vs. Interdomain Routing

The Internet implements adaptive routing. Adaptive routing means that routing decisions change as
conditions on the network change. The main conditions that influence routing decisions ate failure and
congestion. Node (or link) failure implies that the paths traversing the node or link cannot be used any
more. Congestion means that the incoming traffic exceeds the outgoing forwarding capacity at a
particular area: packets should then be routed around the area to prevent their loss. The problem with
adaptive routing relates to the information about the state of the network that needs to be exchanged
among the nodes. There is a tradeoff between the accuracy of the routing information and the
overthead that arises from this informational exchange. More routing information (in size and




frequency) implies a better routing decision. However, information exchange implies a load on the
network, thus performance degradation.

Routing in the Internet today relies on the partitioning into autonomous systems. An Autonomous
System (AS) is a group of routers that exchange information via a common routing protocol. An AS is
due to be managed by a single administrative authority. An AS should always be connected to the
Internet, except during failures. The Internet routing architecture relies on the concept of AS to divide
the routing function into intradomain routing (within an AS) and interdomain routing (between ASs).
An interior routing protocol (or IGP for Interior Gateway Protocol) passes routing information
between routers within an AS. The protocol used within the AS is not required to be implemented
outside of the AS. On the other hand, an exterior routing protocol (or EGP for Exterior Gateway
Protocol) serves at exchanging routing information between routers belonging to different ASs. An
EGP is expected to require less information exchange than an IGP. The reason is that when a packet
traverses several ASs on its path between the source and the destination, a router in the source AS only
needs to determine the target AS and a corresponding route. Every time the packet enters an
intermediate AS, the interior routers can cooperate to forward it inside the AS. The EGP should not be
concerned about intra-AS routing, only about inter-AS routing.

1.3 Traffic Engineering

While the Internet routing architecture relies on IGPs and EGPs, none of them offers sufficient traffic
control capabilities. Reporting and incorporating in the routing information resoutrce availability or
utilization is poorly achieved by today’s routing algorithms. The routing algorithms currently used tend
to converge traffic onto the same network links. This contributes to congestion and unbalanced
network resource utilization. The lack of control over the existing routing system makes it difficult to
implement effective policies to address the network performance problem.

The need for traffic engineering finds its cause in the evolution of the Internet. The Internet has
evolved into a critical communications infrastructure, supporting important economic, educational and
social activities. At the same time, the delivery of Internet services has become a very competitive
market. Hence, optimizing the performance of large IP networks has become an important issue.
Furthermore, due to the complexity of the network performance requirements, the traffic engineering
problem is very challenging. If in addition several traffic classes are considered, each requiring a
particular treatment by routers, resource sharing issues could transform traffic engineering into a very

tricky game.

1.4 MPLS

MPLS is a connection-oriented forwarding scheme that includes extensions to conventional IP routing
protocols. It extends the Internet routing model and enhances packet forwarding and control (see
[MPLSAR]). At the ingress router of an MPLS-capable netwotk, IP packets are classified and routed
based on a variety of factors. These factors include a combination of the information carried in the IP
header and the local routing information maintained by the LSR (label switched router). MPLS is a very
powerful technology for Internet traffic engineering because it supports explicit routes, which allows
the implementation of constrained-based routing in IP networks (see [MPLSTE]). Traffic engineering
deals with performance evaluation and performance optimization of IP networks. MPLS also allows a
more hierarchical routing function than what is done today with interdomain routing by using a stack
of headers. This stack may be viewed as a stack of IP addresses with the difference that labels do not
identify IP hosts but only MPLS paths, known as LSPs.




1.5 Dynamics of IP Traffic

While the traffic engineering objective relates to the optimization of network traffic, it assumes a
preliminary knowledge of IP traffic dynamics. Routing protocols might be considered as the
engineering part of traffic engineering. However, traffic engineering must also deal with the
characteristics of the traffic that floods through the network. Evaluating traffic dynamics is important
before ever thinking about traffic optimization. The knowledge of intradomain traffic variability is
important to ensure a good balance of the traffic within the network. Unfortunately, intradomain traffic
distribution within the network depends on the behavior of interdomain traffic. Trying to optimize
intradomain traffic without taking into account interdomain traffic characteristics does not make sense.
Because interdomain routing encounters more difficulties than intradomain routing for what concerns
routing information exchange, interdomain traffic dynamics is much more critical. In addition, the price
of interdomain bandwidth is today far higher than for the intradomain case.

1.6 Goals and Scope of this Dissertation

The purpose of this dissertation is to provide an interdomain perspective on the subject of traffic
engineering. Traffic engineering is a very wide subject that would require far more than a simple
dissertation. We thus limit the subject to traffic-oriented and interdomain traffic engineering. By traffic-
oriented, we mean that the focus is placed on traffic characteristics. Traffic control has already been
covered in details so that we felt important to develop a good intuition about interdomain traffic
dynamics. No known study had ever been carried for what concerns interdomain traffic variability yet.
We thus analyzed interdomain traffic traces in order to determine whether problems might appear if
MPLS were used to carry best-effort traffic at the interdomain level. We relied on measurements, not
simulations because all factors having an impact on the performance of the real system are present in
the formers. The main issue at carrying traffic traces analysis relates to the expensiveness of such
studies. A summary of the operational aspects of our study is presented in Appendix 5. The dissertation
is structured as follows.

Chapter 2 introduces the subject of label switching. We compare the approaches of IP and ATM with
regard to routing. We discuss the performance of both forwarding paradigms. We also present some
theoretical aspects of label switching, providing a more general view of routing. Readers intetested in
the different approaches implementing label switching can find them in Appendix 4. Appendix 4 also
constitutes a good introduction to Chapter 3 since the designers of the MPLS standard gathered many
ideas from those label switching implementations. Chapter 3 presents an overview of the new MPLS
standard. MPLS is a technology designed to use label switching, thus aimed at unifying layer 3 (e.g., IP)
and layer 2 (e.g., ATM) forwarding paradigms. The most interesting features of MPLS related with its
traffic engineering capabilities are discussed. We then plunge ourselves into traffic engineering with
Chapter 4 where the main existing solutions for traffic engineering are evaluated. The previously
mentioned chapters may be viewed as a prerequisite to understand the factors that drove the need for
interdomain traffic engineering.

Chapter 5 constitutes the core of this dissertation. It presents our interdomain traffic traces analysis.
This chapter studies the variability of interdomain traffic for two very different ISPs. It exhibits the
many problems that might appear if MPLS were used in the Internet without changing the way traffic
behaves. We discuss the different issues related with interdomain traffic engineering. Because
interpreting interdomain traffic traces requires a deep understanding about the way interdomain routing
works in the Internet today, we refer readers that would be new to the subject of interdomain routing
to Appendix 6.

Finally, we draw our conclusions in Chapter 6 and we discuss some further work.




Chapter 2
Label Switching

2.1 Introduction

This chapter first presents the essential concepts allowing a broad understanding of today’s IP routing.
We explain the functioning of IP routing as well as its limitations. The reasons why classical IP routing
should be changed are also briefly introduced. We then explain several solutions that aimed at resolving
classical IP routing limitations through an historical perspective. The remainder of the chapter discusses
label switching concepts.

2.2 Routing in the Internet Today

The Internet today is mostly based on the TCP/IP protocol stack. IP routing relies on what is called
“best-effort”. The IP routing protocol offers only best-effort delivery of packets between hosts
attached to the Internet. Best-effort implies the absence of guarantee concerning the delivery of
packets. IP tries to make its best to carry the packets from the source to the destination but loss, non-
delivery, corruption and reordering may occasionally occur. TCP tries to make up for this lack of
guarantee by controlling the packet flow at both end-systems.

Each host in the Internet is identified by its IP address. An IP address is 32 bits long and comprises
two parts: a network identifier part and a host identifier part. The network identifier part, as its name
implies, identifies the set of hosts managed by the same organization (a network). The host identifier
identifies the end-system within the organization’s address space. Since network sizes are due to be
different depending on the needs of the organization, there are several address classes with different
lengths of the network identifier. This enables organizations to choose between several network sizes
when connecting to the Internet.

IP routing is the mechanism by which a router forwards an IP packet. The routing of a packet involves
receiving it on an input port, examining some part of it and sending it on the appropriate output port
based on the latter examination. The field (or set of fields) of the packet which permitted the router to
make the decision of the output port where to forward the packet is called the header. A header is a
generally short and fixed-length identifier used to forward packets. Depending on the technological
environment, the semantics of the label is explicit or implicit. When the header is the IP destination
address, we say that semantics of label is explicit because we see the IP host which IP address has same
value as the header. On the other hand, when the header is a short local identifier, we say that
semantics of header is implicit because the header means nothing for us but has only local significance
for the router.

IP routing is based on explicit-semantics header, which means that addresses are global for the Internet
(or unique at a given time). This property of address semantics implies that forwarding correlates with
global topology knowledge. Unfortunately, the tremendous growth of the Internet led to the well-
known problem of scalability. Scalability is the property of a network to be able to sustain any growth
as important as it be. The problems arising from the growth of the Internet are the limited address
space provided by IPv4, the tremendous growth of routing tables, the bandwidth requirements (real-
time and multimedia applications are heavy consumers) and the pressure placed on the functionality of




routing protocols (tesource reservation, multicast, QoS...). Today, more than 50 % of the addresses
have been attributed. Figure 2.1 shows the growth in the number of Internet hosts from 1992 in a
logarithmic scale. The growth experiences an exponential behavior to attain a number of about 18
millions hosts in 2000.

Internet Host Numbers: Growth Rates 1992 - 2002
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T T T T T T
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Copyright (c) 1999 MIDS Ve http:/ /www.mids.org/
Figure 2.1: Growth in the number of Internet hosts

Routing in the Internet rely on routers that forward IP packets from router to router on a path from
the source to the destination. Routers need thus base their routing decision on knowledge of the
topology and conditions of the Internet. This topology knowledge is located in the routing table of
every router. A routing table binds a particular value of the IP address of the destination (or a subset of
it) to a particular output port on which the packet should be forwarded in order to reach the
destination. The size of the Internet does not allow every router to maintain a complete map of its
topology. A partial map must suffice if the routing function has scalability as an objective. Because the
conditions of the Internet often change, adaptive routing is used. Of course, if nothing ever changed,
routing would be a lot simpler: a routing table could be like a static associative table in which each entry
never changes. Any destination address would always be associated with the same output port at a
given router. Unfortunately, congestion and routers failure happen. When a router fails, it can no longer
be used as part of a routing path. When a particular point of the Internet experiences severe
congestion, i.e. the incoming traffic at a particular router exceeds its forwarding capacity, the packet
which path was due to traverse the congested area should preferably be routed around it. Not only the
packet has a high loss probability by using the congested path but also sending packets to an already
congested area is not going to help.

Figure 2.2 shows the simplified structure of a routing table. We see each entry (line) associating an IP
prefix with a next hop router. An IP prefix is a <IP address,masklength> pair where masklength
specifies the number of significant bits (from left to right) of the IP address (here in decimal
representation). When a packet atrives at an incoming interface, the router tries to find a “best-
matching” entry in its routing table. The best-matching entry is the one having the longest prefix in
common with the packet IP destination address. Finding the best-matching entry requires to perform a
table lookup and to compare every routing table entry with the destination address. At best, the
required number of operations to determine the output port is log,(number of entries) if we suppose
that table organization is purely hierarchical (ordered by 32 bit prefix lexicographical order). Given that




a complete routing table contains about 70.000 entries' for a big ISP’s router, it makes around 15
compatisons for each packet to forward if some binary-tree-based index is used to find the best-
matching entry. When millions of packets need to be forwarded every second, one can realize the
burden placed on routers in the case of adaptive routing. Because adaptive routing requires taking into
account the conditions of the Internet, routing tables need to be updated on a regular basis.

Destination IP Next Hop router Interface
3.0.0.0/8 192.168.0.1 atm0
4.0.0.0/8 192.168.0.1 atm0

4.24.148.0/24 192.168.0.1 atm0
6.0.0.0/8 192.168.0.1 atm0
9.2.0.0/16 192.168.0.1 atm0
9.20.0.0/17 192.168.0.1 atm0

Figure 2.2: Simplified routing table example

Adaptive routing suffers from several drawbacks. First, routing decisions are more complex. Since the
router has the choice between several routes, some criterion has to be used to decide which entry will
be chosen to make the forwarding decision. The algorithm used today is the “shortest path” algorithm:
among all best-matching prefixes, the one having the smallest number of intermediate hops is chosen.
We call the function used to select the routing entry the “routing metric.” Note that we always have to
choose the shortest path entry among all best-matching entries because we also want the selected entry
to be the most specific one. This is correct if we assume a “longer-matching” prefix to be closer from
the destination. Actually, the best-matching prefix should also be the one that is the most likely to be
the shortest path one. Second, the quality of the routing decision in terms of the routing metric
depends on its informational complexity. The more information exchanged about the network
conditions, the better the routing decisions but also the more important the burden placed on routers.
One cannot expect to have a routing table giving the instantaneous conditions of the whole Internet. A
trade-off must be found between the accuracy of the information and the amount of overhead
generated by routing tables update. Finally, synchronization of routing information may produce
pathologies like route oscillations and even cause congestion or loops. Reacting too quickly could make
the router re-route traffic to other paths by considering local congestion that did already resotb. On the
other hand, reacting too late may produce severe congestion or packet loss due to lack of adaptability.
Adaptive routing can therefore enhance routing performance but at the price of complexity.

One solution to be proposed was Classless InterDomain Routing (CIDR), which helped resorb address
space waste and permitted more scaleable routing due to a more hierarchical routing function. The
motivations for CIDR were the exhaustion of class B network addresses, the growth of routing tables
in the Internet and eventual exhaustion of the 32-bit IP address space. Note that the main objective of
CIDR was to limit the impacts of Internet growth, not to solve the problem, which had to be done in
another way (via a long-term solution). The addressing and routing plan associated with CIDR consists
in distributing the allocation of Internet address space and providing a mechanism for the aggregation
of routing information (see [FLY+93]). This plan permits IP network prefixes (and masks) to be of any
length compared to previously 8, 16, 24 bits. The benefits of the new addressing plan were the
improvement in the assignment of class C’s to mid-sized organizations (200-4000 host range) and an
immediate decrease in the number of routing table entries’, followed by a significant reduction of the
growth rate of routing table size. Figure 2.3 shows the growth in routing table size from 1989 to early
2000 (see [Telstra]).

! By the end of 1999.
2 After deployment of new interdomain routing protocol.
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Figure 2.3: Evolution of routing table size

IPv6 (see [IPV6]) was also to be the basis of the next generation IP networks. Actually, it addresses the
very specific problem of IP address space and does not change anything at the routing functionality.
New functionality like resource reservation, security, multicast and so on will be resolved by other
protocols that do not need to depend on IPv6 (like RSVP, RTP, RTCP, etc.).

2.3 Routing vs. Switching

One of the essential components of an internetwork is the router. With the emergence of the new LAN
products like Fast Ethernet and Gigabit Ethernet, LAN bandwidth does not constitute a bottleneck any
more: the device connecting to the Internet inherits all the pressure. A crucial question arising from the
evolving demand for more and more bandwidth concerns the layer at which the forwarding decision
process should be made: layer 3 (router) ot layer 2 (switch)?

Switching uses a fixed length subset of the packet header and requires only one table lookup to
determine the output port on which to forward the packet. While routing implies making a non-trivial
choice, switching uses an exact match algorithm in the “switching” table. This is why switching is a lot
faster. The price for speed is limitation in routing functionality. Forcing the switching tables to be
simpler means that the routing decision cannot rely on complex information. Switching also requires
the use of the connection-oriented paradigm: a simpler lookup operation requires stability in the
switching table. A connection need be established between the communicating parties (routets or
hosts) for which the switching table entty has been created before being able to forward traffic.

At an efficiency point of view, one would like to get a routing device with router’s functionality but
switch’s price/performance ratio. A router acts at layer 3 of the OSI model while a switch at layer 2.
That means that a switch is simpler and faster since it only forwards packets or cells based on label
value. For its part, a router has much more network-level functionality (route optimization,
differentiated behavior according to source/destination address, etc.). This issue is not that simple
because it is about making a technological choice: routers that are as fast as switches and cheap at the
same time are not real (yet)! One must be aware that if he wants to get into native ATM technology (see
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[DS99]), he goes towards high bandwidth networks but also internetworking issues due to the
interaction between the “simple” connectionless IP and the connection-oriented ATM and its complex
signaling procedures. That does not mean it is better to stay with classic IP routers in order to avoid
interoperability problems.

2.4 TP and ATM: the Internetworking Solution?

Since late 1980’s, much has been done to standardize ATM protocols in an effort to make ATM the
new “killer technology” and the paradigm aimed at replacing IP. Unfortunately, idealism and
standardization do not match together in the reality of the networking industry. IP connects
approximately 18 million hosts on ... thousand interconnected networks spread over more than ...
countries and has proven to be very robust and flexible: the death of IP will not come very soon! On
the other side, despite all the efforts put by the ATM Forum and the ITU and the interesting properties
of ATM’, its role in the near future will probably be limited to some ISP backbones and corporate
networks. With this in mind, the IP community began working on IP over ATM, ATM only being one
subnetwork technology among others (like Frame Relay, SDMS or Ethernet). If one could merge the
respective advantages of IP and ATM in a single solution, this would be as a serious progress towards
fast IP and QoS support. At the same time, it could be the solution to all the problems encountered by
IP. Unfortunately, the IP over ATM integration raises some serious challenges. The complexity of
ATM signaling protocols makes it difficult to just run the connectionless IP over the classical ATM
stack. This approach has been used in the following “solutions”: LAN Emulation, Classical IP over
ATM, Routing over large clouds and Multiprotocol over ATM.

LAN Emulation (see [LANE95]) emulates a physical shared medium (suppose Ethernet for our
example) over an ATM subnetwork. The principle relies on the use of an address resolution server
(LES for LAN Emulation Server) to convert MAC addresses of the stations into ATM addresses. Once
the ATM address discovered, a point-to-point ATM VC (Virtual Circuit) between the two LECs (for
LAN Emulation Client) responsible for their respective Ethernet segment is established via ATM
signaling procedures (see Figure 2.4). Each LEC manages all VCs established from or towards one of
its Ethernet segment stations. Suppose a station situated on Ethernet segment 1 (say station S) wants to
communicate with another station situated on Ethernet segment 2 (say station D). Station S first sends
an ARP request that is treated by LEC 1. LEC 1 has a configured VC with the LES. It sends via the
ATM VC a message with the MAC address of the ARP request to the LES. This allows LES to update
its resolution table with the MAC address of station S (associated with the ATM address of LEC 1). If
the LES already knows the ATM address associated with station 2 (by example if LEC 2 has already
registered station 2 to the LES), the LES replies to the request by giving the ATM address of LEC 2. If
the LES does not know it, it broadcasts a request to all LECs to know whether one LEC has this MAC
address on its respective Ethernet segment. Once the LES has learned the ATM address of the LEC
responsible for station D (LEC 2), it sends a reply to LEC 1 with ATM address of LEC 2. LEC 1 then
establishes an ATM VC with LEC 2 through the ATM switches by ATM signaling procedures. Now,
LEC 1 can say to station S that it is able to send packets to station D. LEC 1 will thus receive frames
from station D, place them in ATM cells, send the cells over the VC established with LEC 2. LEC 2
will receive the cells on the established VC, place the cells into Ethernet frames and send them to
station D. The purpose of a LEC is therefore to register its stations to the LES and to manage all VCs
from and towards its stations with stations situated on other Ethernet segments of the Emulated LAN.
This approach has some serious drawbacks since the server side constitutes a single point of failure and
scaling to large networks cannot be considered.

3 High capacity, bandwidth scalability and ability to support multi-service traffic.
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Figure 2.4: LAN Emulation

The next approach is Classical IP over ATM (see [Lau94]). The main concept is the LIS or Logical IP
Subnet. Each LIS communicates with each other through the same ATM network. Each LIS is
independent from each other and communication occurs through an IP router that is configured as an
ATM endpoint. If two stations situated on different LISs want to communicate, they are obliged to
pass through an intermediate router even if they are situated on the same ATM network. Figure 2.4
gives an example of several LISs connected through an ATM switch. Two LISs could very well be on a
common ATM subnet without being able to communicate directly by using ATM signaling operations.
Classical IP over ATM suffers from similar drawbacks to those of LAN Emulation. Routers
interconnecting LISs are the bottlenecks and scaling to large networks is an issue.

Routing over large clouds (see [LKP+98]) was intended to address the communication problem
between LISs in a large homogeneous ATM network (which is called cloud or non-broadcast multiple
access network or NBMA). It consists in locating the exit point in the cloud nearest to a given
destination, obtaining the ATM address of this exit point and establishing a VC across the ATM cloud
to the exit point. The NBMA address resolution protocol (NARP) is a server-based solution similar to
Classical IP over ATM. The NBMA next hop resolution protocol (NHRP) extends NARP with routers
implementing address resolution services rather than forwarding services. This functionality allows
ATM VCs establishment across multiple LISs.

Finally, Multiprotocol over ATM (MPOA) (see [MPOA97]) looks like a summary of the concepts of
LAN Emulation, Classical IP over ATM and NHRP into a single protocol. The failure of the previous
approaches comes from their desire to achieve direct connectivity across subnets. IP assumes that
subnets interconnect at the network layer and that no host is able to communicate to another host
located in a different subnetwork at layer 2. This opposition in the connectivity model leads to an
opaque view of network topology since there are two separate routing protocols running at the same
time (IP and ATM both have their routing protocols) at distinct layers. IP cares about network
reachability while ATM cares about physical reachability: when connectivity loss occurs, which protocol
knows the truth? A solution would be to strip the signaling procedures from ATM, conserving what
makes ATM attractive (high speed through hardware and QoS support) and lay the IP stack on top to
provide scalability and flexibility. Another challenge consists in making it work! This is why proprietary
solutions have been proposed for the integration of IP over ATM like the “Cell Switching Router”
from Toshiba, “IP Switching” from Ipsilon, “Tag Switching” from Cisco or “Aggregate Route-based
IP Switching” from IBM (see Appendix 4). These proprietary solutions have been proposed in an
attempt to satisfy the demand for IP over ATM products, waiting for a fully open and standardized
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solution. All these approaches rely on proprietary protocols that implement all routing functionality on
top of ATM hardware.

LIS
1

Figure 2.5: Classical IP over ATM.

Speaking about IP and ATM integration, two solutions are conceivable: the use of ATM to convey IP
packets and the revision of IP to support the flow concept and resource reservation functionality.
Either we continue to use ATM at layer 2 to convey IP datagrams or we emulate the connection-
oriented nature of ATM on IP. The proprietary solutions already proposed make use of ATM to
convey IP datagrams. They do not rely on internal IP mechanisms but support the flow concept and
resource reservation via proprietary protocols (see Appendix 4). On the other hand, MPLS (see
Chapter 3) extends the existing IP routing architecture by emulating the connection-oriented nature of
ATM.

2.5 Label Switching — Some Theory

2.5.1 Labels

As we saw before, there are two flavors of labels: implicit or explicit. Each of them has advantages and
drawbacks. Implicit labels have the advantage of permitting to make a forwarding decision without
being obliged to know anything about the packet (or cell) at the intermediate nodes. This allows fast
packet forwarding. On the other hand, explicit labels give the opportunity to learn network-level
information like destination and source addresses, what kind of treatment the router should apply, or
for which application this packet has been sent. We will see that it is possible to make “implicit-flavored
label switching forwarding decision” with the advantages of “explicit-flavored label switching”.

2.5.2 Forwarding Equivalence Class and Flow Classification

An important concept in label switching is the FEC or Forwarding Equivalence Class. A FEC is a
subset of the packets received by a LSR (Label Switched Router) that should receive identical treatment
within the LSR. The term LSR replaces the one of “router” or “switch”. It designates a device that
forwards packets or cells in the label switching context. The particular treatment allows differentiated
handling of packets belonging to different FECs within an LSR. The FEC concept constitutes an
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opportunity to define a granularity-dependent treatment by which the network can apply a traffic policy
to transit flows (traffic that only passes across the network). The notion of granularity closely relates to
the layer at which the differentiation occurs. It defines the criteria upon which an LSR determines the
subset of the packets that belongs to a particular FEC. It could be the application sending the packets,
the IP destination, the <sowrce host,destination host> pair, the ingress LSR, etc. FECs allow the
network to give distinct levels of priority (and protection) between packets. Implicit semantics of label
means that granularity has no effect on the value of the label since the two concepts are orthogonal.
The latter property ensures no side effect of label’s value on the granularity-related capabilities of the
FEC.

2.5.3 Network Layer Routing

Network layer routing is a fundamental component of label switching. It can be partitioned into two
components: forwarding and control. The forwarding component operates within a particular LSR
while the control component tackles the interoperability aspect of forwarding (consistency between
forwarding tables).

2.5.3.1 Forwarding Component

The label switching forwarding component has to make a consistent mapping between labels and
FECs. The forwarding component comprises the information from the packet and the procedures used
to find the entry in the forwarding table. The forwarding process uses a single forwarding algorithm
based on label swapping (ATM-like). Label swapping is the action of replacing the current label by the
appropriate one in the packet (label swapping relies on the mapping between one input and one output
label). The forwarding component defines the label as being the information used by an LSR to find
the right entry in the forwarding table (exact match on the label).

' some label .

s

mapping between forw arding pran’egn\res

R g X e

l " Forwarding table ~

some other label

Figure 2.6: Forwarding component

2.5.3.2 Control Component

The control component provides a consistent distribution of routing information among LSRs and
procedures to convert routing information to a forwarding table. The distribution of the routing
information is executed by the distributed (in the sense that it is organized in some way) exchange of
information of multiple routing protocols running on the LSRs.

Let us go a little deeper in the actions of the construction of the forwarding table. The control
component has three things to do: make the binding between FECs and labels, inform others LSRs
about local binding and use the two latter constraints to construct its forwarding table. The control
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component verifies several properties that have an effect on the forwarding table construction, as seen
in the following sections.

PROCEDURES FOR
_ DISTRIBUTING

Figure 2.7: Label switching control component

2.5.4 Label Binding Methods

Label binding methods may be classified according to three criteria:

Local or remote binding: either the label is chosen and assigned locally (local binding) or the LSR
receives from other LSRs the label binding information corresponding to some label binding
created by these other LSRs (remote binding);

Upstream or downstream binding: downstream label binding means that the LSR that decided of
the value of the label is located downstream with respect to the flow of (data) packets (binding
information goes upstream). Upstream label binding is the opposite, which means the LSR that
decided the value of the label is located upstream with respect to the flow of (data) packets;

Control-driven or data-driven binding: a binding between a FEC and a label may be created and
destroyed according to two techniques. The first consists in triggering the creation and destruction
of a label binding by data traffic flows which is called data-driven because the label binding’s
existence depends upon the transit of packets in a particular FEC. The second method relies on
control information coming from routing or resource reservation protocols. It is therefore called
control-driven. The data-driven approach has the advantage to be more traffic-adaptive than the
control-driven solution. However, it has the eventual drawback of generating much more control
traffic for label binding distribution than the control-driven approach. Traffic characteristics might
indeed prevent the data-driven approach from being effective. A very dynamic traffic pattern
without sufficiently long-lived flows might imply an important label binding overhead. This
phenomenon could make the data-driven solution non-viable since it would even not make sense to
set up any label binding according to data traffic. The advantage of the control-driven method is
that labels are pre-computed and binding information is only distributed in response to changes in
FEC to next hop mapping. Data-driven label binding depends on a mix of control information (for
label binding distribution) and data traffic when control-driven only needs its control information.
In summary, data-driven means adaptive and more “useful” (since label binding decisions rely on
experienced traffic) but more difficult to implement when control-driven means simpler but more
arbitrary label binding decisions.
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Figure 2.8: Upstream vs. downstream label binding

2.5.5 Label Binding Information Distribution

Two methods exist to distribute label binding information across LSRs: piggybacking on top of routing
protocols or resorting to a label distribution protocol.

The first solution is only possible with a control-driven approach since label distribution is tied to the
distribution of control information. The positive aspect of piggybacking concerns consistency: Because
routing and label binding information are carried together, it avoids transient periods during which
routing information is changing, resulting in inconsistency of label attribution within the network. It
also simplifies the label distribution mechanism since it does not require a separate label distribution
protocol. The problem with piggybacking relates to the protocols used to carry label binding
information: not every routing protocol fits. Only some of them explicitly transport mapping between
FECs and next hops. Even when the protocol permits to carry that information, another problem may
arise: protocol extendibility capability. Some protocols allow changes to their message format while
others do not. A desirable solution might therefore also be an infeasible one.

The second solution should be considered as a backup since its sole advantage is to make up for the
unfeasibility of piggybacking. Because of the partitioning between routing information and label
binding information, race conditions might appear. It is possible that an LSR be waiting for routing
information from some routing protocol while label binding information is ready. The other tedious
drawback relates to the necessity of making the label distribution protocol interoperate with the routing
protocols. In fact, some protocols use incremental updates (e.g., BGP) while others use periodic
refreshes of complete routing information (e.g., PIM). A unique label distribution protocol must cope
with several different types of routing protocols, which use different methods to distribute their routing
information. This makes the implementation a somewhat hazardous operation. A solution to this
problem might rely on the definition of several label distribution protocols but this only aggravates the
interoperability problem and adds complexity to the label distribution mechanism.

Piggybacking therefore constitutes the best solution. However, if piggybacking were unfeasible then a
label distribution protocol would suit.
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2.5.6 Creation of Forwarding Entries

There are two strategies for creating forwarding table entries: independent or ordered. The latter means
that the LSR waits for the FEC to next hop mapping and the remote label binding information to
create its forwarding entries. Independent creation means that the LSR does not need to have the
remote binding information to create its forwarding entries. With independent creation, the LSR creates
the local label binding in response to the receiving of FEC to next hop mapping and advertises it to
other LSRs (thus providing the remote label binding). With ordered creation, even when the LSR has
created its local label binding, it has to wait until it receives the appropriate remote label binding before
advertising its local label binding.

The choice between independent and ordered requires some remarks. First, ordered creation means
latency. The construction of forwarding entries are serialized among a set of LSRs while in the
independent case, creation occurs in parallel with others LSRs. Second, ordered creation raises some
interoperability problems since there exist dependencies between LSRs. This affects the robustness and
scalability properties®. Finally, ordered creation has one advantage in that it simplifies configuration
efforts. If one wants to restrict the FECs that are label-switched, he has to configure only a subset of
the LSRs about which FECs to label switch. On the other hand, one has to configure all LSRs in the
independent case.

* Independent creation minimizes interdependence.
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Chapter 3
Multi Protocol Label Switching

3.1 Introduction

While the IP Switching approaches described in Appendix 4 tackle the IP/ATM integration, they
“only” represent proprietary solutions that did not really intend to become long-term solutions for IP
over ATM. A true standard and open solution had to emerge from all the concepts gathered from the
previous approaches: it is MPLS. The interest formulated by several companies, not to mention Cisco’s
intention to pursue its standardization efforts of label switchings, have without a doubt been an
important motivation for the creation of the MPLS working group at the IETF. The MPLS Working
Group aims at developing a solution that must work with existing datalink technologies based on high
level requirements. According to the MPLS Working Group charter (see [MPLSCH]), the group is
responsible for standardizing a base technology for using label forwarding in conjunction with network
layer routing over a variety of media. The objectives are to develop a unicast Label Distribution
Protocol as well as a Multicast LDP, Operation over ATM, Encapsulation and finally Host Behavior.
Several documents describe what MPLS is all about as well as its architecture and its protocols. The
content of these documents is described in the remainder of this chapter. We present in this section an
overview of these MPLS drafts. The MPLS Framework document explains what MPLS is all about and
sets the terminology used in the other documents from the MPLS working group. It explains the
concepts of IP switching which we have previously discussed (label distribution issues, interoperability
matters...). The MPLS Architecture document describes the parts of the protocols on which the
Working Group came to a consensus. The Label Distribution Protocol document specifies the
procedures used by the LSRs to communicate their label bindings. Note that these documents are to be
considered as “work in progress”. They should not be used as reference since their content might vary
considerably. We will give as much insight as possible about MPLS so that the reader will have an
accurate picture, without going into the technical details, since a consensus has not been found yet. For
the reader further interested in specific details, see [IETF]. The description given here should reflect the
state of the work of the MPLS working group as presented in the Internet-Drafts up to early 2000.

3.2 Motivations

3.2.1 MPLS Requirements

As stated in [MPLSFR]: “The primary goal of the MPLS working group is to standardize a base
technology that integrates the label swapping forwarding paradigm with network layer routing. This
base technology (label swapping) is expected to improve the price/petformance of network layer
routing, improve the scalability of the network layer, and provide greater flexibility in the delivery of
(new) routing services (by allowing new routing services to be added without a change to the
forwarding paradigm)”. This means no less that the objectives are clearly the standardization of a new
technology aimed at integrating all existing datalink layers with current layer 3 routing protocols. MPLS
is thus due to be the “most general unifier” for layer 2 and 3 routing paradigms. The requirements for
MPLS design are high-level properties the MPLS standard must verify.

5 The first Tag Switching Internet-Drafts were published at that time.
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The remainder of this chapter discusses the features and some expected benefits of MPLS. The
following benefits only relate to ISP backbones and major corporate networks. Campus and LAN
networks are out of the scope of this dissertation.

3.2.2 MPLS vs. Layer 3 Routing

MPLS allows for a more simple forwarding because it uses label swapping and labels that are simpler
than typical layer 3 headers. This does not imply that MPLS will allow for higher speed than classical
routers: implementation details will decide about it. While layer 3 routing supports explicit routing, its
overhead makes its use prohibitive. This situation does not arise with MPLS. The explicit route
information need not be carried in every packet but only at the establishment of the label switched path
(LSP). A LSP may be compared to a virtual connection between two LSRs. Once the LSP established,
every packet of the FEC follows the explicit route without the need for explicit information in the
packet header. The main advantage from the use of MPLS probably relates to its ability to become a
powerful tool for traffic engineering. Traffic engineering is about being able to balance the traffic load
within the network. It allows selecting the paths followed by data traffic on the various links, routers
and switches of the network. Traffic engineering encounters problems in our current IP networks
because one often needs to manually configure the link metrics in order to balance the traffic on the
multiple available parallel paths. Such a situation does not scale with big backbone networks where the
traffic variability may turn out important. MPLS allows identifying and separately handling individual
streams of packets. It provides a straightforward means to measure the traffic bounded to a specific
<ingress LSR,egress LS R> pair. This provides MPLS enough information to compute the best path a
new flow should follow across the network to ensure an adequate traffic distribution. The challenge of
traffic engineering amounts to choosing an appropriate technique (manual configuration, use of existing
routing protocols or implementation of a dedicated protocol) to route the LSPs.

Another similar challenge is QoS routing. QoS routing means choosing a path across the network that
guarantees one or several properties of the path (bandwidth, delay, jitter...). QoS routing may be seen
as an extension of traffic engineering where paths are constrained not only by the overall traffic
distribution but also by path properties. QoS routing requires more complete information about
network link state than traffic engineering because QoS-related link state information might become
very quickly obsolete. QoS routing and traffic engineering have similar information needs while distinct
objectives. Traffic engineering is about network use and cost reduction while QoS routing aims at
providing strict guarantees to flows. The advantage of MPLS for QoS routing relates to explicit routes:
one can determine where resource shortage occurs in the network so that “backtracking” procedures
(crankback) will find another path that satisfies the flow needs. Such information is not known in IP
networks since only node reachability information is available, at least at the interdomain level. Support
for complex “IP to FEC” mapping constitutes another advantage of MPLS: packet filtering occurs one
single time at the ingress LSR. Complex packet filtering is impractical in today’s IP networks because of
the need to perform filtering at each node the packet pass through. The burden it would imply on
routers seems too heavy for now. The partitioning of functionality between border and non-border
LSRs gives the opportunity to spread more intelligently the load of complex tasks in the network. By
making a lot of the work in the border of the network, non-border LSRs concentrate on forwarding
functionality while border LSRs spend relatively more time on route calculation and packet filtering.

3.2.3 MPLS vs. IP over ATM

One of the main drawbacks of the IP over ATM approach is its lack of scalability. IP over ATM often
requires O(n’) logical links between switches due to the connection-oriented nature of its layer 2
implementations. Since LSRs run standard IP routing protocols, the number of peers one LSR need to
communicate with is limited to the LSRs directly connected to it. Another point in favor of MPLS is its
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RSVP) and the creation of new protocols dedicated to that task (LDP and CR-LDP). LSRs may be
label distribution peers for some part of their respective label space but not for some other part of it.

LSRs have two alternatives for what concerns label binding distribution: either they explicitly request a
binding from their next hop (downstream-on-demand distribution) or they receive it from adjacent
LSRs without having requested it (unsolicited downstream). LSRs are not required to implement any
particular label distribution method as long as LSRs agree with their adjacent peers. Some LSRs will
provide only one method while others could cope with both of them.

3.3.4 Label Retention Mode

There are two choices for a LSR when receiving a label to FEC binding from an adjacent LSR which is
no more its next hop for the FEC: either discard the binding information (conservative label retention
mode) or keep track of such binding for the eventual case where the LSR that sent it would become its
next hop for that FEC (liberal label retention mode). The trade-off between the two methods is the
following: liberal retention mode allows for quicker adaptation to routing changes while conservative
label retention mode requires maintaining fewer label bindings.

3.3.5 Label Encoding

Two options may be used to encode the label stack and other MPLS control information: either define
a separate protocol between the network and data link layer (“shim header”) or use the existing
possibilities provided by the underlying data link technology. In the first case, the shim header must be
“protocol-independent” so that it may be used to encapsulate any network layer protocol. This “generic
MPLS encapsulation” is defined in [MPLSSHIM]. The existence of a shim header also implies specific
MPLS hardware or software. If label encoding in the data link layer technology is used, the encoding
technique will depend upon implementation details of the particular datalink layer. MPLS should allow
interoperation between the various encapsulation techniques even if some data link layer technologies
are know to be quite restrictive about their ability to interoperate with others technologies.

Figure 3.1 shows the MPLS label stack encoding. The Label field contains the actual value of the label.
The Exp field is reserved for experimental use. The S bit indicates the bottom of stack when set to
zero. TTL encodes the time to live. '

20 bits 3bits 1bit 8 bits
D » 4+—»
Label Exp | S TTL

Figure 3.1: Label stack entry encoding

3.3.6 Label Stack

The designers of MPLS made a clever implementation choice by defining a label stack. Labels in MPLS
are structured as a stack. It gives the opportunity to assign distinct labels for every level of the routing
hierarchy that a labeled packet goes through. The presence of a label stack has no significant
implication on the processing of the packets. The processing of a packet is based on the top level label
indiscriminately of the past existence of labels on top of it as well as on the fact that several labels could
be present above it. An unlabelled packet is a packet with a stack of depth 0 (so IP routing is a
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relative independence with regard to the underlying datalink layer. This independence with respect to
the layer 2 technology is also expected to simplify network management.

3.3 Architecture

We have seen so far requirements, motivations and potential benefits of MPLS. What about the real-life
MPLS? We have had a flavor of MPLS in the previous sections: let us see what there really is in it!

3.3.1 Introduction

As previously stated every packet that enters an MLPS network is assigned to a particular FEC by
means of a label sent along with it. When the packet travels across the MPLS network, the value of the
label serves every LSR as an index into a table, which specifies the next hop and a new value for the
label. The old value is then replaced with the new one so that the packet can be forwarded to its next
hop. Once the packet has been assigned to a FEC, subsequent LSRs along the LSP will make no
further analysis of the packet. An interesting point to note is that the assignment of the packet to a
particular FEC can be based on any information available to the ingress LSR. The IP header, the
transport protocol header, the data content of the packet or even information exterior to the packet’
might be relevant to determine the particular FEC. This gives MLPS the ability to base the packet to
FEC mapping on any level of granularity. Hence, the level of complexity of the mapping operation
does not affect intermediate LSRs. Thanks to its high-level definition, the FEC concept may allow to
express any conceivable routing constraint.

3.3.2 Labels

A label is a shott, fixed length, locally significant identifier that identifies a FEC. The decision process
by which a mapping between a packet and a FEC is made is said dynamic. The same packet might
appear at the same ingress node at two distinct moments and receive different mappings due to
different network state conditions. A topological or even a policy-related change may make the
treatment received by the same packet at two distinct moments different. The value of the label may
rely on a local or partially local decision because any characteristic of the FEC cannot be inferred solely
based on the value of the label. The value of the label does not contain any semantics. A packet that
was given a label’s value is called a “labeled packet”. Note that the label may be encoded in an
encapsulation header for that specific purpose or in an existing layer 2 header (ATM, Frame Relay...).
The way it is encoded does not matter as long as the sender and the receiver of the labeled packet do
agree on the particular encoding technique.

3.3.3 Label Distribution

This label distribution mode used in MPLS is downstream relative to the concepts defined in Chapter
2. A particular label binding may have associated attributes. These attributes may be distributed
between LSRs under certain conditions. A label distribution protocol is a set of procedures by which
LSRs can communicate their respective label bindings. LSRs that exchange their label bindings are
known as “label distribution peers” (we will use the shorter term “adjacent LSRs” in our discussion).
The MPLS architecture does not assume the existence of one single label distribution protocol. Two
distinct means are possible to distribute the label bindings: piggybacking on existing protocols (BGP or

6 Like some QoS-related state of the network. ..
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particular case of MPLS forwarding). Figure 3.2 gives an example of a packet with a label stack of depth
n (with n > 3). Level 1 label is the one closest to the data. If the label stack is of depth m (m > 0), there
are m-1 labels between the data and the top level label.

Top vl el Tow s | Lo 2o | Lol T T

Figure 3.2: MPLS label stack

3.3.7 Forwarding

When a packet arrives at an input port, the forwarding decision exclusively relies upon the label at the
top of the stack (if such label exists). The LSR must know two things in order to forward the packet:
what is the next hop and what to do with the label on top of the stack (if there is one). The purpose of
the Next Hop Label Forwarding Entry (NHLFE) is to provide this information. It contains the next
hop of the packet and the operation to perform on the label stack of the packet.

The operation on the label stack consists in:

1) Replacing the label at the top of the stack with a new label or

2) Popping the label stack or

3) Replacing the label at the top of the stack with a new label and pushing one or more new
labels onto the label stack.

Case 1 corresponds to the simple forwarding on the LSP so only the value of the label on top of the
stack changes. Case 2 corresponds to the arrival of the packet at the egress endpoint of the LSP of
depth equal to the depth of the popped label(s). The LSR that pops the label(s) is the egress LSR for
the corresponding FEC. Case 3 arises when the LSP traverses additional levels in the routing hierarchy.
A particular situation arises when the next hop for the FEC is the LSR itself. In that case, the operation
must be to pop the stack.

If we had only one NHLFE per FEC, it would not be possible to use multiple paths in order to balance
the traffic. The “Incoming Label Map” (ILM) makes the mapping between each incoming label and a
set (containing one or more elements) of NHLFEs. When a packet arrives unlabeled, it cannot be
attributed a NHLFE. Unlabeled packets use the “FEC-to-NHLFE” (FTN) to obtain a label stack
before being forwarded. The FTN maps each FEC to a set of NHLFEs in the same way that the ILM
does for a label.

The forwarding process of an unlabeled packet thus consists in the analysis of the network layer header
in order to determine the FEC of the packet. The FIN is then used to find an NHLFE. The NHLFE
gives the information of where to forward the packet and what operation to perform on the label stack
(that does not exists yet). The operation cannot consist in popping the stack but only in either pushing
one or more label(s) or simply forwarding it without pushing any label.

The forwarding process of a labeled packet begins with the examination of the label at the top of the

stack. The ILM allows mapping this label to an NHLFE. The LSR determines based on the NHLFE
where to forward the packet and the operation to perform on the stack before forwarding the result.
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- Level 1 label

Figure 3.3: MPLS forwarding operation

3.3.8 Label Switched Path

We describe in this section the actions performed by LSRs on a path taken by a labeled packet, with
and without stacking. A label switched path is an ordered sequence of LSRs <R/7/,...,R/n]>. The
depth of the stack evolves according to the number of levels in the hierarchy the packet goes through.
The more levels in the hierarchy in the actual portion of the LSP the packet is traversing, the more
labels there are on the stack. Let us begin with a LSP across a flat hierarchy: At all steps between R[1]
and R|[n], the stack has depth 1 and the only action performed by intermediate L.SRs is label swapping.
Only the value of the label changes from one LSR to another. Figure 3.4 illustrates the evolution of the
“stack” from R[1] (ingress LSR) to R[n] (egress LSR). Before the ingress LSR, the packet is unlabeled.
The ingress LSR has to push a label on the empty stack and forward the labeled packet to the first
intermediate LSR. From the first intermediate LSR to the egress LSR (or the one just before, see
section 3.3.9), label swapping is performed at each step. Only the value of the label changes. At the
egress LSR, the stack is popped. Forwarding is then based on the network layer header.
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Figure 3.4: LSP without stacking

Suppose now that stacking is in use, by example the sequence <R/2/,...,R/z-1]> corresponds to one
more level in the hierarchy. In that case, we have two LSPs between R[1] and R[n]. The level 1 LSP is
<R/1],R[2],222,R[n-1],R [n]> where “???” means that the packet enters an area where stacking is in
use. The level 1 LSP as no idea about what happens between R[2] and R[n-1]. “???” is similar to a
tunnel packets enter at R[2] and leave at R[n-1]. Only LSRs R[1], R[2], R [n-1] and R|n] see the level 1
label since a level 2 label is used between R[2] and R[n-1]. At every step between R[2] and R|[n-1], the
stack depth is at least of two since other levels could be traversed. Figure 3.5 shows the evolution of the
stack from ingress R[1] to egress R|[n].

Figure 3.5: LSP with stacking

3.3.9 Penultimate Hop Popping

The reader may have noticed that the last section allows LSR R[n-1] to forward labeled packets with a

stack of depth 7~—7 if the LSR has a depth of 7. The rationale for penultimate hop popping is that
once R[n-1] has decided to send the packet to R[n], the top label no longer has any function. The main
advantage of penultimate hop popping is practical: it spares a label lookup at R[n]. Without this
scheme, R[n] would have to look up at the top label to determine that he is the egress LSR for the level
2 LSP. After that, it would have to pop the stack and examine the top of the remaining stack to forward
the packet. If the stack is empty after the popping operation, the forwarding decision is based on the
lookup of the network layer header. On the other hand, when penultimate hop popping is used, R[n]
needs only one lookup to forward the packet based on either the top label or the network layer header.
Another non-negligible advantage of the scheme concerns code simplification. An LSR can assume that
only a single lookup is ever required (not every LSR may be able to implement penultimate hop
popping but some devices could get cheaper thanks to this method). The issue for penultimate hop
popping will be to make an LSR discover whether its neighboring LSRs implement it or not.
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3.3.10 LSP Control Issue

The reader knows from the previous chapter that two means exist to control label binding distribution:
independent and ordered. The issue with the independent scheme comes from the fact that each LSR
must rely on the appropriate (on a time basis) convergence of routing information to ensure effective
delivery of each datagram. Because LSRs may create and advertise label bindings whenever they want
to, synchronization with routing information might create oscillations problems within the label to FEC
mappings. Such problems relate with the non-deterministic nature of the scheme. Ordered control on
the other hand allows a LSR to bind a label to a FEC if and only if it has already received a label
binding from its next hop(s) (for that FEC), except when the LSR is the egress LSR of the LSP. Both
schemes ensure that traffic in a particular FEC follows a path that owns the desired properties’. This
happens because the complete LSP must be established in order to be able to provide strict QoS. The
two schemes might cooperate even if the overall behavior of the network will not be the ordered-like
one as long as not every LSR uses the ordered scheme. The choice between independent and ordered is
only implementation-dependent since both may provide the same guarantees. The main difference
might reside in the convergence time for LSP establishment.

3.3.11 Aggregation

An important issue we had to cope with in IP routing was the growth of the routing tables due to the
increasing number of networks in the Internet. The Internet growth will not stop with MPLS so the
designers tackled this problem early in the MPLS development cycle. MPLS allows several FECs to be
aggregated into one or several labels. Aggregation gives MPLS a wide scope to the granularity of a FEC.
However, the advantages provided by aggregation do not come easily: each LSR wishing to aggregate
traffic flows will be obliged to do it in a coherent manner with its LSR neighboring. When ordered
control is used, LSRs should adopt the same granularity as their next hop. The situation differs for
independent control: adjacent LSRs may aggregate their FECs differently as long as upstream LSRs
FECs use a finer granularity than downstream ones. In the case of upstream having finer granularity,
upstream LSRs will request more labels for a given FEC. If an upstream LSR has coarser granularity
then it has two options. The first one is not really an option since it consists in adopting the next hop
granularity. The second one consists in mapping its less important number of labels into a subset of its
next hop’s labels if it knows that it will produce the same routing. If it does not produce the same
routing, then no other solution will ever resolve the problem anyway. In any case, each LSR will have to
discover its neighbor’s FEC granularity in order to make this scheme properly work.

3.3.12 Route Selection

Route selection refers to the method used for selecting the LSP for a particular FEC. MPLS supports
two different schemes: hop-by-hop routing and explicit routing. Hop-by-hop routing is the method
currently in use in IP networks where the routing decision is always a local matter for the current router
(the one that has to make the forwarding decision). Hop-by-hop routing encounters huge difficulties
when the path followed by a set of packets must own particular properties. Explicit routing allows the
path to be completely (every transit LSR along the path) or partially (only the L.SRs the path must
traverse but there may be other LSRs traversed) selected before the LSP set-up process occurs. The
latter scheme opens the doors for many traffic engineering methods including constrained path
selection, traffic load balancing and policy routing. Traffic engineering will no more be a configuration
game where extreme tuning and experimentation are the only means to make the packets follow a
desired path across the Internet. Be careful not to confuse MPLS explicit routing with IP source

7 For example, bandwidth, delay, jitter, explicitly specified paths or even more large-scale related properties like sound traffic
balancing.
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routing: IP source routing requires every packet to be processed by every router along the soutce route.
MPLS explicit routing is like IP source routing but only at LSP establishment time. Once the LSP
established, LSRs along the path label swap the packets.

3.3.13 TTL

The issue of the Time-To-Live field reappears with MPLS: every technology that tries to bypass the
hop-by-hop routing scheme has to cope with it. Since the purpose of the TTL field is quite wide, MPLS
needs to cope with TTL as a means for loop handling as well as a way to accomplish other functions
(like multicast scoping and suppott for fracerounte-based applications). A packet traveling along a LSP
must emerge at the egress LSR with the same TTL value as if it had traversed a hop-by-hop routed
path. Each LSR should be considered like an ordinary IP next hop. The encoding of the TTL field in
MPLS will depend upon the use of a shim header for the MPLS header. If a shim header carties the
MPLS information then it should contain a TTL field that every LSR would decrement along the LSP.
On the other hand, if the MPLS information is encoded in a datalink layer header that does not
explicitly contain a TTL field, a means must ensure the propagation of the path length information to
the ingress node(s). Hence, an ingress node should be able to decrement the TTL from the IP header
before inserting the packet in the LSP.

3.3.14 Label Merging

Label merging is the mechanism by which several incoming labels are bound to a single outgoing label.
This can happen for instance when a particular LSR uses a wider granularity than upstream LSRs. If an
LSR cannot perform label merging, two packets arriving with different incoming labels must be
forwarded with different outgoing labels. This situation is not desirable in large networks since the
number of outgoing labels per FEC could be as large as the number of nodes in the network. With
label merging, the maximal number of incoming labels per FEC that a particular LSR needs is equal to
the number of label distribution adjacencies. Label merging is not mandatory so interoperability
between merging and non-merging LSRs is an issue. Label merging would not be an issue if packets
were never fragmented since packet-fragments interleave would never happen. Two solutions have
been proposed: the first is the support for non-merging LSRs while the second consists in procedures
that allow a non-merging LSR to function as a merging LSR. In any case, LSRs should discover their
adjacent LSRs merging capabilities by configuration. Nevertheless, there exists methods of eliminating
cell interleave for the ATM case (see [MPLSFR]).

3.3.15 Label Distribution Peering

While MPLS allows for the existence of several levels of hierarchy, it must cope with means to keep
label peering consistent with that hierarchy. MPLS supports two methods to distribute labels between
peers: implicit and explicit peering. LDP peers that participate in the same IGP peering session are
called “local label distribution peers”. LDP peers that do not participate in the same IGP session are
called “remote label distribution peers”.

Explicit peering is about distributing label distribution protocol messages by sending them explicitly to
the peers, i.e. by using the known address of the peer. This approach is best if remote LDP peers are
few, or the number of higher-level label bindings is large or when remote LDP peers are located in
different routing domains.

Implicit peering does not assume the knowledge of the address of the remote peers. Instead, higher
level labels intended to remote peers are encodedas attributes of a lower level label. The local LDP
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peers then distribute both the local and remote label binding information. This technique does not
require an O(n’) peering mesh between remote peers thanks to the piggybacking approach. In return,
intermediate nodes need to store some more information.

3.3.16 Label Distribution Protocol Matters

We said in section 3.3.3 that more than one solution to distribute label bindings was conceivable. One
could ask: “Why more than one LDP? Is it not enough having just one LDP do the job?” The answer
is no. The problem is that there are no universal rules that will decree the enforcement of one best
method for every possible situation. There always exists a trade-off when choosing among several “least
worst” solutions for the particular situation.

When only one standard routing algorithm distributes the interdomain routes, the best means to
distribute label bindings consists in piggybacking it on the route distribution protocol’. On the other
hand, for intra-AS routes, piggybacking on top of BGP cannot be used so LDP is the only means to
distribute the routes within an AS (neither OSPF nor IS-IS do not allow to distribute labels).

In our traffic engineering context, explicitly routed paths will often require resource reservation.
However, we assume that resoutce reservation will be done everywhere in the network. This is a strong
hypothesis in our best-effort Internet. Consequently, either we start with RSVP and add support for
explicit routing (see [MPLSRSVPE]) or we make use of an existing protocol for label distribution and
add support for explicit routing and resource reservation (see [MPLSCRLDP]).

3.4 MPLS Nice Features

3.4.1 Hop-by-Hop Routing

The connection-oriented nature of MPLS requires the partitioning of all packets into several classes. All
packets within a class receive the same treatment along their respective LSP. What property will be used
to determine the different traffic classes? The actual property used today in the Internet to route
packets is the address prefix of the destination. Routers determine the next hop for each packet by
looking up in their routing table and finding the best-matching (longest match) entry for the particular
destination address. Actual Internet FECs consequently correspond to all traffic which destination
matches a longest-known prefix. The prefix length could eventually be zero. This means that no prefix
is known for that destination (default routing). Such a situation may happen in small networks that do
not participate in an Exterior Gateway Protocol peering session with other ASs. Default routes are
uncommon in backbones or big ISPs routing tables. Today’s metrics in use for routing is restricted to a
“hop count”. The only objective achieved by today’s routing is to make the number of hops decrease
towards the destination. This situation is cleatly not suitable in order to achieve good network
utilization. MPLS allows bypassing this stupid routing metric through explicitly routed paths. Figure 3.6
shows it for only one particular target prefix. In reality, LSRs should bind one or more labels to each
address prefix appearing in their routing table and use a LDP to distribute the binding of a label to each
of their LDP peers for that particular prefix. Given that a routing table contains in the order of tens of
thousands in the number of entries, maintaining one LSP per entry seem impractical for interdomain
routers’. Aggregation techniques such as topology-based multicast-like trees or traffic-based LSPs could
resolve this issue. When such an hop-by-hop path is used as the LSP, care must be taken that this LSP

8 BGP in the Internet today (see Appendix 6).
? See Chapter 5 for a quantitative evaluation of interdomain prefix variability.
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can extend only to the point where a new “better” best-matching entry is found for the FEC.
Aggregation is only possible up to the point where a “better-match” is found.

Figure 3.6 shows a situation where LSRs 1, 2 and 3 have LSR 4 as their next hop for prefix X. LSR 5 is
the next hop for X for LSRs 1, 2, 3and 4. LSR 8 is next hop for X for LSRs 5, 6, 7 and 8. This situation
illustrates prefix targeted hop-by-hop routing since an LSP traverses LSRs 4 and 5. The LSP for
destination X extends across LSR 4 but a new LSP is established at LSR 8 since he has a better match
for prefix X. We see that the LSP from LSR 4 could extend to the destination but a better match at

LSR 8 obstructs the LSP establishment.

MPLS Network

Figure 3.6: MPLS hop-by-hop routing with label assignment to address prefixes

3.4.2 Egress Targeted Label Assignment

There exist situations where an LSR Ro knows for whatever reason that packets of different FECs
must follow the same LSP terminating at 2 known point Rec. In such a case, the best solution consists in
routing all the FECs with a single label since distinct labels are not necessary. However, several
conditions are requited in order to achieve proper functioning of this scheme: the address of Rc is
present in Ro’s routing table and Ro must be able to determine that Rc is the egress LSR for all the
FECs. If Ro binds a single label to all these FECs, we say that Ro performs “Egress-Targeted Label
Assignment”. Quite spectacular, isn’t it? However, how might Ro gather that information, assuming
that Rc is not just Ro’s next hop for all these FECs?

There exists numerous ways by which this is possible:
e If the network is running a link state routing algorithm and all nodes support MPLS, the routing
algorithm provides enough information to determine through which routers which packets of the

FECs must leave the routing domain;

e When BGP is used, interior nodes may be able to determine that certain packets of a FEC must
leave the network via a particular router (the BGP next hop for that FEC);
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® One could think about a method that would provide the LDP enough information so that every
LSR would be able to determine which prefixes are bound to which egress LSR (without requiring
any link state information).

3.4.3 Explicitly Routed LSPs

We shall see in the next chapter the motivations for explicit routing. Many reasons may require the use
of explicit routing instead of hop-by-hop routing. Policy routing and traffic-engineered routes are
examples of such situations. Network administrators may want to forward specific traffic classes along
specific and pre-specified routes that differ from the ordinary hop-by-hop path. The route might be
manually configured as well as dynamically calculated. MPLS could perform these tasks. All it needs is:

e A means of selecting the packets that are to be sent into the explicitly routed LSP;

e A means of setting up the explicitly routed LSP;

e A means of ensuring that loops will not occur in the explicitly routed LSP.

3.4.4 Multi-Path Routing

An LSR could assign multiple LSPs for a particular stream. If so, it may assign multiple labels to the
stteam (one for each LSP). The reception of a second label binding from a neighbor for an already
bound address prefix should mean that both labels represent that address prefix.

3.4.5 LSP Tunneling

Assume that an AS X carries transit traffic between other ASs. AS X possesses BGP border routers
with 2 mesh of BGP peering sessions among them. We clearly do not want to distribute every route
known by border routers to non-border routers since it would represent a tremendous burden.
However, we also need that transit traffic be delivered between border routers. A solution would be to
establish LSP tunnels according to the following rules:

e Each BGP border router distributes to every other border router within the same AS a label for
each address prefix that it advertises to that router via BGP;

e The IGP used in AS X maintains a host route for each BGP border router and distributes its labels
for these routes to each of its IGP neighbors;

e When a BGP border router receives a packet, it forwards it by means of a level 1 label (by changing
the value of the top label) to the BGP next hop border router. A level 2 label allows the packet to

traverse the tunnel across AS X’s IGP routers.

Since BGP border routers exchange label bindings for address prefixes that are not known to the IGP
routing, BGP border routers should become explicit label distribution peers. We can therefore say that
hop-by-hop routed LSP tunnels exist between the BGP border routers.
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3.4.6 VPN

A “Virtual Private Network” (VPN) is the abstraction of a user-defined interface onto a physical
infrastructure. It defines a virtual topology between distinct sites so that every site has logical
connectivity to the others sites of the VPN. The user located inside a site of the VPN sees the topology
as if it were directly connected to every other site belonging to the VPN. In order to define a VPN, one
needs to provide administrative mechanisms to designate members of the VPN. The membership of a
site between several VPNs is not exclusive. A particular site or a subset of it may belong to several
VPNs at the same time. This connectivity is implemented either through a full mesh (direct route
between each site) or a partial mesh (only a subset of the sites have a direct route between them). The
question of the responsibility of the VPN service is an open one. Some customers will want to get a full
VPN service from their SP so that they will not be obliged to care about the policies that determine
whether some sites belong to the VPN. This solution implies that the VPN connectivity should not
change too often. Since these policies are to be provided by the customer presumably on a dynamic
basis, the most realistic solution would be to share the responsibility of the implementation between the
customer and the provider.

Several potential solutions appear to implement VPNs on MPLS. We will discuss two current
propositions; the first uses BGP with MPLS (see [VPNBGP]) while the other only MPLS (see
[VPNMPLS)).

The BGP/MPLS VPNs approach makes use of MPLS to forward packets and BGP to disttibute the
routes. The model assumes that each site of a VPN has one or more Customer Edge (CE) devices
attached to one or more Provider Edge (PE) router. A PE router attaches to a particular VPN if it
connects to a CE of at least one site belonging to the VPN. It attaches to a site if it connects to one CE
of the site. CE routers at different sites do not exchange directly routing information. Instead, each PE
router maintains one or more “per-site forwarding tables”. The PE binds one such forwarding table
with a particular site to which it attaches. If a site belongs to multiple VPN, the forwarding table
associated with the site will contain routes from all VPNs of which it is 2 member. When a packet
coming from a site arrives at a PE router attaching to the site, the PE router looks up in the forwarding
tables associated with the site. Not finding a matching entry means that the destination of the packet
does not belong to any of the site’s VPNS. If the SP provides Internet service, the packet will be routed
by means of the Internet forwarding table of the PE router. If the site has not contracted any Internet
service, the packet is discarded. Since a VPN emulates an internet, host IP addresses are unique within
a particular VPN. The same IP address may be used within several distinct VPNs. The way BGP
distributes the routes is out of the scope of this dissertation. For the reader further interested in
BGP/MPLS VPNs, see [VPNBGP].

The second approach envisions a VPN setvice only by using MPLS based on the concept of a “virtual
router”. This approach does not require any modification of any existing routing protocol. A “virtual
router” is a collection of threads running in a routing device that provides routing and forwarding
services. A virtual router is logically equivalent to a physical one for the VPN customer standpoint. The
virtual router allows implementing separate routing domains for each VPN. The main advantage of this
approach is the ability to provide a flexible service without any hardware requirement. The vittual
router is similar to the PE in the previous approach.

Figure 3.7 illustrates the virtual connectivity of a VPN provided over a public network. The way
connectivity occurs between every site pair is not important at a user’s point of view as long as
communication within the VPN is secure. Virtual links across the public network could be
implemented by MPLS LSPs or IP tunneling without any difference in the way users think about their
VPN.
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Public Network

Figure 3.7: VPN over a public network

MPLS is not the only means to implement a VPN a pure IP solution may be considered (see [VPNIP])
by means of IP tunnels between the sites. Whether MPLS will serve or not as a VPN solution depends
on many factors including the demand for VPN service, the speed of MPLS deployment and many
technical aspects.

3.4.7 Other Uses of Hop-by-hop Routed LSP Tunnels

Section 3.4.5 covered the specific case of intra-AS tunneling. Hop-by-hop routed LSP tunnels setves all
situations where encapsulation tunnels would have otherwise been used. This scheme spares the
additional header needed to tunnel a packet across a non-MPLS hop-by-hop routing network. Instead
of encapsulating the packet with a new header specifying the tunnel’s endpoint as the destination, the
label corresponding to the address prefix that is the longest match for the address of the tunnel’s
endpoint is pushed on the packet’s label stack'. If the ingress endpoint of the tunnel wants to put a
labeled packet into the tunnel, it must first replace the existing top label by a label advertised by the
egress endpoint of the tunnel. It then pushes on the label cotresponding to the tunnel'’.

IGP link Bes Srk partatlet kel

Figure 3.8: Hop-by-hop routed LSP tunnels

10 Without regard to the fact that the tunneled packet be labeled or not.
1 The tunnel endpoints must then be explicit label distribution peers.
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Chapter 4

Traffic Engineering

4.1 Internet and QoS

While the IP Switching solutions presented in Appendix 4 aimed at resolving the IP over ATM
integration, the emerging MPLS standard drastically changed the view people had or will have about
routing capabilities. MPLS is not just another IP Switching implementation: it is a standalone
technology that enables traffic engineering by integrating label swapping with network layer routing
functionality. Since the beginning of the Internet in the early 80’s, the clear motivation for IP routing
was robustness. With the evolution and growth of the Internet, objectives clearly changed. Robustness
is still important today but the core of the Internet problem is no more its ability to survive a nuclear
attack. Operational problems like scalability and explicit route selection'” constitute the chief point. The
Internet has evolved into an operational network that needs some (traffic) engineering. The step that
will make possible the transition from the “best-effort Internet” to the “QoS Internet” probably
corresponds to MPLS even if strict QoS are far from being in sight.

4.2 Definition

Traffic engineering is about performance optimization in real-life networks. It has to facilitate network
operation while at the same time optimizing resource utilization and traffic performance. One cannot
achieve such objectives without measuring, modeling and controlling the relationship between network
traffic and network performance. Traffic engineering arises from the trade-off that must be found
between traffic guarantees and network resource utilization. Traffic-oriented performance tries to
enhance the QoS of traffic streams (packet loss, delay, jitter...) while resource-oriented performance
cares about the optimization of scarce and costly network resources (buffer space, bandwidth...). These
objectives are often contradictory since Internet users care about their traffic “efficiency” while ISPs
about their network costs. On one side, the user would like to get the most resources on the path to the
destination. On the other side, the ISP would like to exactly know the traffic distribution (and being
able to control it) in order to avoid too much resource over-provisioning or too many points of
congestion. The user does not care about the path taken by its packets as long as performance is
acceptable”. Apart for link cost reasons, the ISP does not care about traffic distribution as long as it
can be predicted and controlled. Thus, traffic engineering must find a compromise between users and
service providers objectives. ISPs have few means to control the user traffic before it enters their
network. The two main solutions for this problem differ very much. The first one prevents specific
traffic to enter the network by discarding the packets or applying a dissuasive billing policy. The second
one lets the traffic enter and distribute it inside the network to minimize the likelihood of congestion.
The former solution simply solves the problem by suppressing its cause while the latter represents what
traffic engineering should accomplish. The classical solution (LAN) network managers apply when
faced with potential bandwidth shortage is jerking off more bandwidth in place of trying to balance the
load on all available links. Huge over-provisioning is the best-effort solution while waiting for
operational traffic engineering tools. It would certainly be less expensive to use all available capacity
before thinking about infrastructure upgrade. Even if bandwidth becomes an almost gratuitous

12 QoS being the “long-term” objective?
13 Excepted for security reasons; for example VPN traffic.
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resource in the future, applications will always manage to consume it so arguing that over-provisioning
is the best solution cannot be true. It is admittedly the easiest onel!

4.3 User vs. ISP

We saw in the previous section the two players of the traffic engineering game: the user and the ISP.
All the approaches we will see in the remaining of this chapter are mostly “ISP-centered”. The reader
might thus innocently ask: “Why not try to make users and ISPs cooperate?” The following question
illustrates the problem of cooperative behavior between users and an ISP: “Could you try connecting
later, please? We have currently problems to find a path inside our network for your connection.” Do
you imagine being said to try connecting later to get your e-mail at your local POP setver or while
trying to connect at the Internet Gaming Zone'*? Users want their connections now, not within 5
minutes! Therefore, the only option left is to optimize the ISP’s network so that it will accommodate
the user’s traffic. After all, ISP’s are “service” providers so it would seem natural for them to try to
provide the best service they can to their users (reality sometimes turn out to be quite different). Of
course, an ISP cannot ensure 100 % availability at every moment without over-provisioning.
Sometimes, connection requests may be refused to ensure that already established connections are
getting their required level of QoS. Depending on the network load, different methods may be used to
attain the desired level of QoS. By example, best-effort might work when the load is light. When the
load increases, traffic engineering would be used to balance the load so that network utilization is
better. However, when network load is high, even traffic engineering cannot compensate for lack of
resources. Connection request rejection is the only solution to ensure that already established
connections receive a satisfactory treatment.

4.4 Congestion
Congestion problems inside the network arise from two reasons:

e Insufficient resources or inadequate resources to accommodate the demand,;

e Inefficient mapping of traffic streams onto available resources (parts of the network are under-

utilized while at the same time other parts are over-utilized).

The first source of congestion may be resolved via extension of capacity and/or classical congestion
control techniques. Therefore, either we add sufficient resources so that congestion does not appear or
we try to control the flows (even if it might be too late in some cases). Classical congestion control
techniques include rate limiting, window flow control, router queue management... The second source
of congestion arises from inefficient resource allocation. Traffic engineering addresses this kind of
problem. Load balancing constitutes an essential component of network performance optimization. It
provides a means for minimizing congestion and optimizing resource allocation. By minimizing
congestion through efficient resource allocation, packet loss decreases, transit delay decreases and
aggregate throughput increases. The perception of network service quality as experienced by the user
becomes better due to the smoothing of the traffic distribution inside the network.

Figure 4.1 illustrates the “fish problem™: classical IP routing uses shortest path metric in order to get
through the destination. Suppose we want to get from device 1 to device 8. For IP routing, paths 3-4-6-
8 and 3-5-7-8 have the same metric value if we use the hop count as the routing metric. So, at a
particular moment, IP routing will choose between one of the two available paths (depending on

14 Even if it would be better for your precious time never getting the latter connections.
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policing) but only one of them at a particular moment. An important issue concerns route fluttering:
whenever congestion occurs on one path (4-6 or 5-7), IP routing will choose the other path and
redirect all traffic on this second path. If congestion did occur when routing traffic on one path,
redirecting is likely to generate congestion on the other path. This in turn will make IP routing redirect
all traffic on the original path.

Figure 4.1: The fish problem

One would then find a means to split traffic between 4-6 and 5-7 so that congestion does not occur
and both paths utilization is smooth. Unfortunately, load splitting requires some knowledge of the
“flows” within the traffic because splitting packets over two paths is going to interleave packets from
the same “source-destination flow”. In addition, device 3 must have knowledge of the load on both
paths 4-6 and 5-7 at every moment so that he can play on the relative load of both paths to minimize
variability in path utilization.

4.5 Network Control: Theory

Performance optimization in operational networks is a control-related matter. Trying to preserve the
network in a steady and stable state on a time-dependant basis must cope with real-time processes.
Since one cannot deterministically model traffic patterns, traffic statistics analysis and near-real-time
adaptability are required. Such processes require maximal automation and minimal human intervention.
The control process should match the real-time constraints the current traffic imposes and the state of
the network one would like to reach. Network state monitoring and network behavior prediction can
together achieve that. They might enable reacting to traffic distribution changes within a sufficiently
short period. The control process may be abstracted into the following steps:

1. Formulation of a control policy;

2. Observation of the state of the system through monitoring;

3. Characterization of the traffic as seen by the monitoring system;

4. Application of control actions in response to traffic characterization
and current state of the system in order to verfy the constraints

established by the control policy.

Step 1 consists in the definition of the properties that the network must verify at every moment. These
properties could be the average link load, the buffer space occupancy within network routing devices or
the end-to-end delay between two egress nodes. Any constraint over the state of the network could be
part of the control policy. The control policy could be compared to an ideal state of the network (this
state could be a function of time).
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Step 2 enables the network traffic engineer (be it 2 human and/or an automaton) to get feedback about
the near-real-time state of the system via links state statistics collection or any parameter giving
information about the state of the network.

Step 3 translates the monitoring action into a higher-level state system characterization related to the
criteria established by the control policy. It provides a quantitative or qualitative difference between the
monitored parameters and the state to attain.

Step 4 injects into the system the specification of the actions required to make the system verify the
control policy in the future (short and/or long-term). This step also petforms the actions
corresponding to the aforementioned specification. Remark that these steps form a retroaction (or pro-
action) loop. The actions defined in step 4 should either make the system return to equilibrium
(retroaction) or prevent the system from leaving the desired state (pro-action), according to the control
policy.

Control Policy
=

Network State Monitoring
Desired Network State

Control Actions

(relative to control policy)

Figure 4.2: Network control loop

4.6 Network Control: Reality

The description of netwotk control we made in the previous section gives a somewhat “idealistic” view
from the network control that we have in our real-life networks. We innocently presented the logical
steps required for near-real-time network control but we did assume that:
e A formulation of the control policy exists;
e Existing monitoring tools provide means to determine the state of the
network at near-real-time granularity;
e Translation between monitoring information and traffic
characterization can be made;
e Actions may be performed on the network within a sufficiently short
time interval.

Requirements are not achievements! We are in a complex system where not all variables are mastered
and where time is an enemy. Getting the information needed to react against a change in the state of
the system is not the main concern as long as time does not come into play. Nevertheless, if we need
this information in order to react within a minor interval we will not be able to get all the information.
If we want all the information, it is going to take time to retrieve. We can get some information within a
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short time interval but is it the information we need in order to maintain the system’s equilibrium? Not
sure at all. Ubiquity and immediacy are not real! One can easily develop network control schemes that
are looking good and tasty, but when trying to implement the stuff: what a mess! The logical world of
concepts and properties works very well at a theoretical point of view. Unfortunately, once translated
into a real system, things are becoming odd. By partitioning network control according to the time
granularity at which problems arise, one can use several techniques that fit to the size of the problem.
Packet-level issues should not be resolved through huge over-provisioning. At the same time, long-term
link load issues should not be resolved only with new buffer management and scheduling techniques.

4.7 Traffic Engineering and Routing

In our definition of traffic engineering, two conflicting aspects seem to oppose. The resource utilization
aspect would like to minimize resource consumption by the traffic. On the other hand, traffic would
like to use all available resources to attain the destination as fast as possible. One cannot satisfy both
wishes at the same time. Hence, as much traffic as possible will be accepted to the point of eventual
congestion collapse. Such a situation should (or preferably must) be prevented so that minimal loss
occurs. At the same time, the network should accept as much traffic as possible. To achieve this, one
logical standpoint would be to let the traffic consume as much resource as it needs as long as
congestion does not occur. If congestion happens, balancing the load would allow circumventing the
point of congestion. Since congestion did occur, some part of the traffic got lost: this should not occur.
If we can prevent any loss, we should do it. The rationale for this comes from the long-term objective
of trying to provide the best QoS guarantees to every packet inside the network. Preventing QoS
degradation is the best means to ensure the fulfillment of QoS! It is not by trying to compensate for the
already lost quality that real QoS can be achieved. Our approach therefore tackles the problem before it
arises. When the load is heavy, resources are scarce: try to spare as much resource as you can. When the
load is light, resoutces are abundant: consume them. Routing the traffic inside the network through a
least resource-consuming path does sparing resources. Resource consumption on the other hand is
“best” achieved by balancing the traffic along all available paths (see [Ma98] for a more detailed
evaluation of routing strategies and resource consumption).

Classical IP routing does not allow such routing behavior: only the shortest path known to the
destination is used. If a link on the shortest path becomes congested, packets get lost and routing does
not care about it. This is one reason why retransmission procedures are included within transport
protocols in order to provide delivery guarantees. If the link goes down, routing will find another
shortest path to the destination. Nevertheless, routing protocols convergence times are not short
enough to ensure that an alternate path will be found. At least not before a quite important amount of
packets are lost.

4.8 Service Models

While we covered the “essential” control aspects of traffic engineering, network control is of no use
alone: the traffic engineering objective relates to network utilization optimization but not just for the
sake of it. The motivation for traffic engineering is traffic, not engineering. Traffic has inherent
characteristics that closely relate to the profile of the application using it. Since we do not intend to
present a taxonomy of the various applications, we will use the service definition standpoint. This
standpoint permits to determine the type of guarantees the network has to provide given that network
control will use this standpoint to perform its operations. The first step towards QoS guarantees is the
definition of service models. Service models specify the service one can expect from the network
considering the behavior of the network as a black box. In order to provide the service to its
customers, the network service provider will implement different mechanisms in its network nodes, by

33




defining the router’s behavior. Several mechanisms permit to achieve an identical service. There are
roughly three types of guarantees.

The first is the one we have today in the Internet: almost no guarantee! The source sends packets and
they magically appear at the destination (in the best case). If the packet does not arrive at the
destination, this is what best-effort is all about. It has been lost somewhere between the source and the
destination for an unknown reason". The only guarantee users get is that every packet is treated as
soon as possible depending on current network load.

The second is Differentiated Services. Differentiated Services defines a per-hop behavior that should
suffice for the applications using it. It provides a relative or absolute priority between packets so that
different packet classes are treated according to the priority of the class.

Finally, Integrated Services are about strict guarantees provided by the network in terms of end-to-end
delay (it could also apply to bandwidth guarantees). They consist in ubiquitous flow metering and
scheduling that enable strict guarantees for every flow.

4.8.1 Differentiated Services

The Differentiated Services (DS) architecture (see [DS98]) is based on numerous requirements
including avoidance of per-flow (layer 4) state within core routers, aggregated classification within
routers, simple packet classification implementation...

The architecture relies on a number of functional elements implemented in routers, including a small
set of per-hop forwarding behaviors, packet classification functions and traffic conditioning functions
(metering, marking, shaping and policing). DS achieves scalability by implementing complex
classification and conditioning at the boundary nodes of the network. Per-hop behaviors are applied in
the core of the network to aggregates of traffic that have previously been marked using the DS field in
the IP header. A single DS codepoint (DSCP) identifies a behavior aggregate (BA). Packets are
forwarded within the core of the network according to the per-hop behavior (PHB) associated with the
DSCP. A DS domain is a contiguous set of DS nodes, which operates under a common service
provisioning policy. Each node implements a set of PHB groups. The DS boundary nodes classify
ingress traffic and packets that transit the domain are marked. This ensures that a PHB from one of the
PHB groups supported within the domain may be selected for every packet. Nodes within the domain
select the forwarding behavior for packets based on their DSCP value. Boundary nodes and interior
nodes therefore constitute a DS domain. DS boundary nodes interconnect the DS domain to other DS
or non-DS domains. DS interior nodes only connect to other boundary or interior nodes of the same
domain.

In order to connect several DS domains (or a DS domain with non-DS domains), setvice level
agreements (SLA) must be established between upstream networks and downstream DS domains. Each
SLA may specify packet classification, re-marking (attributing a new DSCP to an already marked
packet) rules, traffic profiles and actions to traffic streams that are in- or out-of-profile. The packet
classification policy identifies the subset of traffic that may receive a differentiated service by being
conditioned and/or mapped to one or more BA (through re-marking). Traffic conditioning is about
metering, shaping, policing and/or re-marking entering traffic so that it conforms to the rules specified
in the traffic conditioning agreement (TCA) in application between the domains. Packet classifiers look
at the content of some part of the packet header and classify packets matching some specified rule to
an element of the traffic conditioner for further processing.

15 Knowing the reason would not help anyway since sources cannot influence routing yet.
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A traffic profile specifies the temporal properties of a traffic stream. It provides a means to determine
whether a particular stream is in- or out-of-profile. It gives a correspondence between a DSCP value
and a specification of the traffic stream (a token bucket for example). A profile indicates that all packets
associated with it are to be measured against the traffic stream specification (be it a token bucket or
something else). The conditioning actions associated with an “in-” or “out-of-profile” state of the
stream can vary from one service to another. Packets from an out-of-profile stream can be marked so
that the network can attribute lower scheduling priority to them. The packets may also be discarded.
Figure 4.3 shows the logical view of a packet classifier and traffic conditioner. When a packet enters a
DS domain, it is first selected by the traffic classifier, which steers the packet to a logical instance of a
traffic conditioner. A meter is used to measure the traffic stream against a traffic profile. The resulting
state of the meter with respect to the packet may be used to affect a marking, dropping or shaping
action. When the packet exit the traffic conditioner of a DS boundary node, the DSCP must be
appropriately set. '

»  Meter

|

Classifier [ »| Matker [~ ®| Shaper/Dropper

with DSCP

Figure 4.3: DS classification and conditioning operations

The packet marker sets the DS field, associating the packet to a DS behavior aggregate. The traffic
shaper delays some or all packets of a traffic stream in order to bring the stream into compliance with
its traffic profile. The dropper discards some or all the packets from a traffic stream in order to bring it
into compliance with its traffic profile. Note that the shaper may also discard packets due to finite
buffering space. The number of delayed packet might increase up to a point where some of them have
to be discarded.

A PHB is a description of the externally obsetvable forwarding behavior of a DS node applied to a
particular DS behavior aggregate. The forwarding behavior depends on the relative load of the
observed link. The PHB is the means by which a node allocates resources to BAs. Differentiated
Services can be constructed upon this basic block. PHBs may be specified in terms of resource priority
relative to others PHBs or in terms of their absolute or relative observable traffic characteristics (delay,
jitter, loss). The two following sections present two examples of PHB groups.

4.8.1.1 Assured Forwarding

The Assured Forwarding (AF) PHB group, as defined in [AF99], proposes a general use PHB group
providing delivery of IP packets in four independent forwarding classes. Each packet belonging to a
particular AF class can be assigned one of the three drop precedence values. Packets of a particular
layer-4 flow cannot be reordered as long as they belong to the same AF class. AF is a means for a
provider DS domain to offer different forwarding assurances for IP packets received from a customer
DS domain. There are four AF classes; each gets resources (buffers and bandwidth) allocated in the
provider DS domain. IP packets, within each AF class, are marked with one of the three possible drop
precedence values. This drop precedence value determines the relative importance of the packet within
its AF class in case of congestion. A node experiencing congestion tries to protect packets with lower
drop precedence from being lost from those of higher drop precedence. The level of forwarding
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assurance in a particular DS node depends on not only the drop preference of the packet but also on
how much forwarding resources have been allocated to the AF class and the current load of the AF
class in the node. The amount of AF traffic entering and exiting a DS domain may be controlled
through traffic conditioning actions. The allowed traffic conditioning actions comprise traffic shaping,
discarding of packets, changing the drop precedence of packets and reassigning packets to other AF

classes.

The objective of AF is to minimize long-term congestion within each class while at the same time
handling short-term congestion. Long-term congestion is thus avoided by dropping packets while
short-term congestion is handled by queuing them. The dropping algorithm must treat all packets
within a single class and precedence level equally, for example by trying to give equal dropping
probability to flows that have the same long-term behavior but different short-term burstiness.

An example of an implementation the AF group is the Olympic service. Three service classes are
defined called the gold, silver and bronze service. Packets in the gold class experience lighter load than
those of the silver class, the silver class packets receiving better service than those of the bronze class.
Drop precedence could also be defined within each service class. The drop precedence could be
implemented via a distinct token bucket that would be less constraining for lower precedence flows.
For example, lower precedence flows could get more tokens than higher precedence ones but the same
bucket size.

4.8.1.2 Expedited Forwarding

The Expedited Forwarding (EF) is another example of an implementation of a PHB group. It is
defined in [EF99]. Its objective is to provide a low loss, low latency, low jitter, assured bandwidth, and
end-to-end service through a DS domain. Since loss, latency and jitter occur due to queues in the
network devices, ensuring that no queues will be experienced by the traffic is equivalent to bounding
the time spend by packets within network nodes. This is possible by controlling that the maximal
arrival rate never exceeds the departure rate at each node. EF traffic should receive the same treatment
independently of any other traffic transiting the same node. A possible implementation could allow
unlimited preemption of other traffic while at the same time managing the damage inflicted to
preempted traffic. Managing the preempted traffic means that some EF packets could be discarded
within the network. The mechanism used by EF consists in shaping the EF traffic at the boundary
nodes so that packets within the network are forwarded immediately. Shaping should ensure that EF
packets that are within the network strictly comply with the service specification (they consume the
right amount of resources) so that they should be forwarded immediately by interior nodes. If an
excessive number of EF packets get into the network, it must be due to an erroneous condition. EF
packets should thus be discarded and not other PHB ones even if they seem to have lower drop
precedence. It could seem contradictory that higher priority packets be discarded first but the faulty
situation has been caused by the EF class so the EF class is punished.

4.8.2 Integrated Services

The Integrated Services model as presented in [IS94] does not propose a new routing architecture.
Instead, it defines extensions in order to carry real-time traffic across the best-effort Internet. The
model defines two types of setvices: guaranteed and predictive service. Guaranteed service means that
there will be an absolute upper bound on the network delay. Predictive service objective is to give a
delay bound that is as low as possible and at the same time stable enough to be evaluated by the
receiver (its use is clearly directed to real-time applications). Integrated Services main components are
resource reservation and admission control. These components are a consequence of a will to explicitly
manage network resources in order to meet applications requirements. The current Internet
architecture relies on the assumption that end-systems should maintain all flow-related states. The
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Integrated Services model imposes that flow-specific states be maintained by routers. The main side
effect arising from resource reservation in routers relates to the need for administrative control and
enforcement of policy because some users are getting privileged service. Routers must therefore be able
to identify users requesting resources and packets using these resources.

The architecture of Integrated Services relies on four components: the packet scheduler, the admission
control routine, the classifier and the reservation setup protocol. The first three components constitute
the traffic control. Traffic control is the function by which a router creates different QoS. The packet
scheduler serves at managing the forwarding of the packets inside a router. It uses mechanisms like
distinct queues, timers and priorities. The classifier maps each incoming packet to a class based on local
(internal to the router) or external (packet’s header or input port) information. The concept of “class”
refers to a particular flow or any aggregation of several flows. The admission control mechanism
determines whether a new flow can be granted to access the required resources, without impacting on
the reservations made previously. Admission control is invoked at each node traversed by the
reservation path. Do not confuse admission control with policing or enforcement. Policing (or
enforcement) occurs at the edges of the network for every packet to ensure the user conforms to its
traffic contract. Admission control relates to a flow or an aggregated flow establishment. The
reservation setup protocol creates and maintains flow-specific state all the way from the source to the
destination (be it within routers as well as endpoint hosts). It is up to the application to specify its
resources requirements, which are carried via the reservation setup protocol. Admission control then
proceeds for a test for acceptability conceming the reservation information. In case of success for
admission control, the reservation is translated into parameters for the packet scheduler.

Like every other service model, Integrated Services relies on a core of service commitments (ie., a
traffic contract) that specify a response from the network (in terms of service delivery) to a service
request. In order to know what type of setvice the model should provide, a good approach consists in
characterizing the QoS requirements of the flows. The service model is almost uniquely concerned for
the per-packet delay so that quantitative QoS are relative to maximum and minimum packet delay. With
this assumption in mind, characterization of application needs becomes quite simple: applications are
inelastic (real-time) or elastic. Inelastic applications require that packets arrive within a certain time
interval. If not, they become worthless due to real-time needs. An example is “playback” applications
that bufferize packets and play the (audio and/or video) signal at the receiver’s side. If one or more
packets arrive too late at the destination, the application will not be able to give the user an acceptable
quality. On the other hand, elastic applications do not require data to arrive before a specific time. They
just wait for the data and continue when it is there. Examples of such applications are interactive data
transfer (FIP) and asynchronous data transfers (mail, FAX). Admission control cleatly differs for
inelastic and elastic applications since elastic ones do not require any delay nor jitter guarantee. Elastic
applications do not need any admission control due to their ability to adapt to any network resource
state.

The previous applications taxonomy gives an idea about what service the network should provide to a
particular flow. However, routers need to cope with a collection of such flows. Resource sharing
therefore comes into play. While only inelastic applications need resource reservation, they cannot use
all resources. One has to choose the part of the resources each application type can reserve. Link
sharing addresses the problematics of how to share the aggregate bandwidth between all existing flows
on individual links. An example of such policing might attribute for each traffic class (real-time flows,
interactive elastic, non-interactive elastic...) a minimal fraction of the link bandwidth in order to prevent
greedy flows from consuming all available resources. Ideally, all flows from a given class should be
given 7/ of the link fraction attributed to the class where 7 is the instantaneous number of flows of
the class. This model describes an idealized fluid model with instantaneous proportional link sharing. It
has been introduced in [DKS89] and further explored in [Par92] but this is out of the scope of this
dissertation.
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The service model says what to expect from the network when access to a particular service has been
granted to a flow. It does not say anything about the way an application negotiates for a QoS level yet.
It is up to the reservation model to tackle this issue. Several options exist for the negotiation procedure.
The network may either accept all terms of the QoS requirements or reject the request. If the network
cannot provide the required QoS, it might propose (or directly grant) a lower resource reservation
service. Given that most applications propetly work with a range of QoS, they could adapt to degraded
service. For example, they could use different encoding techniques or vary the amount of buffering at
the receiver’s side.
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Figure 4.4: Integrated Services router architecture

What we have seen about Integrated Services gives an idea about what to expect from the ne<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>