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1 Introduction

A congruence on an algebraic structure is an equivalence relation compatible with its operations.
Congruences are therefore in one-one correspondence with quotient structures, and are the kernels
of homomorphisms/representations. The set Cong(S) of all congruences on a structure S is a
(complete, algebraic) lattice, called the congruence lattice of S. For some structures, congruences
can be described by means of special substructures, such as normal subgroups of groups, or ideals
of rings, but this is not the case in general.

The structures we are mostly concerned with here are (small) categories, viewed as sets of
morphisms equipped with the (partial) operation of composition. In fact, it is both convenient
and necessary to broaden our scope to the wider class of partial semigroups, which may be
thought of as categories in which identities need not exist at every object. As special cases,
monoids and semigroups occur when there is only a single object.

The last 70 years have seen many important studies of congruence lattices of monoids and
semigroups. Arguably the most influential is Mal’cev’s seminal paper [82], which completely
classifies the congruences on the full transformation monoid TX : i.e., the monoid of all self-maps
of the set X, under composition. In the case of finite X, congruences are elegantly described
in terms of the ideals of TX , and the normal subgroups of the symmetric groups Sn, n ≤ |X|.
Mal’cev’s follow-up paper [83] carries out the same program for the full linear monoid Mn(F),
consisting of all n × n matrices over the field F (equivalently, linear transformations of an n-
dimensional vector space over F). The description here is more elaborate than for TX , but still
involves ideals and normal subgroups, this time of appropriate general linear groups. A crucial
structural feature shared by the monoids TX andMn(F) is that their ideals form chains under
inclusion.

Mal’cev’s two papers [82, 83] set the direction for a number of subsequent studies, and his
ideas and techniques have been developed and extended to many other important families of
monoids; see for example [2,3,38–42,72,80,84,95,98,99]. To the authors’ knowledge, much less is
known about congruences on categories. For example, it seems that the congruences of categories
of (finite) sets and mappings have not previously been classified. Accordingly, one of the main
motivations for the current work is to initiate the study of congruence lattices of categories
and partial semigroups, including categories of (partial) mappings, partitions/diagrams, linear
transformations, and (partial) braids. Categories of mappings and (linear) transformations are of
course among the most fundamental and well-studied categories. Diagram and braid categories
play a crucial role across an entire spectrum of mathematical and scientific disciplines, including
classical groups, representation theory, topology, theoretical physics, knot theory, logic, invariant
theory, combinatorics, theoretical computer science and many more [1, 8–11,13, 17,28, 29,45,51,
56,61–65,67,69,70,73,77–79,85–87,89,97,100,102–105].

The second source of motivation for the present work is to do with ideals. We have already
noted that the ideals of a semigroup are crucially involved in its congruences. On the other hand,
any such ideal is a semigroup in its own right, and many interesting studies have investigated
the ideals of important families of monoids [25, 37, 52, 53, 57, 59, 72, 83, 106]. In fact, Mal’cev’s
paper [83] classified the congruences on all ideals of the linear monoidMn(F), includingMn(F)
itself. Congruences on ideals of the full transformation semigroups TX were described some years
later by Klimov [72]. Formally, Mal’cev’s classification of the congruences on TX [82] is a special
case of Klimov’s result. In actual fact, however, Klimov’s proof relies crucially on Mal’cev’s
classification: to understand the congruences on the ideals, it was necessary to first understand
the congruences on the semigroup itself.

To the best of our knowledge, no further results exist classifying the congruences on ideals
of natural semigroups. Here we give such classifications for (many) other families of semigroups.
In fact, we do so in far greater generality, classifying the congruences on all ideals of many
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categories of mappings, partitions/diagrams, linear transformations, and braids. In several cases,
the congruences on the whole category were not previously known, even in the special case of
monoids.

The approach we develop works in the opposite direction to Klimov’s, as described above. In
all of our applications, the category U in question is the union of an ascending chain of ideals,
I0 ⊂ I1 ⊂ · · · , of order-type at most ω. The goal is to classify the congruences on each ideal Ir,
and to describe the lattice Cong(Ir). However, rather than starting with U itself, and then
(somehow) deducing results about the ideals Ir, we start at the other end with the smallest
ideal(s). In each case, we find that the congruences on the first few ideals are characterised
by great freedom; in some extreme cases, every equivalence is a congruence. There is then a
certain “cut-off” ideal Ik (generally with k ≤ 2), whose congruences are far more restricted and
well behaved, and from which point it is possible to iteratively compute the congruences of the
ideals Ik+1, Ik+2, . . ., building up eventually to the entire category U . In this way, classifying
congruences of ideals can be seen as integral to computing the congruences of U itself, and to
providing an explanation for the structure of Cong(U).

In Sections 5–9, 11 and 12, we carry out the above program for some thirty important
families of categories and monoids. In each case we classify the congruences on every ideal,
including the category/monoid itself, and completely describe the corresponding lattices. Each
such classification is obtained by applying general theoretical results, proved in Sections 2–4
and 10.

Let us now give a more detailed summary of the contents of the paper.
As mentioned above, Sections 2–4 are theoretical in nature, and underpin the computations

undertaken in the remainder of the paper. Section 2 contains background on categories and
partial semigroups, and their ideals and congruences. Basic definitions are given in Section 2.1,
and then a number of general congruence constructions are outlined in Section 2.2, adapting
and extending the theory developed in [38] to the categorical context. Several useful lemmas are
proved in Section 2.3.

Section 3 concerns ideal extensions, the main result being Theorem 3.14. This theorem
shows how the congruence lattice of an extension T of S may be described in terms of the so-
called liftable congruences on S and the normal subgroups of a certain group in T \ S, under
a series of natural, albeit technical, assumptions. We introduce and analyse these assumptions
in Section 3.1, and discuss liftable congruences in Section 3.2. Theorem 3.14 is then proved
in Section 3.3, where we also describe how to visualise the lattice Cong(T ) in terms of the
above-mentioned data; see in particular Remarks 3.16 and 3.17, and Figures 2–4.

The results of Section 3 are then applied in Section 4 to prove a number of results concerning
congruences on certain general classes of partial semigroups, and on their ideals. Such a partial
semigroup U is the union of an ascending chain of ideals I0 ⊂ I1 ⊂ · · · , of order-type at most ω.
The main results of Section 4 describe the congruences on each ideal Ir, including U itself.
Sections 4.2–4.4 do this for “small” r; see Propositions 4.7, 4.8, 4.10 and 4.17. Section 4.1 deals
with “large” r, the main result being Theorem 4.2. This theorem assumes that Cong(Ik) is known,
and well-behaved, for a certain “cut-off” value k (which is always very small in our applications),
and shows how to construct Cong(Ir), for r ≥ k, out of Cong(Ik) and a sequence of groups
Gk+1, Gk+2, . . . outside of Ik. A crucial consequence of the theorem is that the lattice Cong(Ir),
for r > k, is obtained by stacking on top of the lattice Cong(Ik) copies of the lattices of normal
subgroups of Gk+1, Gk+2, . . . in a way made precise in Remark 4.3; see especially Figure 5. This
“stacking mechanism” is one of the most important advances of the paper, and it can be seen in
many of the lattice diagrams, such as Figures 9, 10, 12, 14, 20, 23 and more. The meaning of the
colours in such lattice diagrams, and other visualisation conventions, are discussed in Section 4.5.

Sections 5–9 present a sequence of applications of the general theory developed in Sec-
tions 2–4. We begin in Section 5 with the transformation category T = T (C ). Here C is a
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set of non-empty finite sets, and T consists of all mappings between members of C . We give the
definitions in Section 5.1, and then in Section 5.2 establish certain multiplicative properties that
will be used to verify the relevant assumptions listed in Sections 3 and 4; most importantly, T
is a chain of ideals I1 ⊂ I2 ⊂ · · · as in Definition 4.1. All of this will enable an application of
Theorem 4.2 (and Propositions 4.7 and 4.10) in the category T , culminating in Theorem 5.5,
which completely describes the congruences on T , and on all of its ideals. The congruences of the
minimal ideal I1 have rather different behaviour to those of the larger ideals Ir (r ≥ 2); this can
be seen by comparing parts (i) and (ii) of Theorem 5.5, and also by examining Figure 9, which
pictures the congruence lattices of relatively small ideals of T . In the above language, I2 is the
cut-off ideal from which the stacking mechanism kicks in. In the case that C consists of a single
set of size n, the category T is simply the full transformation semigroup of degree n, and so we
recover the results of Mal’cev [82] for r = n, and of Klimov [72] for arbitrary r. In Section 5.4 we
consider several subcategories of T , which we call “planar and annular reducts”; these consist of
transformations preserving and/or reversing the order or orientation on the underlying sets; such
mappings may also be characterised geometrically in terms of certain graphs with no crossings
in a given planar or cylindrical region. The main result here is Theorem 5.9, which describes the
congruences on these reduct categories and on their ideals; see also Figure 10. In Section 5.5 we
discuss how to obtain similar results for several other categories of (partial) mappings.

The applications considered in Sections 6–9 all concern certain diagram categories. The
largest of these, the partition category P = P(C ), is treated in Section 6. The structure of
Section 6 closely parallels that of Section 5. We give the definitions in Section 6.1, prove the
requisite multiplicative properties in Section 6.2, showing in particular that P is again a chain
of ideals I0 ⊂ I1 ⊂ · · · . In Section 6.3 we prove the main result, Theorem 6.6, which classifies
the congruences on P and on all of its ideals; Figure 12 depicts the congruence lattice of a
sufficiently large ideal. This time the congruences for the smallest two ideals, I0 and I1, must be
described separately (using Propositions 4.7 and 4.8), and the stacking mechanism kicks in at I2.
In Section 6.4 we classify the congruences of planar and annular reducts of P, and of the ideals
of these reducts; see Theorem 6.11 and Figure 14. In Section 6.5 we indicate how the methods
of Section 6 also apply to other subcategories of P, namely the partial Brauer category and its
planar and annular reducts, including the Motzkin category.

Section 7 concerns the Brauer category B = B(C ), another natural subcategory of the parti-
tion category. The ideals of B do not form a chain in general, so the general machinery developed
in Sections 3 and 4 does not immediately apply. However, it is possible to split the category B
into even and odd parts, in a way made precise in Section 7.1, and we may then restrict our
attention to these even and odd subcategories, in which ideals do form chains, I0 ⊂ I2 ⊂ · · · and
I1 ⊂ I3 ⊂ · · · . After proving the required multiplicative properties in Section 7.2, we treat the
odd and even cases in Sections 7.3 and 7.4, respectively, the main results being Theorems 7.7
and 7.12; see also Figures 15–17. There are substantial differences between the even and odd
cases, including the height at which the stacking mechanism kicks in.

The planar and annular reducts of B include well-known categories such as the Temperley–
Lieb and Jones categories, TL and J . Unlike the situation with the transformation and partition
categories, however, it is not possible to simply modify the arguments for B to work for its reducts.
Accordingly, we treat the planar and annular reducts of B in Sections 8 and 9, respectively. The
main results of Section 8 are Theorems 8.7, 8.8 and 8.10, concerning the Temperley–Lieb and anti-
Temperley–Lieb categories; see also Figure 20. The main results of Section 9 are Theorems 9.8
and 9.11, concerning the Jones and anti-Jones categories; see also Figures 23–25. Again, each of
these categories splits into even and odd parts, which exhibit rather different behaviour. Many
of the arguments of Sections 8 and 9 require a fairly intricate geometrical analysis, due to the
planarity constraints.

By taking C to be a single set of size n, and taking r = n, we obtain new proofs of the main
results of [38] as special cases of the theorems presented in Sections 6–8. The (annular) Jones
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monoids were not considered in [38].
While the remaining categories considered in the paper are still chains of ideals, some of them

fail to satisfy certain assumptions built into the general machinery developed in Section 4. Thus,
in Section 10 we undertake another theoretical development, proving more general results that
will allow us to treat our remaining examples. The main idea is that of a so-called H -congruence,
by which we mean a congruence contained in Green’s H -relation. The H -congruences of a
certain class of partial semigroups are classified in Section 10.1; see Proposition 10.5. Returning to
chains of ideals in Section 10.2, we prove the main result, Theorem 10.8, which is a strengthening
of Theorem 4.2 to a wider class of chains of ideals. We also prove Theorem 10.16, which is a
simplification of Theorem 10.8 particularly suited to our remaining examples.

Section 11 concerns certain categories of linear transformations, namely the linear and pro-
jective linear categories, L = L(C ) and PL = PL(C ), defined with respect to a set C of finite-
dimensional vector spaces over an arbitrary fixed field F. Following the structure of previous
sections, we give definitions in Section 11.1, establish multiplicative properties in Section 11.2,
and then prove the main results in Sections 11.3 and 11.5. Theorem 11.8 describes the congru-
ences on the linear category L, and on all of its ideals; Theorem 11.10 does the same for the
projective linear category PL. While the general results of Section 4 are sufficient to treat PL,
we need the stronger results of Section 10 for L. Crucially, the H -congruences on L and its ideals
involve certain sequences of normal subgroups of (centres of) general linear groups of degrees
bounded by the supremum of the dimensions of the spaces from C . Section 11.4 explains how to
visualise the congruence lattices of ideals of L. These lattices are far more complicated than for
any of the categories considered in Sections 5–9; see especially Figures 27 and 28, and compare
these to Figures 9, 10, 12, 14–17, and so on. As a special case of our results on L, we obtain
Mal’cev’s classification [83] of the congruences on the ideals of the full linear monoidMn(F).

Finally, Section 12 applies the general results of Section 10 to categories IB = IB(C ) of
partial braids, the main result being Theorem 12.7. This time, H -congruences correspond to
sequences of normal subgroups of (pure) braid groups of appropriate dimensions. As a special
case, we obtain a classification of the congruences of the inverse braid monoid IBn [30]; to the
best of our knowledge, such a classification has never before been established.

Before we begin, we briefly fix notation for some standard mathematical concepts. We work
in standard ZFC set theory; see for example [60]. We write N = {0, 1, 2, . . .} for the set of natural
numbers, and ω for the first infinite ordinal/cardinal (which may of course be identified with N).
For n ∈ N we write [n] = {1, . . . , n}, interpreting [0] = ∅.

For a group G, we write H ≤ G and N �G to indicate that H is a subgroup and N a normal
subgroup. The set N (G) of all normal subgroups of G is a complete lattice under inclusion. The
meet of a family Nq �G, q ∈ Q, is their intersection,

∧
qNq =

⋂
qNq; the join

∨
qNq =

〈⋃
qNq

〉
is the (normal) subgroup generated by their union.

If σ is an equivalence relation on a set X, we will write x σ y or (x, y) ∈ σ to indicate σ-
equivalence of x, y ∈ X. If Y ⊆ X is a union of σ-classes, we write Y/σ for the set of all
σ-classes contained in Y . For any Y ⊆ X, we write σ�Y = σ ∩ (Y × Y ) for the restriction of σ
to Y . The set Eq(X) of all equivalences on X is a lattice under inclusion. The meet of a family
σq ∈ Eq(X), q ∈ Q, is their intersection; the join of the family is the transitive closure of their
union. When X = [n] for some n ∈ N, we will sometimes write Eqn = Eq(X). We adopt similar
conventions for other families of lattices, groups, etc. Thus, for example, we will write SX for
the symmetric group on the set X, and in particular write Sn = SX when X = [n]; we write An
for the alternating group.
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2 Categories and partial semigroups

This section contains preliminary material on categories and partial semigroups, and their ideals
and congruences. The basic definitions are given in Section 2.1, where we also prove some
preliminary results. In Section 2.2 we adapt and extend a number of constructions and results
of [38, Section 3] to the context of partial semigroups. In Section 2.3, we prove several lemmas
that will be used frequently in the sequel.

2.1 Preliminaries

We follow [23], slightly adapting notation to suit our purposes. A partial semigroup is a 5-tuple
(S,C ,d, r, ·), where S and C are sets, d and r are mappings S → C , and · is a partial binary
operation (x, y) 7→ x · y such that, for all x, y, z ∈ S,

• x · y is defined if and only if r(x) = d(y), in which case d(x · y) = d(x) and r(x · y) = r(y),

• if x · y and y · z are defined, then (x · y) · z = x · (y · z).

We usually abbreviate x · y to xy. The elements of C are called objects, and the elements of S
morphisms. For A,B ∈ C we write SA,B = {x ∈ S : d(x) = A, r(x) = B}, and call these
hom-sets. For A ∈ C , we write SA = SA,A, noting that these are (possibly empty) semigroups
under the induced operation; we call these endomorphism semigroups. Any semigroup is trivially
a partial semigroup with |C | = 1. If the set C , the functions d, r, and the operation · are clear
from context, we will often refer to “the partial semigroup S” instead of “the partial semigroup
(S,C ,d, r, ·)”.

We say that a partial semigroup S is a (small) category if there exist elements eA ∈ SA (A ∈ C )
such that, for all A,B ∈ C and x ∈ SA,B, eA · x = x = x · eB. In a category, the endomorphism
semigroups SA are monoids (with identities eA), and the elements of SA that are invertible with
respect to the identity eA are called units (or automorphisms). As explained in [23], any partial
semigroup S embeds in a category S1 in an obvious way; the category S1 is simply S with as
many identities adjoined as required.

An element x of a partial semigroup S is an idempotent if x = x2; note that this forces
d(x) = r(x). An element x ∈ S is regular if x = xax for some a ∈ S; note that this forces
d(a) = r(x) and r(a) = d(x), and note that with b = axa we have x = xbx and b = bxb. We
say S itself is regular if all of its elements are regular; all of the partial semigroups we consider
in Sections 5–12 will be regular categories.

For subsets U, V of a partial semigroup S, we write

UV = {uv : u ∈ U, v ∈ V, r(u) = d(v)}

for the (possibly empty) set of all well-defined products uv, where u ∈ U and v ∈ V . We extend
this in the obvious way to products of more than two sets, and write uV for {u}V , and so on.

A non-empty subset I of a partial semigroup S is an ideal if IS and SI are both contained
in I, in which case we also say that S is an ideal extension of I. For x ∈ S, the set S1xS1 is
an ideal of S, called the principal ideal generated by x. An ideal is certainly a partial semigroup
in its own right, with the same set of objects as S. Ideals of categories need not be categories
themselves due to the absence of some identities at some objects.

Green’s R, L , J , H and D relations on a partial semigroup S will play an important role
in all that follows. For x, y ∈ S, we have

(x, y) ∈ R ⇔ xS1 = yS1, (x, y) ∈ L ⇔ S1x = S1y, (x, y) ∈J ⇔ S1xS1 = S1yS1.
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Note that the first of these says that x and y are R-related if and only if x = ya and y = xb for
some a, b ∈ S1. We also define H = R∩L and D = R∨L to be the meet and join of R and L
in the lattice of equivalence relations on S; as in [23, Lemma 2.6], we have D = R ◦L = L ◦R.
If x ∈ S, and if K is any of R, L , J , H or D , we write Kx = {y ∈ S : (x, y) ∈ K } for the
K -class of x; note that Kx was denoted [x]K in [23]. We will sometimes write x K y in place
of (x, y) ∈ K . We will also frequently use the pre-order ≤J defined for x, y ∈ S by

x ≤J y ⇔ x ∈ S1yS1.

Since J = ≤J ∩ ≥J , this induces a partial order ≤ on the set S/J of J -classes of S:

Jx ≤ Jy ⇔ x ≤J y.

It will often be important to distinguish Green’s relations, classes, etc., on different partial
semigroups. Thus, we will at times write RS , RSx , and so on, to emphasise the partial semi-
group S. Of special significance will be the case in which S is contained in a partial semigroup T .
Here, if K is any of Green’s relations, we have K S ⊆ K T �S , but the reverse inclusion need
not hold in general. If the reverse inclusion does hold, so that in fact K S = K T �S , we say that
Green’s K relation on S is simply inherited from T . If S is regular, then R, L and H are
simply inherited from any T containing S (cf. [26, Lemma 1.8]), but D and J might not be.
We will see in Lemma 2.1, however, that all of Green’s relations are simply inherited if S is a
regular ideal of T .

As in [19, Section 2.3], if x ∈ S is regular, then so too is every element of Dx, so we refer to
the latter as a regular D-class. If x = xax, then x is R-related to xa, and L -related to ax, with
xa and ax both being idempotents. The H -class of an idempotent is a group; group H -classes
of D-related idempotents are all isomorphic to each other.

The next simple lemma will be useful frequently. For the statement and proof, we say an
element x of a partial semigroup is self-divisible if x ∈ xS ∩ Sx: i.e., if x = ux = xv for some
u, v ∈ S. For example, any regular element of a partial semigroup is self-divisible, and every
element of a category is self-divisible.

Lemma 2.1. If S is a partial semigroup in which every element is self-divisible (in particular,
if S is regular or is a category), and if T is an ideal extension of S, then the following hold:

(i) If K denotes any of Green’s relations, then K S = K T �S.

(ii) If K denotes any of Green’s relations, then every K S-class of S is a K T -class of T .

(iii) Every ideal of S is an ideal of T .

Proof. We begin with (ii). Let x ∈ S. Since KS
x ⊆ KT

x for all K , we need only show the reverse
inclusion.

Beginning with K = R, let y ∈ RTx . So x = ya and y = xb for some a, b ∈ T 1. Since S is an
ideal, y = xb gives y ∈ S. Let u, v ∈ S be such that x = xu and y = yv. Then x = y(va) and
y = x(ub). Since va, ub ∈ S (as S is an ideal), this shows that (x, y) ∈ RS : i.e., that y ∈ RSx .

The proof for K = L is dual, and the proof for K = J is similar. For H , we have
HT
x = RTx ∩ LTx = RSx ∩ LSx = HS

x , and for D = R ◦L ,

DT
x =

⋃
y∈RTx

LTy =
⋃
y∈RSx

LTy =
⋃
y∈RSx

LSy = DS
x .

(i) This follows from (ii).

(iii) Let I be an ideal of S. Since every element of S is self-divisible, we have I = IS and S = ST ,
from which it follows that IT = (IS)T = I(ST ) = IS = I. Similarly, TI = I.

7



2.2 Congruences

Throughout this section, (S,C ,d, r, ·) will denote a fixed partial semigroup. Following [81, p. 52]
(see also [71]), a congruence on S is an equivalence relation σ on S such that for all x, y, a ∈ S

(C1) (x, y) ∈ σ ⇒ [d(x) = d(y) and r(x) = r(y)],

(C2) [(x, y) ∈ σ and r(a) = d(x)] ⇒ (ax, ay) ∈ σ,

(C3) [(x, y) ∈ σ and d(a) = r(x)] ⇒ (xa, ya) ∈ σ.

Condition (C1) says that σ only identifies elements within fixed hom-sets SA,B; (C2) says that σ
is left-compatible with the partial product in S; (C3) is dual to (C2), and concerns right-
compatibility. For each A ∈ C , the restriction σ�SA of σ to an endomorphism semigroup SA
is a semigroup congruence on SA. The set Cong(S) of all congruences on S is a complete lattice
under containment, called the congruence lattice of S, and is a sublattice of Eq(S), the lattice
of all equivalence relations on S. In particular, the meet of any family of congruences is their
intersection, and the join is the transitive closure of their union.

The trivial relation
∆S =

{
(x, x) : x ∈ S

}
is clearly a congruence. The universal relation ∇S = S × S is not a congruence in general, as
condition (C1) will be violated if S has more than one non-empty hom-set. Instead, the largest
congruence on S is

∇̃S =
{

(x, y) ∈ S × S : d(x) = d(y), r(x) = r(y)
}
.

It is called the universal or full congruence, and its equivalence classes are the hom-sets SA,B
(A,B ∈ C ). For x, y ∈ S, we will also write x ∼ y to indicate that (x, y) ∈ ∇̃S : i.e., that x and y
belong to a common hom-set. For any relation σ on S, we define

σ̃ = σ ∩ ∇̃S =
{

(x, y) ∈ σ : x ∼ y
}
.

For example, two elements of S are R̃-related if they are R-related and belong to a common
hom-set.

For a set of pairs Ω ⊆ ∇̃S , we write Ω]
S (or Ω] if the context is clear) for the congruence on S

generated by Ω: i.e., the smallest congruence on S containing Ω. If Ω =
{

(x, y)
}
contains just a

single pair, we write (x, y)]S for Ω]
S ; again, we will often abbreviate this to (x, y)].

Another simple family of congruences comes from ideals. If I is an ideal of S, then the Rees
congruence RI = RSI is defined by

RI = ∇̃I ∪∆S =
{

(x, y) ∈ S × S : x = y or [x, y ∈ I and x ∼ y]
}
.

The RSI notation will be used when there may be potential for confusion as to the semigroup in
which I is an ideal, and RI when no such confusion is likely.

Further congruences arise from a number of constructions described in [38, Section 3]. These
were originally formulated in the context of (ordinary) semigroups, but the constructions and
proofs work without difficulty for partial semigroups.

We say a J -class J of S is stable if for all x ∈ J and a ∈ S,

(x, xa) ∈J ⇒ (x, xa) ∈ R and (x, ax) ∈J ⇒ (x, ax) ∈ L .

As in [38, Lemma 3.10], any stable J -class is in fact a D-class.
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Suppose D is a stable, regular J -class of S. Let G be a group H -class contained in D, and
let N �G be a normal subgroup. We define the relation

νN = S1(N ×N)S1 ∩ (D ×D) =
{

(axb, ayb) : x, y ∈ N, a, b ∈ S1, axb, ayb ∈ D
}
.

As in [38, Lemma 3.17], νN is an equivalence, and is contained in H . We claim that in fact,

νN = D(N ×N)D ∩ (D ×D). (2.2)

Indeed, with (⊇) being obvious, suppose x, y ∈ N and a, b ∈ S1 are such that axb, ayb ∈ D.
Then, writing e for the identity element of G, we have

Jx = Jaxb = Jaexb ≤ Jae ≤ Je = Jx,

so that Jae = Jx; this gives ae ∈ Jx = D. A similar argument shows that eb ∈ D. Since
(axb, ayb) =

(
(ae)x(eb), (ae)y(eb)

)
, this completes the proof of (2.2).

The significance of (2.2) is that while D could be a J -class of multiple partial semigroups,
the relation νN depends only on N and D, and not on the containing partial semigroup.

If D (the stable, regular D-class of S, as above) happens to be a J -class of a partial
semigroup T containing S, then D is still stable in T . Indeed, suppose x ∈ D and a ∈ T are such
that (x, xa) ∈J T (i.e., xa ∈ D). Fix any right identity e ∈ D for x (which exists because D is
regular). Since

JTx = JTxa = JTxea ≤ JTea ≤ JTe = JTx ⇒ JTea = JTx = D,

we have ea ∈ D ⊆ S. So, since (x, x(ea)) = (x, xa) ∈J S (as xa ∈ D), stability of D in S gives
(x, xa) = (x, x(ea)) ∈ RS ⊆ RT . A dual argument shows that (x, ax) ∈J T ⇒ (x, ax) ∈ L T .

As in [38, Lemma 3.16], the relations νN do not depend on the choice of the group H -class G
in D; i.e., if G1 and G2 are group H -classes in D, and if N1 � G1, then there exists N2 � G2

such that νN1 = νN2 .
As in [38, Definition 3.18], an IN-pair in S is a pair (I,N), where I is an ideal of S, and N is

a normal subgroup of a group H -class contained in some stable, regular D-class that is minimal
in the set (S \ I)/J . To such an IN-pair, we may associate the relation

RI,N = RI ∪ νN .

As in [38, Propostion 3.23], RI,N is a congruence on S. As with Rees congruences, we will
write RSI,N for the congruence RI,N when it is important to emphasise the semigroup S.

If the intersection of all the ideals of S is non-empty, then this intersection is the unique
minimal (indeed, minimum) ideal of S. Not every partial semigroup (or even ordinary semigroup)
has a minimal ideal, but if it exists, the minimal ideal is always a single J -class. The following
constructions from [38] apply only to partial semigroups that have a minimal ideal, so for the
rest of Section 2.2 we assume S has a minimal idealM . We will also assume thatM is stable and
regular, so in fact,M is a single D-class. (Note that stability of M does not automatically imply
regularity of M , as is the case for (ordinary) semigroups; cf. [38, Lemma 3.11]. For example, if S
has a single element x with d(x) 6= r(x), then M = S is not regular, but it is vacuously stable.)

A congruence τ on M (considered as a partial semigroup in its own right) is called liftable
(to S) if τ ∪ ∆S is a congruence on S. As in [38, Lemma 3.12], the following relations are all
liftable congruences on M :

L̃M =
{

(x, y) ∈M ×M : x ∼ y, (x, y) ∈ L
}
,

R̃M =
{

(x, y) ∈M ×M : x ∼ y, (x, y) ∈ R
}
,

H̃ M =
{

(x, y) ∈M ×M : x ∼ y, (x, y) ∈H
}
.
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(Since M is a regular ideal, Lemma 2.1(i) gives K M = K �M for any K .) Clearly ∆M

and ∇̃M = D̃M = J̃M are also liftable, with ∆M ∪ ∆S = ∆S and ∇̃M ∪ ∆S = RM . If S
is contained in a partial semigroup T also with M as its minimal ideal, then a congruence on M
liftable to T must be liftable to S, but the converse need not hold in general. Liftability will
be treated in greater generality in Section 3.2, and the preceding facts can be viewed as special
cases of Lemma 3.11.

Let I be an ideal of S. A map f : I →M is a retraction if

• x ∼ xf for all x ∈ I,

• (xy)f = (xf)(yf) for all x, y ∈ I with r(x) = d(y), and

• xf = x for all x ∈M .

The ideal I is retractable if such a retraction exists, in which case there is a unique such retraction
(since M is regular); cf. [38, Corollary 3.4]. Moreover, if x ∈ I and a, b ∈ S1 are such that the
product axb is defined, then as in [38, Lemma 3.3], we have

(axb)f = a(xf)b. (2.3)

It follows quickly from (2.3) that if K is any of Green’s relations, (x, y) ∈ K ⇒ (xf, yf) ∈ K
for any x, y ∈ I.

If I is retractable, and if τ is a liftable congruence on M , then as in [38, Proposition 3.8],
and writing f : I →M for the unique retraction, the relation

θI,τ =
{

(x, y) ∈ I × I : (xf, yf) ∈ τ
}
∪∆S

is a congruence on S, which we will again denote by θSI,τ when necessary. In the case that I = M
(which is obviously retractable), we have θM,τ = τ ∪∆S . With respect to the liftable congruences
L̃M , R̃M , H̃ M and ∆M on M mentioned above, there is a family of congruences associated to
a retractable ideal I, defined by

λI = θI,L̃M =
{

(x, y) ∈ I × I : x ∼ y, (xf, yf) ∈ L
}
∪∆S ,

ρI = θI,R̃M =
{

(x, y) ∈ I × I : x ∼ y, (xf, yf) ∈ R
}
∪∆S ,

µI = θI,H̃ M =
{

(x, y) ∈ I × I : x ∼ y, (xf, yf) ∈H
}
∪∆S ,

ηI = θI,∆M
=
{

(x, y) ∈ I × I : xf = yf
}
∪∆S .

Note that θI,∇̃M is simply the Rees congruence RI . If M is H -trivial, then µI = ηI ; this will
be the case in all the examples we consider in Sections 5–12. As usual, we will denote the above
congruences by λSI , ρ

S
I , etc., when it is important to emphasise the partial semigroup S. Figure 1,

ignoring the subscripts N,N1, N2, shows the relative inclusions of these congruences for a single
retractable ideal I (left), and for two retractable ideals I1, I2 with I1 ⊆ I2 (right); the joins and
meets of these relations may be inferred from the diagrams as well. Note that Figure 1 pictures
the generic situation in which all of these congruences are distinct; this is not always the case,
however; it depends on whether M is R- and/or L -trivial.

We say an IN-pair (I,N) is retractable if I is retractable, and if Nx and xN both have size
at most 1 for all x ∈M . Since N is contained in a single group H -class, we have N ×N ⊆ ∇̃S ,
so that for any x the condition |Nx| ≤ 1 means that either no product gx (g ∈ N) is defined,
or else all these products are defined and equal to each other. If (I,N) is retractable, and if τ
is a liftable congruence on M , then as in [38, Proposition 3.23], and writing f : I → M for the
unique retraction, the relation

θI,N,τ = θI,τ ∪ νN =
{

(x, y) ∈ I × I : (xf, yf) ∈ τ
}
∪ νN ∪∆S
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is a congruence on S. When N is trivial, we have θI,N,τ = θI,τ . When I = M , we have
θM,N,τ = τ ∪ νN ∪∆S . With respect to the liftable congruences L̃M , R̃M , H̃ M and ∆M on M
mentioned above, there is a family of congruences associated to a retractable IN-pair (I,N),
defined by

λI,N = θI,N,L̃M =
{

(x, y) ∈ I × I : x ∼ y, (xf, yf) ∈ L
}
∪ νN ∪∆S ,

ρI,N = θI,N,R̃M =
{

(x, y) ∈ I × I : x ∼ y, (xf, yf) ∈ R
}
∪ νN ∪∆S ,

µI,N = θI,N,H̃ M =
{

(x, y) ∈ I × I : x ∼ y, (xf, yf) ∈H
}
∪ νN ∪∆S ,

ηI,N = θI,N,∆M
=
{

(x, y) ∈ I × I : xf = yf
}
∪ νN ∪∆S .

Note that θI,N,∇̃M is simply the relation RI,N . If M is H -trivial, then µI,N = ηI,N . Note that
ηM,N = νN ∪∆S is contained in H . Again, we will also denote these congruences by λSI,N , ρ

S
I,N ,

and so on, when required. The various relationships (in terms of inclusions, meets and joins)
between the congruences defined above were described in [38, Propositions 3.25–3.29], and these
are summarised in Figure 1 for IN-pairs (I1, N1) and (I2, N2) in the cases that I1 ∪N1 ⊆ I2, or
I1 = I2 and N1 ⊆ N2.

RI,N

λI,N ρI,N

µI,N

ηI,N

RI2,N2

λI2,N2
ρI2,N2 RI1,N1

µI2,N2

ηI2,N2

λI1,N1
ρI1,N1

µI1,N1

ηI1,N1

Figure 1. Left: the sublattice of Cong(S) formed by the five congruences RI,N , λI,N , ρI,N , µI,N

and ηI,N , associated to a retractable ideal IN-pair (I,N), or, ignoring the subscript N , the con-
gruences RI , λI , ρI , µI and ηI , associated to a retractable ideal I. Right: the sublattice formed
by the ten such congruences associated to retractable IN-pairs (I1, N1) and (I2, N2), in the cases
that I1 ∪ N1 ⊆ I2, or I1 = I2 and N1 ⊆ N2, or, again ignoring subscripts N1, N2, the congruences
associated to retractable ideals I1, I2 with I1 ⊆ I2.

2.3 Useful lemmas

We conclude Section 2 with several basic results concerning the kinds of relations and congruences
discussed in Section 2.2. They will be used frequently.

Lemma 2.4. Let σ be a congruence on a partial semigroup S. Suppose RI ⊆ σ for some ideal I
of S, and that there exists a pair (x, y) ∈ σ with y ∈ I. Then, writing K = S1xS1 for the
principal ideal of S generated by x, we have RK ⊆ σ.

Proof. Since RI ⊆ σ, it suffices to show that every element of K is σ-related to an element of I.
To do so, let u ∈ K be arbitrary. Then u = axb for some a, b ∈ S1. We then have (u, ayb) ∈ σ,
with ayb ∈ I.
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The next three lemmas concern retractable ideals, IN-pairs, and liftable congruences.

Lemma 2.5. Suppose S is a partial semigroup with a stable, regular minimal ideal M . If S is
itself retractable, then every congruence on M is liftable to S.

Proof. Let σ ∈ Cong(M), and let f : S → M be the retraction. Let (x, y) ∈ σ and a ∈ S be
arbitrary. We must show that

r(a) = d(x) ⇒ (ax, ay) ∈ σ and d(a) = r(x) ⇒ (xa, ya) ∈ σ.

By symmetry, we may just do the first, so suppose r(a) = d(x). Since x, ax ∈ M , we have
ax = (ax)f = (af)(xf) = (af)x; similarly ay = (af)y. But then (ax, ay) =

(
(af)x, (af)y

)
∈ σ

since af ∈M and σ is a congruence on M .

Lemma 2.6. Suppose S is a partial semigroup with a stable, regular, H -trivial minimal idealM .
If an IN-pair (I,N) is such that I ∪ N is contained in a retractable ideal of S, then (I,N) is
retractable.

Proof. Let D be the (stable, regular) D-class of S containing N . Then I ∪D is an ideal of S
(by minimality of D in (S \ I)/J ), and is the smallest ideal of S containing I ∪ N . Thus,
by assumption, I ∪ D is contained in a retractable ideal, and is hence itself retractable. Let
f : I ∪D → M be the retraction. Let x ∈ M . We must show that Nx and xN both have size
at most 1. By symmetry, we just do this for Nx, so suppose this set is non-empty. Let a, b ∈ N .
We must show that ax = bx. Since (a, b) ∈H , it follows from (2.3) that (af, bf) ∈H , so that
af = bf since M is H -trivial. Using this, and (2.3) again, we have

ax = (ax)f = (af)x = (bf)x = (bx)f = bx.

Lemma 2.7. Suppose S is a partial semigroup with a stable, regular minimal idealM , and that I
is a retractable ideal of S. Suppose σ is a congruence on S, and that there exists (x, y) ∈ σ with
x ∈ I and y ∈M . Suppose also that the principal ideal K = S1xS1 is regular. Then ηK ⊆ σ. In
particular, if M is H -trivial, then µK ⊆ σ.

Proof. Let u ∈ K with u = axb. Since µK = ηK if M is H -trivial, we may prove the lemma
by showing that (u, uf) ∈ σ, where f : I → M is the retraction. Let z = ayb, noting that
z ∈ M (as y ∈ M), and that (u, z) = (axb, ayb) ∈ σ. Since u ∈ K is regular, we have
u = uhu for some h ∈ S. Let v = uhzhu, again noting that v ∈ M . Since (u, z) ∈ σ, we have
(u, v) = (uhuhu, uhzhu) ∈ σ, so we may complete the proof by showing that (uf, v) ∈ σ.

Since uf and v both belong to M , and since u and hzhu both belong to I, we have

uf J v = vf = (uhzhu)f = (uf) · (hzhu)f.

Stability then gives uf R (uf) · (hzhu)f = v. Now let e ∈ M be a left identity for uf (which
exists because M is regular). Since (v, uf) ∈ R, as just shown, e is also a left identity for v;
i.e., v = ev. But then uf = e(uf) = (ef)(uf) = (eu)f = eu, and so (uf, v) = (eu, ev) ∈ σ, as
(u, v) ∈ σ. As noted above, this completes the proof.

The remaining lemmas concern the νN relations.

Lemma 2.8. Suppose σ is a congruence on a partial semigroup S, and that σ�D ⊆H for some
stable, regular J -class D of S. Let G be a group H -class contained in D, and let e be the
identity of G. Then σ�D = νN for the normal subgroup N = {g ∈ G : (e, g) ∈ σ} of G.
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Proof. It is a routine matter to check that N �G, so the proof will be complete if we can show
that σ�D = νN . In what follows, if g ∈ G, we will write g−1 for the inverse of g in G.

Suppose first that (u, v) ∈ νN . So u, v ∈ D and (u, v) = (cpd, cqd) for some c, d ∈ S1 and
p, q ∈ N . By definition of N , we have (e, qp−1) ∈ σ, so also (p, q) = (e · p, qp−1 · p) ∈ σ. But then
(u, v) = (cpd, cqd) ∈ σ as well, and so (u, v) ∈ σ�D.

Conversely, suppose (u, v) ∈ σ�D. By assumption, we have (u, v) ∈ H . Let H be the H -
class containing u and v. By Green’s Lemma (see [23, Lemma 2.7]), there exist c, d, c′, d′ ∈ S
such that the maps H → G : h 7→ chd and G → H : g 7→ c′gd′ are mutually inverse bijections,
and we may assume (since G = He and (u, e) ∈ D) that cud = e. From (u, v) ∈ σ it follows that
(e, cvd) = (cud, cvd) ∈ σ, and since cvd ∈ G, it follows from the definition of N that cvd ∈ N .
But then (u, v) = (c′ · e · d′, c′ · cvd · d′) ∈ νN .

We will generally use the next lemma without explicit reference.

Lemma 2.9. Let G be a group H -class in some stable, regular J -class of a partial semigroup S,
and let e be the identity of G.

(i) For any N �G, we have N = {g ∈ G : (e, g) ∈ νN}.

(ii) For any N1, N2 �G, we have N1 ≤ N2 ⇔ νN1 ⊆ νN2.

Proof. (i) Let D be the (stable, regular) J -class of S containing G, and let I = S1DS1 \D
be the ideal consisting of all elements of S strictly ≤J -below D. Then (I,N) is an IN-
pair, so we may consider the congruence RI,N . Since RI,N�D = νN ⊆ H , Lemma 2.8 gives
N = {g ∈ G : (e, g) ∈ RI,G} = {g ∈ G : (e, g) ∈ RI,G�D} = {g ∈ G : (e, g) ∈ νN}.

In the previous argument, it is possible that I = ∅, which occurs when D is in fact the
minimal ideal of S. In this case, we replace RI,N = ∇̃I ∪ νN ∪∆S by νN ∪∆S , which is itself a
congruence; cf. [38, Remark 3.22].

(ii) The forward implication follows immediately from the definitions. For the reverse, using
part (i), g ∈ N1 ⇒ (e, g) ∈ νN1 ⊆ νN2 ⇒ g ∈ N2.

Recall that N (G) denotes the (complete) lattice of normal subgroups of a group G. If we
have some collection Nq (q ∈ Q) of normal subgroups of G, then their join

∨
q∈QNq in N (G) is

the least common upper bound of the Nq, and is precisely the subgroup of G generated by the
union

⋃
q∈QNq. When Q = {q1, . . . , qk} is finite, this join is just the product Nq1 · · ·Nqk . The

meet of the Nq (the greatest common lower bound) is simply their intersection.

Lemma 2.10. Let Nq (q ∈ Q) be a collection of normal subgroups of a group H -class G in
some stable, regular J -class D of a partial semigroup S. Then∨

q∈Q
νNq = νN and

⋂
q∈Q

νNq = νN ′ ,

where N =
∨
q∈QNq and N ′ =

⋂
q∈QNq.

Proof. We just prove the statement concerning joins, as the other is similar. Again let I be the
ideal S1DS1 \D, and note that (I,Nq) is an IN-pair for each q. Since each RI,Nq is contained
in RI,G = ∇̃I ∪H �D ∪∆S\(I∪D), so too is the join

σ =
∨
q∈Q

RI,Nq = ∇̃I ∪
∨
q∈Q

νNq ∪∆S\(I∪D).
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It follows from Lemma 2.8 that
∨
q∈Q νNq = σ�D = νN for some N � G. We must show that

N =
∨
q∈QNq: i.e., that N is the least upper bound of the Nq in N (G). The following argument

uses Lemma 2.9(ii) several times.
Since νN =

∨
q∈Q νNq , we have νNq ⊆ νN , and hence Nq ≤ N , for all q ∈ Q; i.e., N is an

upper bound for the Nq. Now suppose N ′′�G is an arbitrary upper bound for the Nq; the proof
will be complete if we can show that N ≤ N ′′. But for any q ∈ Q we have Nq ⊆ N ′′, and so
νNq ⊆ νN ′′ . It follows that νN =

∨
q∈Q νNq ⊆ νN ′′ , which gives N ≤ N ′′, as required.

Remark 2.11. It follows from Lemmas 2.9(ii) and 2.10 that the set {νN : N�G} is a (complete)
sublattice of Eq(D), and is isomorphic to N (G). Moreover, if I is any ideal of S for which D
is minimal in (S \ I,≤J ), then the sublattice {RI,N : N � G} of Cong(S) is also isomorphic
to N (G).

3 Ideal extensions

This section and the next are central to the paper. In them we develop a general iterative
mechanism that will enable us to compute the congruence lattices in a swift and uniform way for
a number of concrete classes of partial semigroups and all their ideals. The key to our approach is
viewing our partial semigroups as constructed by a succession of ideal extensions. In the current
section we focus on the general situation of a partial semigroup S and an ideal extension T
of S by a single J -class, and we ask how to obtain Cong(T ) from Cong(S). In Section 3.1 we
abstract a number of technical properties shared by most of our subsequent examples (but see
also Section 10 for more). The key idea with these properties is that, while technical in nature,
they ought to be concerning objects that are simpler than congruences; typically, and ideally,
they will be phrased just in terms of multiplication. In Section 3.2 we introduce the concept of
a liftable congruence, and prove that the set CongT(S) of all congruences of S liftable to T is
a complete sublattice of Cong(S). The culmination is then Theorem 3.14 in Section 3.3, which
describes Cong(T ) as an extension of CongT(S). In Section 4 we turn to the iterative aspect of
the construction, and show what happens when we repeatedly apply Theorem 3.14 to a partial
semigroup that is a chain of ideals.

3.1 Generation and separartion properties

We begin with our programme outline above, and identify a handful of abstract technical prop-
erties that the majority of our subsequent applications will turn out to possess; further such
properties will be discussed in Section 10. The first requires the existence of a maximum J -
class:

Definition 3.1. We say that a partial semigroup T satisfies the property Dmax(T ) if it has a
maximum (greatest) J -class, and if this J -class is regular and stable. This J -class is then in
fact a D-class, and will be denoted by DT .

Our second property concerns the generation of the full congruence:

Definition 3.2. A partial semigroup T satisfies the property ∇gen(T ) if T satisfies Dmax(T ),
and if for any x ∈ DT and any y ∈ T \HT

x with x ∼ y, we have (x, y)]T = ∇̃T .

The property ∇gen(T ) can be interpreted as saying that every pair that could theoretically
generate ∇̃T in fact does so. Indeed, up to symmetry, and writing S for the ideal T \DT , the
pairs (x, y) not covered by the definition are those where x, y ∈ S, or where (x, y) ∈ H �T .
Either of those generate a congruence contained in RTS,G ( ∇̃T , where G is some group H -class
contained in DT . More formally, we have:
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Lemma 3.3. Suppose the partial semigroup T satisfies Dmax(T ), let S be the ideal T \DT , and
let G be a group H -class contained in DT . Then ∇gen(T ) holds if and only if every non-universal
congruence is contained in RTS,G; i.e., R

T
S,G is the top element of Cong(T ) \ {∇̃T }.

Next we have the first of three separation properties; the second will be given shortly in
Definition 3.6, and the third much later in Definition 10.6. Roughly speaking, we consider a pair
(x, y) ∈ S × S with x ∼ y to be separated if x and y are not related under one or more of Green’s
relations. Each separation property stipulates that certain separated pairs generate congruences
containing other pairs separated in specified ways.

Definition 3.4. A partial semigroup T satisfies the property Sep(T ) if it satisfies Dmax(T ), the
ideal S = T \DT satisfies Dmax(S), and the following hold:

(S1) for any x ∈ DT and y ∈ S with x ∼ y, there exists (x′, y′) ∈ (x, y)]T such that x′ ∈ DS and
y′ ∈ S \HS

x′ ,

(S2) for any x ∈ DT and y ∈ DT \ HT
x with x ∼ y, there exists (x′, y′) ∈ (x, y)]T such that

x′ ∈ DT and y′ ∈ S,

(S3) for any x ∈ DT and y ∈ HT
x \ {x}, there exists (x′, y′) ∈ (x, y)]T such that x′ ∈ DS and

y′ ∈ S \HS
x′ .

As it stands, the property Sep(T ) does not fulfil our requirement that it concerns objects of
simpler nature than congruences. Fortunately, in all of the applications studied in Sections 5–9,
we have a property stronger than Sep(T ), where the pair (x′, y′) ∈ (x, y)]T can be assumed to
have one of the forms (ax, ay), (ay, ax), (xa, ya) or (ya, xa).

Definition 3.5. A partial semigroup T satisfies the property Mult(T ) if it satisfies Dmax(T ),
the ideal S = T \DT satisfies Dmax(S), and the following hold:

(M1) for any x ∈ DT and y ∈ S with x ∼ y, there exist a, b ∈ T 1 such that (renaming x, y if
necessary) axb ∈ DS and ayb ∈ S \HS

axb,

(M2) for any x ∈ DT and y ∈ DT \HT
x with x ∼ y, there exists a, b ∈ T 1 such that (renaming

x, y if necessary) axb ∈ DT and ayb ∈ S,

(M3) for any x ∈ DT and y ∈ HT
x \ {x}, there exists a, b ∈ T 1 such that (renaming x, y if

necessary) axb ∈ DS and ayb ∈ S \HS
axb.

The categories studied in Sections 11 and 12 do not have the full Sep(T ) property. Never-
theless, they do satisfy the following weaker version.

Definition 3.6. A partial semigroup T satisfies the property Sep[(T ) if it satisfies Dmax(T ),
the ideal S = T \DT satisfies Dmax(S), and conditions (S1) and (S2) from Definition 3.4 hold.

We also have the corresponding weaker version of Mult(T ):

Definition 3.7. A partial semigroup T satisfies the property Mult[(T ) if it satisfies Dmax(T ),
the ideal S = T \DT satisfies Dmax(S), and conditions (M1) and (M2) from Definition 3.5 hold.

In Section 10, we will introduce intermediate conditions Sepζ(T ) and Multζ(T ); cf. Defini-
tions 10.6 and 10.7. The relative strengths of these separation and multiplication properties are
summarised as follows:

Mult(T ) Multζ(T ) Mult[(T )

Sep(T ) Sepζ(T ) Sep[(T )⇒ ⇒

⇒ ⇒

⇓ ⇓ ⇓
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The next lemma gives a sufficient condition for ∇gen(T ) to hold. The condition is not necessary,
however; cf. Propositions 4.10 and 4.17.

Lemma 3.8. Let T be a partial semigroup. If Sep[(T ) and ∇gen(T \DT ) both hold, then so too
does ∇gen(T ).

Proof. Write S = T \DT . Let x ∈ DT and y ∈ T \HT
x with x ∼ y, and let σ = (x, y)]T . We

must show that σ = ∇̃T .

Case 1. Suppose first that y ∈ S. By (S1), there exists (x′, y′) ∈ σ such that x′ ∈ DS and
y′ ∈ S \HS

x′ . By ∇gen(S), we have ∇̃S = (x′, y′)]S ⊆ (x′, y′)]T ⊆ σ, and so RTS = ∇̃S ∪∆DT ⊆ σ.
Since (x, y) ∈ σ with x ∈ DT and y ∈ S, Lemma 2.4 gives ∇̃T = RTT ⊆ σ, so that σ = ∇̃T .

Case 2. If y 6∈ S, then in fact y ∈ DT \HT
x . By (S2) there exists (x′′, y′′) ∈ σ such that x′′ ∈ DT

and y′′ ∈ S. The pair (x′′, y′′) ∈ σ then satisfies the assumptions of Case 1, so by that case we
have ∇̃T = (x′′, y′′)]T ⊆ σ, whence σ = ∇̃T .

3.2 Liftable congruences

The next key idea is that of a liftable congruence:

Definition 3.9. If S is a partial semigroup, and if T is an ideal extension of S, we say a
congruence σ on S is liftable to T if σ ∪∆T is a congruence on T , or equivalently if σ = τ�S for
some congruence τ on T . We write CongT(S) for the set of all congruences on S liftable to T .

Clearly ∆S and ∇̃S are liftable to any ideal extension, and we have CongS(S) = S. First we
show that liftable congruences form a sublattice of all congruences:

Lemma 3.10. If S is a partial semigroup, and if T is an ideal extension of S, then CongT(S)
is a complete sublattice of Cong(S).

Proof. Let σi (i ∈ I) be an arbitrary family of congruences on S, each liftable to T . Then each
σi ∪∆T = σi ∪∆T\S is a congruence on T , and(⋂

i∈I
σi

)
∪∆T\S =

⋂
i∈I

(σi ∪∆T\S) and
(∨
i∈I

σi

)
∪∆T\S =

∨
i∈I

(σi ∪∆T\S)

are both congruences on T .

We conclude by showing that certain congruences described in Section 2.2 are always liftable.

Lemma 3.11. Let S be a partial semigroup with a stable, regular minimal ideal, and suppose T
is an ideal extension of S such that every ideal of S is an ideal of T . Then each of the following
congruences of S is liftable to T :

(i) RSI , for some ideal I of S,

(ii) RSI,N , for some IN-pair (I,N) of S,

(iii) λSI , ρ
S
I , µ

S
I or ηSI , for some retractable ideal I of S,

(iv) λSI,N , ρ
S
I,N , µ

S
I,N or ηSI,N , for some retractable IN-pair (I,N) of S.

In particular, if every congruence on S has one of the above forms, then CongT(S) = Cong(S).

Remark 3.12. By Lemma 2.1(iii), the assumption that every ideal of S is an ideal of T holds
if every element of S is self-divisible, and so in particular if S is regular or a category.
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Proof of Lemma 3.11. (i) By assumption, I is an ideal of T , and we have RSI ∪∆T = RTI .

(ii) Let D be the (stable, regular) J S-class of S containing N , and let G be the group H S-class
with N � G. Now, I and I ∪D are both ideals of S (since D is minimal in (S \ I)/J S), and
hence these are also ideals of T . It follows that I and I∪D are both unions of J T -classes; so too
therefore is D. But D is a single J S-class; thus, since J S ⊆J T , it follows that D is a single
J T -class. As we observed in Section 2.2, D is then a stable, regular J T -class, so it follows that
(I,N) is an IN-pair in T as well, so that νSN = νTN ; cf. (2.2). It follows that RSI,N ∪∆T = RTI,N
is a congruence on T .

(iii) and (iv) These proofs follow the same pattern as (ii), making use of the following facts: the
minimal ideal of S is also the minimal ideal of T ; any retractable ideal (or IN-pair) of S is also
retractable in T . We have λSI ∪ ∆T = λTI and λSI,N ∪ ∆T = λTI,N , as appropriate, with similar
expressions for the other kinds of congruences.

3.3 Congruences on ideal extensions

We are now ready to prove the main result of this section, Theorem 3.14 below, which concerns
an ideal extension T of a partial semigroup S by a single stable, regular D-class DT . Part (i)
of the theorem describes all of the congruences contained in RTS,G, where G is a group H -class
in DT . Parts (ii) and (iii) use this to describe the entire lattice Cong(T ) under increasingly
stronger assumptions.

The statement of Theorem 3.14 refers to congruences τN = (νN )]T �S , where N is a normal
subgroup of G. Thus, τN is the restriction to S of the congruence on T generated by νN . From

νN ⊆ (νN )]T �DT ⊆ (RTS,N )]T �DT = RTS,N�DT = νN ,

we have (νN )]T �DT = νN . Since also (τN )]T ⊆ RTS,N ⊆ ∇̃S ∪H �DT , it follows that

(νN )]T = (νN )]T �S ∪ (νN )]T �DT = τN ∪ νN . (3.13)

Theorem 3.14. Suppose T is a partial semigroup such that Dmax(T ) holds. Let S be the ideal
T \DT , let G be a group H T -class contained in DT , and for N �G define τN = (νN )]T �S.

(i) The interval [∆T , R
T
S,G] in the lattice Cong(T ) is given by

[∆T , R
T
S,G] = {σ ∪ νN : σ ∈ CongT(S), N �G, τN ⊆ σ}.

(ii) If ∇gen(T ) holds, then

Cong(T ) = {σ ∪ νN : σ ∈ CongT(S), N �G, τN ⊆ σ} ∪ {∇̃T }.

(iii) If Sep(T ) and ∇gen(S) hold, then

Cong(T ) =
{
σ ∪∆DT : σ ∈ CongT(S)

}
∪
{
RTS,N : N �G

}
∪ {∇̃T }.

Proof. (i) Beginning with the backwards inclusion, suppose σ ∈ CongT(S) and N �G are such
that τN ⊆ σ, and put θ = σ ∪ νN . Since θ is the union of equivalence relations on disjoint
sets, it is an equivalence. Let (x, y) ∈ θ, and suppose a ∈ T . To complete the proof that θ is a
congruence, we must show that

r(a) = d(x) ⇒ (ax, ay) ∈ θ and d(a) = r(x) ⇒ (xa, ya) ∈ θ.

By symmetry it is enough to do only the first of these, so suppose r(a) = d(x). If (x, y) ∈ σ,
then (ax, ay) ∈ σ ∪∆T ⊆ θ since σ ∪∆T is a congruence on T . If (x, y) ∈ νN , then by (3.13) we
have (ax, ay) ∈ (νN )]T = τN ∪ νN ⊆ σ ∪ νN = θ.
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Conversely, suppose θ is a congruence on T , and that θ ⊆ RTS,G. Let σ = θ�S . Since
σ ∪∆DT = θ ∩ RTS is a congruence on T (as both θ and RTS are), it follows that σ ∈ CongT(S).
Since θ ⊆ RTS,G = ∇̃S ∪ H �DT , we have θ = θ�S ∪ θ�DT = σ ∪ νN for some N � G, using
Lemma 2.8 in the last step. We also have τN = (νN )]T �S ⊆ θ

]
T �S = θ�S = σ.

(ii) This follows immediately from (i) and Lemma 3.3.

(iii) Since Sep(T ) implies Sep[(T ), and since Sep[(T ) and ∇gen(S) together imply ∇gen(T )
(cf. Lemma 3.8), part (ii) applies. To complete the proof, it is enough to show that for N �G,

τN =

{
∆S if N = {idG}
∇̃S if N 6= {idG}.

The first is clear, since ν{idG} = ∆DT . For the second, suppose N 6= {idG}, and let x, y ∈ N
be distinct, noting that (x, y) ∈ νN . Then x, y ∈ DT , x ∼ y and y ∈ G \ {x} = HT

x \ {x}.
By (S3), there exists (x′, y′) ∈ (x, y)]T such that x′ ∈ DS and y′ ∈ S \HS

x′ . By ∇gen(S), we have
∇̃S = (x′, y′)]S ⊆ (x′, y′)]T ⊆ (x, y)]T ⊆ (νN )]T , so that ∇̃S ⊆ (νN )]T �S = τN , whence τN = ∇̃S .

Remark 3.15. With the notation of Theorem 3.14, note that for N �G, the congruence (νN )]T
is the transitive closure of the relation{

(axb, ayb) : (x, y) ∈ νN , a, b ∈ T, r(a) = d(x), d(b) = r(x)
}
.

In fact, since every pair from νN is of the form (cud, cvd) for some u, v ∈ N and c, d ∈ T , it
quickly follows that (νN )]T is the transitive closure of the set

T (N ×N)T =
{

(axb, ayb) : x, y ∈ N, a, b ∈ T, r(a) = d(x), d(b) = r(x)
}
.

Remark 3.16. Consider T satisfying the assumptions of Theorem 3.14(iii), and let

Σ1 =
{
σ ∪∆DT : σ ∈ CongT(S)

}
and Σ2 =

{
RTS,N : N �G

}
.

Then the following are all easily checked:

• Σ1 is a sublattice of Cong(T ) and is isomorphic to CongT(S).

• Σ2 is a sublattice of Cong(T ) and is isomorphic to N (G), the lattice of normal subgroups
of G (cf. Remark 2.11).

• Σ1 has bottom element ∆T = ∆S ∪∆DT and top element RTS = ∇̃S ∪∆DT .

• Σ2 has bottom element RTS = RTS,{idG} and top element RTS,G.

• The only remaining congruence on T is ∇̃T , which sits directly above RTS,G in the lattice
(cf. Lemma 3.3).

Informally, Cong(T ) is obtained by taking CongT(S), stacking N (G) on top of it and identifying
their respective top and bottom elements, and finally adding ∇̃T on top of that. This is illustrated
in Figure 2. In this figure and coming ones, the trivial congruence and all Rees congruences are
depicted as solid vertices, while all other congruences have a white background. The choice of
colours will be explained in Section 4.5.

Remark 3.17. When T satisfies the weaker assumptions of Theorem 3.14(ii), as opposed to
those of part (iii), the structure of the lattice Cong(T ) tends to be more complex. Nevertheless,
much can still be said.
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∆T

RTS

RTS,G

∇̃T

Σ1
∼= CongT(S)

Σ2
∼= N (G)

Figure 2. Hasse diagram of Cong(T ), for T as in Theorem 3.14(iii); cf. Remark 3.16.

First, the order in the lattice Cong(T ) is easily described in terms of the orders in CongT(S)
and N (G), as we clearly have

σ1 ∪ νN1 ⊆ σ2 ∪ νN2 ⇔ σ1 ⊆ σ2 and N1 ≤ N2.

In other words, Cong(T ) \ {∇̃T } is a sublattice of the direct product CongT(S) × N (G). This
sublattice is proper in general, as not all pairs (σ,N) give rise to a congruence σ ∪ νN on T . It
is therefore possible to view Cong(T ) \ {∇̃T } as consisting of pairwise-disjoint layers

Λ(N) = {σ ∪ νN : σ ∈ CongT(S), τN ⊆ σ},

indexed by N � G. Clearly, Λ(N) is a sublattice of Cong(T ), and is isomorphic to the interval
[τN , ∇̃S ] in the lattice CongT(S); the bottom and top elements of Λ(N) are ν]N = τN ∪ νN
(cf. (3.13)) and ∇̃S ∪ νN = RTS,N , respectively. In particular, since τ{idG} = ∆S , we see that
Λ
(
{idG}

)
is isomorphic to CongT(S) itself.

Given N1, N2 ∈ N (G), there is a comparison θ1 ⊆ θ2 for some θ1 ∈ Λ(N1) and θ2 ∈ Λ(N2)
if and only if N1 ≤ N2 (cf. Lemma 2.9(ii)), in which case we must have θ1 = σ1 ∪ νN1 and
θ2 = σ2 ∪ νN2 with σ1 ⊆ σ2. Thus, if N1 � N2, then Λ(N1) ∪ Λ(N2) is a sublattice of Cong(T ),
and for each σ ∈ [τN2 , ∇̃S ], we have σ ∪ νN1 ( σ ∪ νN2 . Figure 3 shows the Hasse diagram of the
sublattice Λ(N1) ∪ Λ(N2), in the case that N1 � N2 and τN1 ( τN2 .

Figure 4 shows the entire lattice Cong(T ), for T as in Theorem 3.14(ii), in the case that
N (G) =

{
{idG}, N1, N2, G

}
with N1 and N2 incomparable, with the associated congruences τN1

and τN2 incomparable as well, and with τG 6= ∇̃S .

4 Chains of ideals

We now use the theory from the previous section to describe the congruences of partial semigroups
that are obtained by repeated extensions by single maximum J -classes.

Definition 4.1. A chain of ideals of height ξ, where ξ is an ordinal from the set {1, 2, 3, . . . , ω},
is a stable, regular partial semigroup U whose J = D-classes form a chain of order type ξ; i.e.,
U/J = {Dq : 0 ≤ q < ξ} and D0 < D1 < · · · .
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∆S

τN1

τN2

∇̃S

τN1
∪ νN1

τN2
∪ νN1

∇̃S ∪ νN2
= RT

S,N2

∇̃S ∪ νN1
= RT

S,N1τN2
∪ νN2

Figure 3. Left: the relative positions of τN1
( τN2

in the lattice CongT(S). Right: the corresponding
layers Λ(N1) and Λ(N2) in the lattice Cong(T ). See Remark 3.17; cf. Theorem 3.14(ii).

The ideals of any partial semigroup S are in one-one correspondence with the non-empty
downward-closed sets in (S/J ,≤). Thus, the ideals of U as in Definition 4.1 are precisely the
sets

• Ir = D0 ∪D1 ∪ · · · ∪Dr for each 0 ≤ r < ξ, and

• Iω = U = D0 ∪D1 ∪ · · · in the case that ξ = ω.

These ideals form a chain I0 ⊂ I1 ⊂ · · · , which justifies the nomenclature. Since each Dq is
regular and stable, each ideal Ir is also regular and stable; hence Lemma 2.1 applies, and tells
us the following:

• Green’s relations on each Ir are simply inherited from the corresponding relations on U , so
we may dispense with superscripts when discussing these relations on U and its ideals.

• For finite 0 ≤ q ≤ r, Dq is a (stable, regular) D-class of Ir.

• Every ideal of Ir is an ideal of U , and hence the ideals of Ir are precisely the Iq with 0 ≤ q ≤ r.

• It follows that each Ir is a chain of ideals in its own right; its height is r + 1 when r < ω,
and ω when r = ξ = ω.

Note that if ξ = ω, then the partial semigroup U does not have a maximum (top) J -class, even
though every proper ideal of U does.

This section develops the general theory of congruences of chains of ideals. When applied in
the remaining sections to certain specific classes of chains of ideals, it will enable us to compute,
in one fell swoop, the congruence lattice of U and of all its ideals Ir, for all U belonging to the
class. Furthermore, these computations will be uniform across different classes, and the strategy
underlying them is as follows. There will be some (small) value k such that, roughly speaking:
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∆S = τ{idG}

τN1

τN2

τG

∇̃S

Figure 4. Left: the relative positions of τ{idG}, τN1
, τN2

and τG in the lattice CongT(S). Right: the
lattice Cong(T ). See Remark 3.17; cf. Theorem 3.14(ii).

• congruences on ideals Ir (r < k) are characterised by great “freedom” (e.g., in some cases all
possible equivalence relations are congruences; cf. Remark 5.7 and Figure 9); while

• congruences on ideals Ir (r ≥ k) are more “constrained”, and they all arise from one of the
constructions discussed in Section 2.2 (or a variation thereof; cf. Section 10);

• more specifically, for sufficiently large r, the lattice Cong(Ir) will be obtained by stacking
on top of Cong(Ik) the normal subgroup lattices of maximal subgroups of the D-classes
Dk+1, Dk+2, . . . ; cf. Figure 5.

The most significant contribution of this section is a description of this “stacking process”
which we give in Section 4.1. Sections 4.2–4.4 are devoted to techniques for computing the
congruence lattices of “short” chains of ideals, which will be used to determined the lattices
Cong(Ir) for r ≤ k. Section 4.5 discusses visualisation conventions that will be used when
depicting congruence lattices in specific categories and their ideals in the remainder of the paper.

4.1 Congruences on chains of ideals

The first main result of this section describes the congruences on a chain U of ideals and all
its sufficiently large ideals, modulo a description of the congruences on some fixed ideal Ik, and
subject to certain assumptions as listed in Section 3.1.

Theorem 4.2. Let U be a chain of ideals of height ξ, with Dr and Ir as in Definition 4.1 and
the discussion following it. For each 0 ≤ q < ξ let Gq be a group H -class contained in Dq.
Suppose there exists 0 ≤ k < ξ such that the following hold:

CongU(Ik) = Cong(Ik), ∇gen(Ik), Sep(Ir) for all k < r < ξ.
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Then for any r ≥ k (including r = ω if ξ = ω),

Cong(Ir) =
{
σ ∪∆Ir : σ ∈ Cong(Ik)

}
∪
{
RIrIq ,N : k ≤ q < r, N �Gq+1

}
∪ {∇̃Ir}.

Proof. First note that all of the listed relations are congruences on Ir. Indeed, the relations of
the form σ ∪ ∆Ir = (σ ∪ ∆U )�Ir are congruences because CongU(Ik) = Cong(Ik), and those of
the form RIrIq ,N because each (Iq, N) is an IN-pair in Ir.

To complete the proof, we must show that every congruence on Ir has one of the forms listed
in the theorem.

Step 1. We first prove the statement for every r ∈ [k, ξ). The proof is by induction, and the
anchor r = k is obvious. Now fix some k < r < ξ, and inductively assume that

Cong(Ir−1) =
{
σ ∪∆Ir−1 : σ ∈ Cong(Ik)

}
∪
{
R
Ir−1

Iq ,N
: k ≤ q < r − 1, N �Gq+1

}
∪ {∇̃Ir−1}.

By inspecting the congruences just listed (or by assumption if r = k+1), we see that ∇gen(Ir−1)
holds. Since also Sep(Ir) holds by assumption, Theorem 3.14(iii) applies to T = Ir and S = Ir−1,
and it tells us that

Cong(Ir) =
{
τ ∪∆Dr : τ ∈ CongIr(Ir−1)

}
∪
{
RIrIr−1,N

: N �Gr
}
∪ {∇̃Ir}.

We also have CongIr(Ir−1) = Cong(Ir−1). Indeed, every congruence on Ir−1 listed above lifts
to Ir: those of the form σ ∪∆Ir−1 because CongU(Ik) = Cong(Ik), and those of the form R

Ir−1

Iq ,N

because of Lemma 3.11. To complete the inductive step, it remains to check that τ ∪∆Dr is one
of the congruences listed in the theorem for each τ ∈ Cong(Ir−1). But this is clear:

• If τ = σ ∪∆Ir−1 for some σ ∈ Cong(Ik), then τ ∪∆Dr = σ ∪∆Ir .

• If τ = R
Ir−1

Iq ,N
for some k ≤ q < r − 1 and N �Gq+1, then τ ∪∆Dr = RIrIq ,N .

• If τ = ∇̃Ir−1 , then τ ∪∆Dr = RIrIr−1
= RIrIr−1,{idGr}

.

This completes the inductive step, and hence Step 1 as well.

Step 2. We now consider the final case r = ξ = ω. Let τ be an arbitrary congruence on U = Iω.
We must show that τ has one of the forms listed in the theorem.

Case 1. Suppose first that τ is contained in the Rees congruence RUIt for some k ≤ t < ω. Then
τ = τ�It ∪∆U . Since t < ω, we know the possible forms of the congruence τ�It , and it is easy to
check (as above) that for each such form, τ = τ�It ∪∆U has one of the desired forms.

Case 2. Now suppose τ is not contained in any of the Rees congruences RUIt (k ≤ t < ω). We
claim that τ must contain each of these Rees congruences. Before we prove the claim, note that
it will then follow that τ contains RUIk ∪R

U
Ik+1
∪ · · · = ∇̃U , so that in fact τ = ∇̃U .

To prove the claim, fix some k ≤ t < ω. Since τ is not contained in RUIt , we may fix some
(x, y) ∈ τ \RUIt . Without loss of generality, we may assume that x ∈ Du and y ∈ Dv where u ≥ v.
So x, y ∈ Iu, and since (x, y) ∈ τ \RUIt , we have u > t. Since u < ω, we have

Cong(Iu) =
{
σ ∪∆Iu : σ ∈ Cong(Ik)

}
∪
{
RIuIq ,N : k ≤ q < u, N �Gq+1

}
∪ {∇̃Iu}.

By the form of (x, y) ∈ τ�Iu , it follows that the congruence τ�Iu is either ∇̃Iu or else of the
form RIuIu−1,N

. In either case, τ�Iu contains RIuIu−1
, and hence RIuIt . Thus, τ contains RIuIt , and

hence also RIuIt ∪∆U = RUIt , as required.
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Remark 4.3. In the notation of Theorem 4.2, and for r ≥ k and k ≤ q < r, define the sets

Σ1(r) =
{
σ ∪∆Ir : σ ∈ Cong(Ik)

}
and Σ2(r, q) =

{
RIrIq ,N : N �Gq+1

}
.

Then, similarly to Remark 3.16, we have the following:

• Cong(Ir) = Σ1(r) ∪
⋃

k≤q<r
Σ2(r, q) ∪ {∇̃Ir}.

• Σ1(r) is a sublattice of Cong(Ir) and is isomorphic to Cong(Ik).

• Σ2(r, q) is a sublattice of Cong(Ir) and is isomorphic to N (Gq+1), the lattice of normal
subgroups of Gq+1.

• Σ1(r) has bottom element ∆Ir and top element RIrIk .

• Σ2(r, q) has bottom element RIrIq and top element RIrIq ,Gq+1
.

• The only remaining congruence on Ir is ∇̃Ir . If r is finite, then ∇̃Ir sits directly above the
top element of Σ2(r, r− 1): i.e., RIrIr−1,Gr

. If r = ω, then Ir = U and Cong(U) \ {∇̃U} has no
top element (though of course ∇̃U still sits above this entire sublattice).

Informally, Cong(Ir) is obtained by successively stacking Cong(Ik),N (Gk+1),N (Gk+2), . . . on
top of each other, and adding ∇̃Ir on top; this is pictured in Figure 5, which gives the Hasse
diagram of Cong(Ir) in the case that r is finite. Note that if the lattices Cong(Ik) and N (Gq+1),
k ≤ q < r, are all chains, then so too is Cong(Ir), including when r = ω; cf. Figure 9.

Remark 4.4. Note that Theorem 4.2 says nothing about the congruences on the proper ideals
of Ik (i.e., I0, . . . , Ik−1). Nor does it tell us how to compute Cong(Ik) in the first place. The
results of Sections 4.2–4.4 will help us deal with these ideals.

4.2 Partial rectangular bands

In all of our applications in Sections 5–12, the minimal ideal will be a stable, regular, H -trivial,
D-universal partial semigroup; these are also the H -trivial chains of ideals of height 1. This
section shows how to construct the congruences on such partial semigroups.

Let C be a set, and suppose that for each A ∈ C we have non-empty sets XA and YA.
Suppose also that for distinct A,B ∈ C , XA ∩XB = ∅ = YA ∩ YB, and put X =

⋃
A∈C XA and

Y =
⋃
B∈C YB. (We do not require X and Y to be disjoint.) Put

S = X × Y =
⋃

A,B∈C

(XA × YB).

For A,B ∈ C and x ∈ XA and y ∈ YB, we write d(x, y) = A and r(x, y) = B. For x1, x2 ∈ X
and y1, y2 ∈ Y such that r(x1, y1) = d(x2, y2), we define (x1, y1) · (x2, y2) = (x1, y2). Then
(S,C ,d, r, ·) is easily seen to be a partial semigroup. We call such a partial semigroup S a
partial rectangular band. When |C | = 1, we obtain an ordinary rectangular band; cf. [58, p. 7].

The hom-sets of the partial rectangular band S = X × Y , as above, are SA,B = XA × YB
(A,B ∈ C ), and the endomorphism semigroups are SA = SA,A = XA×YA (A ∈ C ); the latter are
(ordinary) rectangular bands. It is easy to see that the R- and L -classes in S are, respectively,
the sets

{x} × Y for each x ∈ X and X × {y} for each y ∈ Y .

It quickly follows from this that S is H -trivial and D-universal (hence J = D), and also stable
and regular. In fact, the converse holds, as the next result shows. For the statement, we say a
partial semigroup (T,C ,d, r, ·) is without surplus objects if every A ∈ C is in the image of at
least one of the d or r maps.
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∆Ir

RIk

RIk,Gk+1

RIk+1

RIk+1,Gk+2

RIk+2

RIr−1

RIr−1,Gr

∇̃Ir

Σ1(r) ∼= Cong(Ik)

Σ2(r, k) ∼= N (Gk+1)

Σ2(r, k + 1) ∼= N (Gk+2)

Σ2(r, r − 1) ∼= N (Gr)

Figure 5. Hasse diagram of Cong(Ir) for finite r, as in Theorem 4.2; see also Remark 4.3. To avoid
clutter, we write RIq = RIr

Iq
= RIr

Iq,{idGq+1
} and RIq,Gq+1

= RIr
Iq,Gq+1

.

Lemma 4.5. Let (T,C ,d, r, ·) be an H -trivial, D-universal, stable, regular partial semigroup
without surplus objects. For each A ∈ C , let XA = TA/R

TA and YA = TA/L
TA be the sets

of all RTA- and L TA-classes of the endomorphism semigroup TA. Let X =
⋃
A∈C XA and

Y =
⋃
A∈C YA, and let S = X × Y be the partial rectangular band as constructed above. For

u ∈ T , let uφ = (Ru ∩ TA, Lu ∩ TB), where A = d(u) and B = r(u). Then the mapping u 7→ uφ
determines an isomorphism T → S.

Proof. We first show that φ is well defined. To do so, let u ∈ T . We must show that Ru ∩ TA
is an RTA-class of TA, and that Lu ∩ TB an L TB -class of TB. By symmetry, it suffices to do
the former. Since u is regular, we have u = uvu for some v ∈ T , and we put w = uv, noting
that w ∈ TA and (u,w) ∈ R; i.e., Ru = Rw. We will show that Ru ∩ TA = RTAw . Beginning
with the backwards inclusion, let x ∈ RTAw . Then x ∈ TA and (x,w) ∈ RTA ⊆ R, and so
x ∈ Rw ∩ TA = Ru ∩ TA. Conversely, suppose y ∈ Ru ∩ TA = Rw ∩ TA. Then y ∈ TA, and we
must show that (y, w) ∈ RTA . This is clear if y = w. Otherwise, since y ∈ Rw, we have y = wa
and w = yb for some a, b ∈ T . By comparing domains and ranges, and keeping y, w ∈ TA in
mind, it is clear that a, b ∈ TA, which means that (y, w) ∈ RTA , as required.

To show that φ is a homomorphism, suppose u, v ∈ T are such that the product uv exists.
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Then we have u ∈ TA,B and v ∈ TB,C for some A,B,C ∈ C , and d(uv) = A and r(uv) = C. Since
T is D-universal, we have (uv, u), (uv, v) ∈ D , so stability gives (uv, u) ∈ R and (uv, v) ∈ L ;
i.e., Ruv = Ru and Luv = Lv. But then

(uv)φ = (Ruv ∩ TA, Luv ∩ TC)

= (Ru ∩ TA, Lv ∩ TC) = (Ru ∩ TA, Lu ∩ TB) · (Rv ∩ TB, Lv ∩ TC) = (uφ) · (vφ).

To show that φ is surjective, let (R,L) ∈ S. So R = Ru ∩ TA and L = Lv ∩ TB for some
A,B ∈ C , and for some u, v ∈ T with d(u) = A and r(v) = B. Let a, b ∈ T be such that u = uau
and v = vbv. Then (u, ua) ∈ R and (v, bv) ∈ L , and we have ua ∈ TA and bv ∈ TB. Since T is
D-universal and regular, we have ua = sbvt for some s, t ∈ T , and we must have s ∈ TA,B (and
t ∈ TB,A). Then the product uasbv is defined, and we have (uasbv, u) ∈ R and (uasbv, v) ∈ L
(again by D-universality and stability), and also d(uasbv) = A and r(uasbv) = B. But then

(uasbv)φ = (Ruasbv ∩ TA, Luasbv ∩ TB) = (Ru ∩ TA, Lv ∩ TB) = (R,L).

To show that φ is injective, suppose u, v ∈ T and uφ = vφ; i.e., (Ru ∩ Td(u), Lu ∩ Tr(u)) =
(Rv∩Td(v), Lv∩Tr(v)). Note that Ru∩Td(u) is a non-empty subset of Td(u) (it contains ua for any
a ∈ T with u = uau), and similarly for the other three sets. Since Ru ∩ Td(u) = Rv ∩ Td(v) 6= ∅,
it follows that Ru ∩ Rv 6= ∅, and so (u, v) ∈ R. Similarly, (u, v) ∈ L , and so (u, v) ∈ H , and
u = v by H -triviality.

The next result describes congruences on an (ordinary) rectangular band X × Y ; they are
entirely determined by pairs of equivalences on X and Y . The proof is simple, and is omitted;
it also follows from more general results on completely (0-)simple semigroups [20, Section 10.7].

Lemma 4.6. Let S = X × Y be a rectangular band. For a pair of equivalences ε1 ∈ Eq(X) and
ε2 ∈ Eq(Y ), define the relation σε1,ε2 on S by

σε1,ε2 =
{(

(x1, y1), (x2, y2)
)

: (x1, x2) ∈ ε1, (y1, y2) ∈ ε2

}
.

Then

(i) Cong(S) =
{
σε1,ε2 : ε1 ∈ Eq(X), ε2 ∈ Eq(Y )

}
,

(ii) Cong(S) is isomorphic to the lattice direct product Eq(X)× Eq(Y ).

Here is the corresponding result for partial rectangular bands, where instead of pairs of
equivalences, we need to consider sequences of pairs.

Proposition 4.7. Let S = X × Y be a partial rectangular band as above. For two C -tuples of
equivalences

E1 = (εA1 )A∈C ∈
∏
A∈C

Eq(XA) and E2 = (εA2 )A∈C ∈
∏
A∈C

Eq(YA),

define the relation σE1,E2 by

σE1,E2 =
⋃

A,B∈C

{(
(x1, y1), (x2, y2)

)
∈ SA,B × SA,B : (x1, x2) ∈ εA1 , (y1, y2) ∈ εB2

}
.

Then

(i) Cong(S) =
{
σE1,E2 : E1 ∈

∏
A∈C Eq(XA), E2 ∈

∏
A∈C Eq(YA)

}
,

(ii) Cong(S) is isomorphic to the lattice direct product
∏
A∈C Eq(XA)×

∏
A∈C Eq(YA).
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Proof. (i) It is routine to verify that such a relation σE1,E2 is a congruence. Conversely, suppose
σ ∈ Cong(S). For each A ∈ C , let σA = σ�SA be the associated congruence on the rectan-
gular band SA. By Lemma 4.6 we have σA = σεA1 ,εA2

for some equivalences εA1 ∈ Eq(XA) and
εA2 ∈ Eq(YA). Put E1 = (εA1 )A∈C and E2 = (εA2 )A∈C . We claim that σ = σE1,E2 .

Indeed, suppose first that
(
(x1, y1), (x2, y2)

)
∈ σ, say with x1, x2 ∈ XA and y1, y2 ∈ YB.

Then for any x ∈ XB and y ∈ YA, we have(
(x1, y), (x2, y)

)
=
(
(x1, y1)(x, y), (x2, y2)(x, y)

)
∈ σA,

and so by definition (x1, x2) ∈ εA1 . Similarly, (y1, y2) ∈ εB2 , and so
(
(x1, y1), (x2, y2)

)
∈ σE1,E2 .

Conversely, suppose
(
(x1, y1), (x2, y2)

)
∈ σE1,E2 , say with x1, x2 ∈ XA and y1, y2 ∈ YB, so

that (x1, x2) ∈ εA1 and (y1, y2) ∈ εB2 . Then for any x ∈ XB and y ∈ YA, we have(
(x1, y), (x2, y)

)
∈ σεA1 ,εA2 = σA ⊆ σ and similarly

(
(x, y1), (x, y2)

)
∈ σ.

But then
(
(x1, y1), (x2, y2)

)
=
(
(x1, y)(x1, y1)(x, y1), (x2, y)(x1, y1)(x, y2)

)
∈ σ.

(ii) This follows quickly from (i) and the fact that

σE1,E2 ⊆ σE ′1,E ′2 ⇔ εA1 ⊆ εB1 and εA2 ⊆ εB2 for all A,B ∈ C .

4.3 Short retractable chains

In many of the applications in Sections 6–9, the minimal ideal is a partial rectangular band
(cf. Section 4.2), and the second smallest ideal is retractable. It turns out that the congruences
on such retractable ideals can be uniformly described, in terms of the congruences on the minimal
ideal (cf. Proposition 4.7) and the normal subgroups of a group H -class in the other D-class
of the ideal. The next statement and proof refer to the congruences θI,τ and θI,N,τ discussed in
Section 2.2. Recall that when I is the minimal ideal, θI,N,τ = τ ∪ νN ∪∆S .

Proposition 4.8. Suppose S is a chain of ideals of height 2, with D-classes D0 < D1, where D0

is H -trivial. Suppose S is retractable (onto D0). Let G be a group H -class in D1. Assume also
that the following condition is satisfied:

• For every x ∈ D1 and y ∈ D1 \Hx with x ∼ y, there exists (x′, y′) ∈ (x, y)] with x′ ∈ D1 and
y′ ∈ D0.

Then the following hold:

(i) Every congruence on D0 is liftable to S, every IN-pair in S is retractable, and we have

Cong(S) =
{
τ ∪ νN : τ ∈ Cong(D0), N �G

}
∪
{
θS,τ : τ ∈ Cong(D0)

}
.

(ii) The lattice ordering on Cong(S) is determined by:

• τ ∪ νN ⊆ τ ′ ∪ νN ′ ⇔ τ ⊆ τ ′ and N ≤ N ′,
• θS,τ ⊆ θS,τ ′ ⇔ τ ⊆ τ ′,
• τ ∪ νN ⊆ θS,τ ′ ⇔ τ ⊆ τ ′.

(iii) The lattice Cong(S) is isomorphic to the lattice direct product

Cong(D0)×N (G)>,

where N (G)> is the lattice obtained by adjoining a new top element > to N (G).
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Proof. (i) Lemmas 2.5 and 2.6 tell us that every congruence on D0 is liftable, and that every
IN-pair is retractable. It follows from the results discussed in Section 2.2 that each of the stated
relations is a congruence on S (note that τ ∪ νN = θD0,N,τ ).

Conversely, let σ be an arbitrary congruence on S, and put τ = σ�D0
. Let f : S → D0 be

the retraction. If σ ⊆ RD0,G, then it follows from Theorem 3.14(i) that σ = τ ∪ νN for some
N � G. This leaves us to consider the case in which σ 6⊆ RD0,G. Since RD0,G = ∇̃D0 ∪H �D1

,
there exists a pair (x, y) ∈ σ with x ∈ D1 and (x, y) 6∈H . By the assumption in the statement,
we may assume without loss of generality that y ∈ D0. By Lemma 2.7, we have µS ⊆ σ. Now
let u, v ∈ S be arbitrary. Then since (u, uf), (v, vf) ∈ µS ⊆ σ, we have

(u, v) ∈ σ ⇔ (uf, vf) ∈ σ ⇔ (uf, vf) ∈ σ�D0
= τ ⇔ (u, v) ∈ θS,τ ,

which shows that σ = θS,τ in this case.

(ii) The first two items are easily checked. For the third, first note that since (τ ∪ νN )�D0
= τ

and θS,τ ′�D0
= τ ′, we certainly have τ ∪ νN ⊆ θS,τ ′ ⇒ τ ⊆ τ ′. To prove the reverse implication,

suppose τ ⊆ τ ′. Now,

τ ∪ νN ⊆ τ ∪H �D1
and θS,τ ′ =

{
(x, y) ∈ S × S : (xf, yf) ∈ τ ′

}
.

Thus, since τ ⊆ τ ′ ⊆ θS,τ ′ , it suffices to show that H �D1
⊆ θS,τ ′ . To do so, let (x, y) ∈ H �D1

.
Since (x, y) ∈H , (2.3) gives (xf, yf) ∈H �D0

= ∆D0 ⊆ τ ′, which gives (x, y) ∈ θS,τ ′ , as desired.

(iii) It follows quickly from the previous parts that the mapping Cong(D0)×N (G)> → Cong(S)
given by (τ,N) 7→ τ ∪ νN and (τ,>) 7→ θS,τ is a lattice isomorphism.

Remark 4.9. Figure 17 gives the Hasse diagram of the congruence lattice of a retractable ideal
of the form described in Proposition 4.8 in the specific case of the Brauer category B, defined
below. (But note that the D-classes in that example are denoted D0 < D2, and the ideal itself
by I2 = D0 ∪D2, for reasons to be explained in Section 7.) As explained in Remark 7.13, here
Cong(I0) is isomorphic to Eq3 × Eq3, and N (G) is a two-element chain.

4.4 Short non-retractable chains

Recall that we are currently working towards a set-up within which we will be able to characterise
the congruences for a range of specific categories and their ideals in Sections 5–12. The main tool
in doing this is Theorem 4.2, which highlights the importance of a certain (small) ideal Ik. In
all our applications in Sections 5–9, Ik will be the smallest non-retractable ideal in our category.
Furthermore, its height (as a chain of ideals) will always be 2 or 3. The results of the last two
sections will be used to determine Cong(Ir) for r < k. In this section we turn our attention to Ik
itself. We will consider separately the cases of height 2 and 3, beginning with the former, which
is also the simpler of the two. The statement refers to the relations R̃ = {(x, y) ∈ R : x ∼ y}
and L̃ = {(x, y) ∈ L : x ∼ y}.

Proposition 4.10. Suppose T is a chain of ideals of height 2, with D-classes D0 < D1, where D0

is H -trivial. Let G be a group H -class in D1, and let e be the identity of G. Assume also that
the following conditions are satisfied:

(i) For every x ∈ D1 and y ∈ D1 \ Hx with x ∼ y, there exists (x′, y′) ∈ (x, y)] with x′ ∈ D1

and y′ ∈ D0.

(ii) For every x, y ∈ T with x ∼ y and (x, y) 6∈ L , we have ρD0 ⊆ (x, y)].

(iii) For every x, y ∈ T with x ∼ y and (x, y) 6∈ R, we have λD0 ⊆ (x, y)].
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(iv) If D0 is not R̃-trivial, then for every x ∈ G \ {e}, there exists a ∈ D0 such that ae 6= ax
(with both products defined).

(v) If D0 is not L̃ -trivial, then for every x ∈ G \ {e}, there exists a ∈ D0 such that ea 6= xa
(with both products defined).

Then
Cong(T ) = {∆T , λD0 , ρD0 , RD0} ∪ {RD0,N : N �G} ∪ {∇̃T }.

Proof. We first claim that for any congruence σ on T ,

σ 6⊆ λD0 ⇒ ρD0 ⊆ σ. (4.11)

Indeed, this is obvious if D0 is R̃-trivial, for then ρD0 = ∆T , so suppose instead that D0 is not
R̃-trivial. Fix some (x, y) ∈ σ \λD0 . If (x, y) 6∈ L , then (ii) gives ρD0 ⊆ (x, y)] ⊆ σ. This leaves
us to consider the case in which (x, y) ∈ L . Since (x, y) 6∈ λD0 , we must have x, y ∈ D1. If
y 6∈ Hx, then by (i) there exists (x′, y′) ∈ σ such that x′ ∈ D1 and y′ ∈ D0, and (ii) then gives
ρD0 ⊆ (x′, y′)] ⊆ σ. The remaining case to consider is when y ∈ Hx \ {x}. Here, by Green’s
Lemma [23, Lemma 2.7], there exist u, v ∈ T 1 such that Hx → G : h 7→ uhv is a bijection, and
such that x 7→ e. Then with z = uyv, we have (e, z) = (uxv, uyv) ∈ σ, and z ∈ G \ {e}. By (iv),
there exists a ∈ D0 such that ae 6= az; since (e, z) ∈ σ, we also have (ae, az) ∈ σ. Now,

e, z ∈ G ⇒ (e, z) ∈H ⇒ (e, z) ∈ R ⇒ (ae, az) ∈ R, (4.12)

since R is a left congruence. But ae 6= az, so since D0 is H -trivial, we must have (ae, az) 6∈ L .
But then (ii) gives ρD0 ⊆ (ae, az)] ⊆ σ, and (4.11) is proved.

Next we show that ∇gen(T ) holds. To do so, fix some x ∈ D1 and y ∈ T \Hx with x ∼ y, and
put σ = (x, y)]. We must show that σ = ∇̃T . By (i) we may assume without loss of generality
that y ∈ D0. We then have σ 6⊆ λD0 and σ 6⊆ ρD0 . By (4.11) and its dual, it follows that σ
contains both ρD0 and λD0 , and hence also their join λD0 ∨ ρD0 = RD0 . Since also (x, y) ∈ σ
with x ∈ D1 and y ∈ D0, it follows from Lemma 2.4 that ∇̃T = RT ⊆ σ, and so σ = ∇̃T , as
required.

Now that we have established ∇gen(T ), it then follows from Theorem 3.14(ii) that

Cong(T ) = {σ ∪ νN : σ ∈ CongT(D0), N �G, τN ⊆ σ} ∪ {∇̃T }. (4.13)

Next we claim that
CongT(D0) = {∆D0 , λ

D0
D0
, ρD0

D0
, ∇̃D0}. (4.14)

Indeed, each of the claimed congruences on D0 is liftable by Lemma 3.11. Conversely, consider
some σ ∈ CongT(D0), and let τ = σ ∪ ∆D1 ∈ Cong(T ). Suppose first that τ ⊆ λD0 , so that
σ = τ�D0

⊆ λD0�D0
= λD0

D0
.

• If τ ⊆ ρD0 , then τ ⊆ λD0 ∩ ρD0 = ∆T (as D0 is H -trivial), and so τ = ∆T , and σ = ∆D0 .

• If τ 6⊆ ρD0 , then λD0 ⊆ τ by the dual of (4.11), and so λD0
D0
⊆ σ, and then σ = λD0

D0
.

Similarly, if τ ⊆ ρD0 , then σ is either ∆D0 or ρD0
D0

. If τ is contained in neither λD0 nor ρD0 ,
then τ contains both ρD0 and λD0 , by (4.11) and its dual, and hence as above, RD0 ⊆ τ , so that
∇̃D0 ⊆ σ, meaning that σ = ∇̃D0 . This completes the proof of (4.14).

In light of (4.13) and (4.14), we may complete the proof by showing that for N �G,

τN =

{
∆D0 if N = {e}
∇̃D0 if N 6= {e}.
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Again this is clear for N = {e}, so suppose otherwise, and let x ∈ N \ {e} be arbitrary. Now,
(e, x) ∈ νN ⊆ (νN )]T and (e, x) belongs to neither λD0 nor ρD0 , so it follows that the congru-
ence (νN )]T itself is contained in neither λD0 nor ρD0 . As above, it follows that RD0 ⊆ (νN )]T ,
and hence ∇̃D0 ⊆ (νN )]T �D0

= τN , so that τN = ∇̃D0 .

Remark 4.15. The lattice Cong(T ) is easily visualised, for T as in Proposition 4.10. In general,
the sublattice {µD0 , λD0 , ρD0 , RD0} forms the usual diamond; the sublattice {RD0,N : N �G} is
isomorphic to N (G); and ∇̃T sits on top of the latter. See Figure 6; cf. Figures 15, 20 and 23.

Remark 4.16. Proposition 4.10 simplifies if D0 is L̃ - and/or R̃-trivial. For example, if D0 is
L̃ -trivial, then λD0 = ∆T , and also RD0 = λD0 ∨ ρD0 = ρD0 , in which case the conclusion of the
proposition is that

Cong(T ) = {∆T } ∪ {RD0,N : N �G} ∪ {∇̃T }.

Note that assumptions (iii) and (v) are vacuously satisfied when D0 is L̂ -trivial. This simplifi-
cation will occur in Theorem 5.5, in the second smallest ideal of the transformation category T .

RD0

RD0,G

∇̃T

∆T

λD0 ρD0

∼= N (G)

Figure 6. Hasse diagram of Cong(T ), for T as in Proposition 4.10; cf. Remark 4.15.

Here is the result concerning partial semigroups with three D-classes D0 < D1 < D2. Its
technical assumptions are more detailed than those of Proposition 4.10 because of the presence
of a non-trivial retraction. Assumption (ii) refers to a relation denoted L f−1; here f is the
retraction S = D0 ∪D1 → D0, and we write

L f−1 =
{

(x, y) ∈ S × S : (xf, yf) ∈ L
}
.

Similar comments apply to the relation Rf−1 in assumption (iii).

Proposition 4.17. Suppose T is a chain of ideals of height 3, with D-classes D0 < D1 < D2,
where D0 is H -trivial. Suppose the ideal S = D0 ∪ D1 is retractable, that f : S → D0 is the
retraction, and that property Sep(T ) holds. Let G1 and G2 be group H -classes in D1 and D2,
respectively, and write e for the identity of G2. Assume also that the following conditions are
satisfied:

(i) For every x ∈ D1 and y ∈ D1 \ Hx with x ∼ y, there exists (x′, y′) ∈ (x, y)] with x′ ∈ D1

and y′ ∈ D0.

(ii) For every x, y ∈ T with x ∼ y and (x, y) 6∈ L ∪L f−1, we have ρD0 ⊆ (x, y)].

(iii) For every x, y ∈ T with x ∼ y and (x, y) 6∈ R ∪Rf−1, we have λD0 ⊆ (x, y)].
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(iv) There exists a retractable IN-pair (S,H) where H � G2, and for every x ∈ G2 \ H, there
exist a, b ∈ D0 such that ae 6= ax and eb 6= xb (with all four products defined).

Then

Cong(T ) = {µD0,N , λD0,N , ρD0,N , RD0,N : N �G1}

∪ {µS,N , λS,N , ρS,N , RS,N : N �G2, N ≤ H}

∪ {RS,N : N �G2, N � H} ∪ {∇̃T }.

Proof. We begin with two claims that will be used in several of the calculations to follow. There
is an obvious dual to the first, but we will not need to state it.

Claim 1. For any (x, y) ∈ RS \ λS , we have ρD0 ⊆ (x, y)].
Indeed, here we have x, y ∈ S and (xf, yf) 6∈ L . It follows from the latter that (x, y) 6∈ L

(consider the contrapositive; cf. (2.3)), and that (x, y) 6∈ L f−1. So (ii) gives ρD0 ⊆ (x, y)].

Claim 2. If x, y ∈ T are distinct, and are such that x ∼ y, x ∈ D1 ∪D2, and (x, y) 6∈ H �D1
,

then µS ⊆ (x, y)].
Indeed, renaming x, y if necessary, we may assume that x ≥J y. Consider first the case

in which x ∈ D1. Since x ≥J y, we have y ∈ S. By (i), it suffices to assume that y ∈ D0.
Lemma 2.7 then gives µS ⊆ (x, y)].

Next suppose x ∈ D2. Since x 6= y, it follows from Sep(T ) that there exists (x′, y′) ∈ (x, y)]

such that x′ ∈ D1 and y′ ∈ S \Hx′ . This reduces to the previous case, and completes the proof
of the claim.

Next we show that ∇gen(T ) holds. To do so, fix some x ∈ D2 and y ∈ T \Hx with x ∼ y,
and put σ = (x, y)]T . We must show that σ = ∇̃T . By (S2) we may assume in fact that y ∈ S.
By Claim 2, we have µS ⊆ σ. Thus, (y, yf) ∈ σ, and so (x, yf) ∈ σ by transitivity. Since x ∈ D2

and y ∈ S, (ii) and (iii) apply to the pair (x, y) ∈ σ, and tell us that σ contains λD0 and ρD0 ,
and hence their join, RD0 . Since also (x, yf) ∈ σ with x ∈ D2 and yf ∈ D0, Lemma 2.4 gives
∇̃T = RT ⊆ σ, and so σ = ∇̃T , as required.

Now that we know ∇gen(T ) holds, it then follows from Theorem 3.14(ii) that

Cong(T ) = {σ ∪ νN : σ ∈ CongT(S), N �G2, τN ⊆ σ} ∪ {∇̃T }. (4.18)

Next we claim that

CongT(S) = {µSD0,N , λ
S
D0,N , ρ

S
D0,N , R

S
D0,N : N �G1} ∪ {µSS , λSS , ρSS , RSS}. (4.19)

To see this, first note that each of the stated relations is a congruence on S by the results of
Section 2.2, and is liftable to T by Lemma 3.11. Conversely, suppose σ ∈ CongT(S), and let
τ = σ ∪∆D2 ∈ Cong(T ) and θ = σ�D0

∈ Cong(D0). We claim that

σ 6⊆ λSS ⇒ ρSD0
⊆ σ. (4.20)

Indeed, if there exists (x, y) ∈ σ \ λSS , then since σ \ λSS ⊆ RS \ λS , it follows from Claim 1 that
ρD0 ⊆ (x, y)]T ⊆ τ = σ ∪ ∆D2 , and so ρSD0

= ρD0�S ⊆ σ. As in the proof of (4.14), it follows
from (4.20) and its dual that each of the following holds, concerning θ = σ�D0

:

(a) If σ ⊆ λSS and σ ⊆ ρSS , then θ = ∆D0 .

(b) If σ ⊆ λSS and σ 6⊆ ρSS , then θ = λD0
D0

.

(c) If σ 6⊆ λSS and σ ⊆ ρSS , then θ = ρD0
D0

.
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(d) If σ 6⊆ λSS and σ 6⊆ ρSS , then θ = ∇̃D0 .

Next, note that if σ ⊆ RSD0,G1
= ∇̃D0 ∪H �D1

, then we have σ = σ�D0
∪ σ�D1

= θ ∪ νN for some
N �G1, using Lemma 2.8 in the last step. It follows that σ = µSD0,N

, λSD0,N
, ρSD0,N

or RSD0,N
, in

cases (a)–(d), respectively.
Now suppose σ 6⊆ RSD0,G1

, and let (x, y) ∈ σ \ RSD0,G1
. Then by symmetry we have x ∈ D1

and y ∈ S \Hx. By Claim 2, it follows that µS ⊆ (x, y)]T ⊆ τ = σ∪∆D2 , and so µSS = µS�S ⊆ σ.
Now, σ contains θ ∪∆D1 , which is equal to ∆S , λSD0

, ρSD0
or RSD0

, in cases (a)–(d), respectively.
It then follows that σ contains µSS ∨ (θ ∪∆D1) = µSS , λ

S
S , ρ

S
S or RSS , respectively (cf. Figure 1).

In cases (b)–(d), it of course follows that σ = λSS , ρ
S
S or RSS , respectively. In case (a), we have

σ ⊆ λSS ∩ ρSS = µSS , and so σ = µSS . This completes the proof of (4.19).
In light of (4.18) and (4.19), we may complete the proof by showing that for N �G2 we have

τN =


∆S if N = {e}
µSS if {e} 6= N ≤ H
∇̃S if N � H.

As usual, this is clear for N = {e}. For the other two cases, we write σ = (νN )]T , so that
τN = σ�S .

Suppose first that {e} 6= N ≤ H, and fix some x ∈ N \ {e}, noting that (e, x) ∈ νN ⊆ σ.
Claim 2 gives µS ⊆ (e, x)]T ⊆ σ, and so µSS = µS�S ⊆ σ�S = τN . Conversely, note that (S,N)
is retractable as N ≤ H and (S,H) is retractable, so that µS,N is a congruence on T . Since
νN ⊆ µS,N , we have σ = (νN )]T ⊆ µS,N , and it follows that τN = σ�S ⊆ µS,N�S = µSS . Thus,
τN = µSS in this case.

Finally, suppose N � H, and fix some x ∈ N \ H. As in the previous case, we have
µS ⊆ σ. By assumption (iv), there exists a ∈ D0 such that ae 6= ax. As in (4.12) and the
discussion immediately after it, we have (ae, ax) 6∈ L , so (ae, ax) ∈ RS \ λS . Claim 1 then
gives ρD0 ⊆ (ae, ax)]T ⊆ σ. Dually, λD0 ⊆ σ. It follows that RS = λD0 ∨ ρD0 ∨ µS ⊆ σ, and so
∇̃S = RS�S ⊆ σ�S = τN , whence τN = ∇̃S .

Remark 4.21. The structure of Cong(T ), for T as in Proposition 4.17, is shown in Figure 7.

• The sublattice Σ1 = {µD0,N , λD0,N , ρD0,N , RD0,N : N � G1} is isomorphic to the direct
product of N (G1) and the four-element diamond lattice. See the red part of Figure 7.

• The sublattice Σ2 = {µS,N , λS,N , ρS,N , RS,N : N �G2, N ≤ H} is isomorphic to the direct
product of the interval

[
{idG2}, H

]
in N (G2) with the diamond lattice. See the dark blue

part of Figure 7.

• Congruences from the “top diamond” of Σ1 are covered by those from the “bottom diamond”
of Σ2: κD0,G1 ⊂ κS,{idG2

} = κS , where κ denotes any of µ, λ, ρ or R.

• The sublattice Σ3 = {RS,N : N � G2} is isomorphic to N (G2), and contains the sublattice
{RS,N : N �G2, N ≤ H} of Σ2. See the light blue part of Figure 7.

• The universal congruence ∇̃T sits above RS,G2 , the top element of Σ3.

See Figures 12, 14, 16, and especially 23-25, for some examples.

4.5 Visualisation conventions

In what follows we will present a series of applications of our theory. Throughout we will
accompany the results with visual representations of the congruence lattices we compute. Their
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∆T

λD0

ρD0

RD0

µD0,G1

λD0,G1

ρD0,G1

RD0,G1 µS

λS

ρS

RS

µS,H

λS,H

ρS,H

RS,H

RS,G2

∇̃T

{idG1
}

G1

{idG2
}

H

G2

Figure 7. Hasse diagram for Cong(T ) (right), for T as in Proposition 4.17, in terms of Hasse
diagrams for N (G1) (left) and N (G2) (middle); cf. Remark 4.21.

Hasse diagrams will be additionally decorated to emphasise the link with the theory from this
section. Here are the main conventions that will be adhered to when representing the lattices
Cong(Ir) in the generic case: i.e., for r ≥ k, in the notation of this section:

• Each lattice will consist of two parts: the lower part isomorphic to Cong(Ik), and the upper
part obtained by stacking the normal subgroup lattices N (Gk+1),N (Gk+2), . . . .

• In the upper part, the stacked copies of N (Gk+1),N (Gk+2), . . . will be highlighted by means
of green background, linking back to Figure 5; see for example Figures 9 and 10.

• The lower part of the lattice is always one of two types, described either by Proposition 4.10
or by Proposition 4.17.

• When the lower part is described by Proposition 4.10, then, referring to Figure 6, there will
be no special colours for the bottom diamond, while the sublattice isomorphic to N (G) will
have blue background; for an example see Figure 15.

• When the lower part is described by Proposition 4.17, the copies of N (G1), of the sublattice
of N (G2) lying below H, and of N (G2) itself will be indicated by the backgrounds of the
same colours as in Figure 7; for some examples, see Figures 12 and 14 (with H = G2) and
Figures 24 and 25 (with H 6= G2).

• As further useful reference, the vertices corresponding to Rees congruences and the trivial
congruence will be solid, while all the other vertices will be typset with a white background.
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5 Transformation categories

Many of the most fundamental and well-studied categories consist of sets and various kinds
of mappings, and our first applications of the results of Sections 3 and 4 are to several such
categories and their ideals. In Section 5.1 we introduce the transformation category T = T (C ),
which consists of all mappings between sets from C , a non-empty set of finite non-empty sets.
In Section 5.2 we describe Green’s relations in T and its ideals, introduce a number of important
subcategories, and prove a technical result (Lemma 5.2) that will be used to show that T and its
ideals satisfy various properties involved in the statements of the general results from Section 4
(cf. Section 3.1). These preparations done, in Section 5.3 we come to the first application of
the machinery developed in Section 4: we rapidly and in one fell swoop classify the congruences
on T and on all its ideals, and describe the lattices they form (Theorem 5.5 and Figure 9). In
Section 5.4 we describe even more rapidly the congruences on the ideals of certain subcategories
of T that we call planar and annular reducts. Finally in Section 5.5 we describe how to do the
same for some further categories of mappings.

5.1 Definitions and preliminaries on T

For the duration of Section 5, we fix a non-empty set C of non-empty finite sets; note that C
itself may be infinite. We define the parameter

ξ = ξ(C ) = LSUB
{
|A| : A ∈ C

}
.

Here, for a set Σ of cardinals, LSUB(Σ) denotes the least strict upper bound of Σ: i.e., the least
cardinal that is strictly greater than all members of Σ. Note that ξ as above is at least 2, and
could be ω if C contains arbitrarily large sets.

For A,B ∈ C we let TA,B stand for the set of all functions α : A→ B, and define

T = T (C ) =
{

(A,α,B) : A,B ∈ C , α ∈ TA,B
}
.

For A,B,C ∈ C , and for α ∈ TA,B and β ∈ TB,C , we define

d(A,α,B) = A, r(A,α,B) = B, (A,α,B) · (B, β,C) = (A,αβ,C),

where αβ ∈ TA,C denotes the composition of α and β (performing α first, then β). Then

(T ,C ,d, r, ·)

is a partial semigroup, indeed a regular category [27, Proposition 2.1], which we call the trans-
formation category (over C ). For A ∈ C , the endomorphism monoid TA = TA,A is the full
transformation semigroup over A. Note that when C = {A} consists of a single finite set, the
category T is simply the full transformation semigroup TA [46]. Thus, every result we prove for
the category T has a natural interpretation as a result concerning finite transformation semi-
groups.

In order to avoid cumbersome notation, we will identify an element (A,α,B) ∈ T with the
mapping α ∈ TA,B, but we regard the sets A and B as “encoded” in α via d(α) = A and r(α) = B.

5.2 Green’s relations and multiplicative properties in T

For non-empty sets A,B, and for a function α : A→ B, we write as usual

ker(α) =
{

(x, y) ∈ A×A : xα = yα
}
, im(α) = {xα : x ∈ A}, rank(α) = |im(α)|
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for the kernel, image and rank of α. We remark that ker(α) uniquely determines d(α), but that
im(α) does not generally determine r(α).

In what follows, we will often use the following result without explicit reference. The proof
can be found in [27, Section 4].

Lemma 5.1. (i) For α, β ∈ T , we have

• (α, β) ∈ R ⇔ (d(α) = d(β) and) ker(α) = ker(β),

• (α, β) ∈ L ⇔ r(α) = r(β) and im(α) = im(β),

• (α, β) ∈J ⇔ (α, β) ∈ D ⇔ rank(α) = rank(β).

(ii) The J = D-classes of T are the sets

• Dq = Dq(T ) = {α ∈ T : rank(α) = q} for each 1 ≤ q < ξ.

These are all regular and stable, and they form a chain: D1 < D2 < · · · .

(iii) The ideals of T are the sets

• Ir = Ir(T ) = {α ∈ T : rank(α) ≤ r} for each 1 ≤ r < ξ, and

• Iω = Iω(T ) = T in the case that ξ = ω.

These are all regular and stable, and they form a chain: I1 ⊂ I2 ⊂ · · · .

(iv) The H -class of any idempotent from Dq is isomorphic to Sq, the symmetric group of degree q.

Thus, T is a chain of ideals, as in Definition 4.1, though we note that the indexing on J = D-
classes starts at 1 instead of 0. Note that I1 = D1 is the minimal ideal of T . By Lemma 2.1, the
D-classes and ideals of an ideal Ir = Ir(T ) are precisely the Dq and Iq with q ≤ r.

For any Ω ⊆ T , and for any 1 ≤ q < ξ, we write

• Dq(Ω) = Dq ∩ Ω for the set of transformations from Ω of rank q,

• Iq(Ω) = Iq ∩ Ω for the set of transformations from Ω of rank at most q.

These notational conventions are for convenience only, and do not mean to imply that the sets
Dq(Ω) or Iq(Ω) are themselves D-classes or ideals of T .

Our next goal is to prove a technical result (Lemma 5.2 below) that will be used to show,
among other things, that certain ideals Ir of T satisfy Mult(Ir), and hence also Sep(Ir); cf. Defi-
nitions 3.4 and 3.5. Since we will also use this lemma in Section 5.4 when studying subcategories
of T , it will be convenient to first introduce some notation and terminology.

If α ∈ T , we write α =
(
A1 · · · Aq
b1 · · · bq

)
to indicate that rank(α) = q, im(α) = {b1, . . . , bq} and

biα
−1 = Ai (1 ≤ i ≤ q). Note that from this notation we may infer that d(α) = A1 ∪ · · · ∪ Aq,

but the set r(α) is not uniquely determined; thus, it will always be made clear which hom-set α
belongs to.

In what follows, we assume that each set from C has a fixed total order; we will denote all
these orders by ≤. Let α ∈ TA,B, where A,B ∈ C , and write A = {a1 < · · · < ak}; by this we
mean that A = {a1, . . . , ak} and a1 < · · · < ak. We say α is

• order-preserving if a1α ≤ · · · ≤ akα,

• order-reversing if a1α ≥ · · · ≥ akα,

• orientation-preserving if aiα ≤ · · · ≤ akα ≤ a1α ≤ · · · ≤ ai−1α for some 1 ≤ i ≤ k,
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• orientation-reversing if aiα ≥ · · · ≥ akα ≥ a1α ≥ · · · ≥ ai−1α for some 1 ≤ i ≤ k.

Note that order-preserving (or order-reversing) transformations are orientation-preserving (or
orientation-reversing), respectively; take i = 1 in the above definitions. For any subset Ω ⊆ T ,
we will write

• P+(Ω) for the set of all order-preserving transformations from Ω,

• P−(Ω) for the set of all order-reversing transformations from Ω,

• P±(Ω) = P+(Ω) ∪P−(Ω),

• A +(Ω) for the set of all orientation-preserving transformations from Ω,

• A −(Ω) for the set of all orientation-reversing transformations from Ω,

• A ±(Ω) = A +(Ω) ∪A −(Ω).

This notation is not meant to imply that P+(Ω) and P−(Ω) are disjoint in general. In
fact, P+(T ) ∩P−(T ) consists of all constant mappings, while A +(T ) ∩A −(T ) consists of
all orientation-preserving mappings of rank at most 2.

We also call the elements of P+(T ) (respectively, P−(T ), A +(T ) or A −(T )) planar (respec-
tively, anti-planar, annular or anti-annular), which explains the choice of the symbols P and A .
The reason for these alternative names is as follows. Let α ∈ TA,B, write A = {a1 < · · · < ak}
and B = {b1 < · · · < bl}, and let m = max(k, l). We associate to α the graph with vertex set
A∪B′, where B′ = {b′1 < · · · < b′l} is assumed to be disjoint from A, and with an edge {x, (xα)′}
for each x ∈ A. The transformation α is then planar (i.e., order-preserving) if and only if this
graph can be drawn in the plane R2 with:

• vertex ai at (i, 1) for each 1 ≤ i ≤ k,

• vertex b′i at (i, 0) for each 1 ≤ i ≤ l,

• edges all in the rectangle
{

(x, y) ∈ R2 : 0 ≤ x ≤ m+ 1, 0 ≤ y ≤ 1
}
, and

• with no edge crossings in the interior of this rectangle.

The transformation α is annular if and only if the above conditions are satisfied, but with the
left- and right-hand borders of the rectangle identified to form a cylinder, and with edges allowed
to “wrap around” this identified border.

For example, with A = [9] = {1 < · · · < 9} and B = [7] = {1 < · · · < 7}, consider the
transformations α, β ∈ TA,B given by

(1α, . . . , 9α) = (2, 2, 3, 4, 6, 6, 6, 7, 7) and (1β, . . . , 9β) = (6, 7, 1, 1, 1, 4, 5, 6, 6).

By definition, we have α ∈ P+(TA,B) and β ∈ A +(TA,B). Graphs representing these trans-
formations, and illustrating the above geometrical conditions, are pictured in Figure 8. Two
diagrammatic representations of β are given; in the second, two lines “wrap around” the back of
the cylinder.

We will refer to both P+(T ) and P±(T ) as planar reducts of T , and to A +(T ) and A ±(T )
as annular reducts of T .

As noted above, the main purpose of the next lemma is to ensure that certain ideals Ir of T
(and of its planar and annular reducts) satisfy Mult(Ir).

35
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1 2 3 4 5 6 7 8 9

1′ 2′ 3′ 4′ 5′ 6′ 7′

β =

≡

Figure 8. Left: an order-preserving (planar) transformation α ∈ P+(TA,B), with A = [9], and
B = [7]. Right: an orientation-preserving (annular) transformation β ∈ A +(TA,B).

Lemma 5.2. Let A,B ∈ C , and suppose α, β ∈ TA,B with r = rank(α) ≥ rank(β) = q and
r ≥ 2.

(i) If q < r, then there exists γ ∈P+(Ir) such that γα ∈ Dr−1 and γβ ∈ Ir−1 \Hγα.

(ii) If q = r and (α, β) 6∈H , then there exists γ ∈P+(Ir) such that, renaming α, β if necessary,

[αγ ∈ Dr and βγ ∈ Ir−1] or [γα ∈ Dr and γβ ∈ Ir−1].

(iii) If β ∈ Hα \ {α}, then there exists γ ∈P+(Ir) such that γα ∈ Dr−1 and γβ ∈ Ir−1 \Hγα.

Proof. For all parts of the proof, we write α =
(
A1 · · · Ar
b1 · · · br

)
, making no assumptions about the

ordering on points unless specified. For each 1 ≤ i ≤ r, we also fix some ai ∈ Ai.

(i) Since q < r, we may assume without loss of generality that b1 6∈ im(β). Let γ ∈ P+(TA)
be any (order-preserving) map with image {a1, . . . , ar−1}. Then im(γα) = {b1, . . . , br−1}, which
gives γα ∈ Dr−1. But also im(γβ) ⊆ im(β) and b1 6∈ im(β), so that b1 6∈ im(γβ). Thus, γβ ∈ Ir−1

and im(γα) 6= im(γβ), and so (γα, γβ) 6∈ L . (This of course implies that (γα, γβ) 6∈H .)

(ii) There are two cases to consider.

Case 1. Suppose first that (α, β) 6∈ L , so that im(α) 6= im(β). This time we will assume that
b1 < · · · < br. Since q = r and im(α) 6= im(β), we have bi 6∈ im(β) for some 1 ≤ i ≤ r.

Case 1.1. If 1 < i < r, then take any γ ∈ P+(Dr(TB)) extending the partial map
(
b1 · · · br
b1 · · · br

)
and for which biγ

−1 = {bi}. Then im(αγ) = {b1, . . . , br}, which gives αγ ∈ Dr. But also
im(βγ) ⊆ im(γ) = {b1, . . . , br} and bi 6∈ im(βγ), which gives βγ ∈ Ir−1.

Case 1.2. Next suppose i = 1. Renaming α, β if necessary, we may assume that b1 < min(im(β)).
Then we may take any γ ∈ P+(Dr(TB)) extending the partial map

(
b1 · · · br
b1 · · · br

)
and such that

b1γ
−1 = {x ∈ B : x ≤ b1}. Since b1γ−1 is disjoint from im(β), the desired conclusion follows.
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Case 1.3. The case in which i = r is symmetrical to the previous case.

Case 2. Now suppose (α, β) 6∈ R, so that ker(α) 6= ker(β). We may assume without loss of
generality that (a1, a2) ∈ ker(β). Then for any γ ∈P+(TA) with im(γ) = {a1, . . . , ar}, we have
γα ∈ Dr and γβ ∈ Ir−1.

(iii) Here we have β =
(
A1 · · · Ar
b1π · · · brπ

)
for some permutation π ∈ Sr, and without loss of generality

we may assume that 1π = r. We then take any γ ∈P+(TA) with im(γ) = {a1, . . . , ar−1}; then
γα, γβ ∈ Dr−1 but br ∈ im(γβ) \ im(γα), so that (γα, γβ) 6∈ L .

5.3 Congruences on ideals of T

We now finally arrive at the first application of the theory developed in Section 4, to determine
the congruences of an arbitrary transformation category T = T (C ) and of all its ideals.

Before we begin, we recall that historically the classification of congruences on T in the case
when |C | = 1 (i.e., when T is the full transformation monoid) was obtained by Mal’cev [82]
in 1952, the inaugural result in this area. The congruences on ideals of full transformation
monoids were determined by Klimov [72] some 15 years later. It is worth pointing out that
Klimov’s classification does not subsume Mal’cev’s, but instead relies on it. By way of contrast,
our methods yield a uniform description of congruences for T and all its ideals together.

For each 1 ≤ q < ξ, fix some Xq ∈ C with |Xq| ≥ q; such an Xq exists by definition of ξ.
Note that it is possible to have Xq1 = Xq2 with q1 6= q2; indeed, this is certainly the case if C
contains only one set; moreover, if ξ is finite, then we could take each Xq to be a single fixed
set of size ξ − 1. For each q, we write nq = |Xq|, and renaming if necessary, we may in fact
assume that Xq = [nq] = {1, . . . , nq}. For a permutation π ∈ Sq, we define the transformation
π\ ∈ TXq = TXq ,Xq by

π\ =
(

1 · · · q − 1 {q, . . . , nq}
1π · · · (q − 1)π qπ

)
.

For Ω ⊆ Sq, we define Ω\ = {π\ : π ∈ Ω}. In particular, we define Gq = S\q. This is a group
H -class in Dq, and its identity is id\q =

(
1 · · · q − 1 {q, . . . , nq}
1 · · · q − 1 q

)
. Every normal subgroup of Gq is

of the form N \ for some N � Sq. So an ideal Ir (r ≥ 2) contains the IN-pairs (Iq, N
\) for each

1 ≤ q < r and N � Sq+1, and these lead to the congruences

RIr
Iq ,N\ = RIrIq ∪ νN\ .

We will soon see in Theorem 5.5 that these, together with the universal congruence ∇̃Ir , are all
the congruences on Ir for r ≥ 2. In order that Theorem 5.5 be as transparent as possible, we
first provide in Lemma 5.4 a concrete description of the νN\ relations.

To do so, consider two H -related elements α, β ∈ Dq. We may then write

α =
(
A1 · · · Aq
b1 · · · bq

)
and β =

(
A1 · · · Aq
b1φ · · · bqφ

)
, (5.3)

for some permutation φ ∈ Sq, and we define φ(α, β) = φ. Note that φ depends on the ordering
chosen on the bi, so φ(α, β) is only well-defined up to conjugacy in Sq. But then it follows that
for a normal subgroup N of Sq, the property of φ(α, β) belonging to N is independent of the
specific ordering. Keeping this in mind we have the following:

Lemma 5.4. If 1 ≤ q < ξ, and if N � Sq, then νN\ =
{

(α, β) ∈H �Dq : φ(α, β) ∈ N
}
.

Proof. Let (α, β) ∈H �Dq , say with α, β ∈ TA,B, and write α, β as in (5.3), where φ = φ(α, β).
For each 1 ≤ i ≤ q, fix some ai ∈ Ai. Fix some partition {B1, . . . , Bq} of B such that bi ∈ Bi for
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each i. Writing Q = {q, . . . , nq}, define

γ1 =
(

1 · · · q − 1 Q

a1 · · · aq−1 aq

)
∈ TXq ,A, δ1 =

(
A1 · · · Aq−1 Aq
1 · · · q − 1 q

)
∈ TA,Xq ,

γ2 =
(
B1 · · · Bq−1 Bq
1 · · · q − 1 q

)
∈ TB,Xq , δ2 =

(
1 · · · q − 1 Q

b1 · · · bq−1 bq

)
∈ TXq ,B.

Then since (α, β) = (δ1 id\q δ2, δ1φ
\δ2) and (id\q, φ

\) = (γ1αγ2, γ1βγ2), Lemma 2.9(i) gives

(α, β) ∈ νN\ ⇔ (id\q, φ
\) ∈ νN\ ⇔ φ\ ∈ N \ ⇔ φ ∈ N.

We are now ready to state and prove the main result of this section.

Theorem 5.5. Let C be a non-empty set of finite non-empty sets, let T = T (C ) be the trans-
formation category over C , and keep the above notation.

(i) The minimal ideal I1 is a partial rectangular band, so its congruence lattice is described by
Proposition 4.7. In particular:

Cong(I1) ∼=
∏
A∈C

Eq(A).

(ii) For r ≥ 2 (including r = ω if ξ = ω),

Cong(Ir) = {∆Ir} ∪ {RIrIq ,N\ : 1 ≤ q < r, N � Sq+1} ∪ {∇̃Ir}

forms a chain.

Proof. (i) The minimal ideal of a stable, regular partial semigroup is always stable, regular and
D-universal; since I1 is H -trivial, it is a partial rectangular band, and so Cong(I1) is indeed
described by Proposition 4.7. For any A ∈ C , I1(TA) contains only one R-class (as there is only
one kernel with one block), and the L -classes of I1(TA) are indexed by the elements of A (one
for each image set of size 1), so the isomorphism of Cong(I1) with

∏
A∈C Eq(A) is clear, after

identifying I1 with the abstract partial rectangular band as in Lemma 4.5.

(ii) We first consider the ideal I2 = D1 ∪D2. Here we must show that

Cong(I2) = {∆I2 , R
I2
I1
, RI2I1,G2 , ∇̃I2}.

But this follows quickly from Proposition 4.10. Indeed, since D1 is L̃ -trivial (but not R̃-trivial),
it suffices to verify the following (cf. Remark 4.16):

(a) For every α ∈ D2 and β ∈ D2 \Hα with α ∼ β, there exists (α′, β′) ∈ (α, β)]I2 with α′ ∈ D2

and β′ ∈ D1.

(b) For every α, β ∈ I2 with α ∼ β and (α, β) 6∈ L , we have ρI2D1
⊆ (α, β)]I2 .

(c) Writing G2 = {α, β}, there exists γ ∈ D1 such that γα 6= γβ (with both products defined).

Item (a) follows from Lemma 5.2(ii), and (c) is easily checked (in fact, any γ for which the
products are defined has this property). For (b), let α, β ∈ I2 with α ∼ β and (α, β) 6∈ L , say
with α, β ∈ TA,B. We may assume without loss of generality that there exists x ∈ im(α) \ im(β).
Fix some u ∈ xα−1, and write y = uβ, noting that x 6= y. Now let C,D ∈ C , and let γ =

(
C
a

)
and δ =

(
C
b

)
be arbitrary elements of D1(TC,D). To complete the proof of (b), it suffices to show

that (γ, δ) ∈ (α, β)]I2 . Let ε1 =
(
C
u

)
∈ TC,A, and let ε2 be any element of I2(TB,D) such that

xε2 = a and yε2 = b. Then (γ, δ) = (ε1αε2, ε1βε2) ∈ (α, β)]I2 .

With the case of r = 2 established, we now observe the following:
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• Every congruence on I2 (as above) is of the form listed in Lemma 3.11, and hence we have
CongT(I2) = Cong(I2).

• Property ∇gen(I2) holds by inspection of the four congruences on I2.

• Property Sep(Ir) holds for each 2 < r < ξ; indeed, this follows from Lemma 5.2, which as we
have already noted implies the stronger property Mult(Ir) for all such r.

Thus, Theorem 4.2 applies (with k = 2, but again being aware of the different indexing), and
the conclusion of that theorem gives precisely the desired description of Cong(Ir). The fact
that Cong(Ir) forms a chain follows from Cong(I2) being a chain, and the normal subgroups of
Gq ∼= Sq forming a chain for each q; cf. Remark 4.3 and Figure 5.

Remark 5.6. In fact, Lemma 5.2 shows that Sep(I2) holds as well. However, we may not use
Theorem 4.2 with k = 1, since ∇gen(I1) does not hold, and neither does CongT(I1) = Cong(I1).

Remark 5.7. Consider the case in which C = {A}, where A = {1, 2, 3, 4}, so that T (C ) = T4

is the full transformation monoid of degree 4. The lattices Cong(Ir), r = 1, 2, 3, 4, are pictured
in Figure 9. Note that Cong(I1) = Eq(I1) is isomorphic to the lattice Eq4.

Remark 5.8. If we had two non-empty sets C1 and C2 of non-empty finite sets, then the ideals
Ir(T (C1)) and Ir(T (C2)) with r ≥ 2 have isomorphic congruence lattices; when r is finite, these
are in fact isomorphic to the congruence lattice of the full transformation semigroup Tr [46, 82].
Such an isomorphism would only exist for r = 1 if there was a cardinality-preserving bijection
C1 → C2.

∆I1

∇̃I1

∆I2

RI2
I1

∇̃I2

∆I3

RI3
I1

RI3
I2

∇̃I3

∆T

RTI1

RTI2

RTI3

∇̃T

Figure 9. Hasse diagrams of Cong(Ir) for r = 1, 2, 3, 4 (left to right), in the category T = T4
where C consists of a single set of size 4; cf. Theorem 5.5 and Remark 5.7.
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5.4 Planar and annular reducts of T

We now consider the subcategories of T = T (C ) consisting of all transformations preserving (or
possibly reversing) order or orientation:

P+(T ), P±(T ), A +(T ), A ±(T ).

Let Q denote any of the above categories. First, it is easy to check that Q is regular; cf. [18,
Sections 3 and 5] and [49, Section 2]. It follows from [26, Lemma 2.9] that Q is stable. It follows
from regularity (and [26, Lemma 2.8]) that Green’s R, L and H relations on Q are just the
restrictions of the corresponding relations on T ; this is easily checked to be the case for the
D = J relation as well (again, cf. [18,49]). Thus, parts (i)–(iii) of Lemma 5.1 remain true in Q,
so we have the (stable, regular) D = J -classes Dq = Dq(Q), 1 ≤ q < ξ, and ideals Ir = Ir(Q),
1 ≤ r < ξ, and also Iω = Q if ξ = ω. Part (iv) of Lemma 5.1 is not true for the subcategory Q,
however; rather, the typical group H -class Gq in Dq is (with some trivial exceptions for small q):

• trivial when Q = P+(T ),

• cyclic of order 2 when Q = P±(T ),

• cyclic of order q when Q = A +(T ),

• dihedral of order 2q when Q = A ±(T ).

There is a version of Lemma 5.2 for Q, which shows (among other things) that each ideal
Ir = Ir(Q), 2 ≤ r < ξ, has property Mult(Ir) and hence Sep(Ir). The original proof of Lemma 5.2
does not need to be modified at all, since every element whose existence is asserted belongs
to P+(T ), and hence to Q.

Here is the classification of congruences on the ideals of the above categories:

Theorem 5.9. Let C be a non-empty set of finite non-empty sets, let T = T (C ) be the trans-
formation category over C , let Q be one of P+(T ), P±(T ), A +(T ) or A ±(T ), and keep the
above notation.

(i) The minimal ideal I1 is a partial rectangular band, so its congruence lattice is described by
Proposition 4.7. In particular,

Cong(I1) ∼=
∏
A∈C

Eq(A).

(ii) For r ≥ 2 (including r = ω if ξ = ω),

Cong(Ir) = {∆Ir} ∪ {RIrIq ,N : 1 ≤ q < r, N � Gq+1} ∪ {∇̃Ir}.

Proof. (i) This follows from Theorem 5.5(i), since I1(Q) = I1(T ).

(ii) The proof is essentially identical to that of Theorem 5.5(ii). (The only difference is that
when Q = P+(T ), we have Cong(I2) = {∆I2 , R

I2
I1
, ∇̃I2}, as P+(T ) is H -trivial.)

Remark 5.10. For r ≥ 2, the lattice Cong(Ir(Q)) is best thought of as consisting of copies of
the lattices Cong(I2),N (G3),N (G4), . . . stacked on top of each other. Thus, it will always be
a chain when Q is P+(T ) or P±(T ), where the groups are trivial or cyclic of order 2; but it
will not in general be a chain when Q is A +(T ) or A ±(T ), as the groups are cyclic of larger
orders or dihedral. Figure 10 displays the lattice Cong(I6) in the categories T , P+(T ), P±(T ),
A +(T ) and A ±(T ). The right-most lattice shown appears in [42, p. 756], although there it
represents the congruence lattice of the monoid of orientation-preserving or -reversing partial
transformations of a set of size 6.
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Figure 10. Left to right: Hasse diagrams of Cong(I6) in the categories T , P+(T ), P±(T ), A +(T )
and A ±(T ); cf. Theorem 5.9 and Remark 5.10.

5.5 Other categories of transformations

The methods of this section allow one to readily obtain analogous results for a number of other
categories. Specifically, let C be a non-empty set of finite sets (now C could include the empty
set). We denote by PT = PT (C ) the category of all partial transformations between members
of C , and by I = I(C ) the category of all injective partial transformations. We also have planar
and annular reducts such as P+(PT ), A ±(I), and so on. Green’s relations and ideals on all of
these categories are also described in terms of domain, kernel, image and rank parameters, and
all of the categories are stable and regular; cf. [26, Sections 3 and 5]. The congruences on the
ideals of these categories have the same basic kind of form, except for some minor differences,
and one major simplification. The main point is that the minimal ideal I0 = D0 consists entirely
of empty mappings (one for each pair of sets from C ), and therefore has only one congruence,
∆I0 = ∇̃I0 . We also have Cong(I1) = {∆I1 , ∇̃I1}; indeed, this follows from Proposition 4.8 and
the fact that D1 is H -trivial. We then apply Theorem 4.2 for the larger ideals. The details are
routine and are omitted.

The category I can also be thought of as a “rook category”: i.e., a category of {0, 1}-matrices
in which each row and each column has at most one non-zero entry; cf. [14, 44,66,96].
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6 Partition categories

Sections 6–9 concern several diagram categories; for more details on such categories (and in
particular their linear versions), see [87], which also gives an excellent overview of their origins
in theoretical physics and representation theory. We begin in this section with the largest of
these categories, the so-called partition category P. It contains all the other diagram categories
we will consider as subcategories.

Our goal in this section is to describe the congruences on P and its ideals. Although there
are some similarities with the transformation category T considered in Section 5, there are also
some significant differences. Like T , the partition category P is a chain of ideals I0 ⊂ I1 ⊂ · · · ,
and congruences of the form RI,N will play a key role. However, the minimal ideal I0 of P is
neither R̃- nor L̃ -trivial, so there are non-trivial λ/ρ congruences (as defined in Section 2.2), and
hence “diamonds” in the lower parts of the congruence lattices; cf. Figures 12 and 14. Another
major difference is that the ideal I1 of P is retractable (onto I0). This means that our stacking
mechanism from Section 4.1 kicks in only from I2 upwards. Congruences of I0 and I1, of which
there are many, will be handled by the theory from Sections 4.2 and 4.3 respectively.

This section is structured in much the same way as Section 5. We begin in Section 6.1 with
the relevant definitions and notation. We describe Green’s relations in Section 6.2, where we
also prove a technical result (Lemma 6.2) that will be used to establish the required multiplica-
tion/separation properties in ideals of P. In Section 6.3 we apply the theory from Section 4 and
obtain a classification of the congruences on P and its ideals, and describe the associated lattices;
see Theorem 6.6 and Figure 12. We give the corresponding results for planar and annular reducts
of P in Section 6.4, and for various other subcategories such as the partial Brauer and Motzkin
categories in Section 6.5. A number of further diagram categories will be treated in Sections 7–9,
including the Brauer, Temperley–Lieb and Jones categories.

6.1 Definitions and preliminaries on P

For the duration of Section 6, we fix a non-empty set C of finite sets, possibly including the
empty set. Again, we write ξ = ξ(C ) = LSUB

{
|A| : A ∈ C

}
. In what follows, we will write

X =
⋃
A∈C A for the (possibly infinite) set of all points belonging to any of the members of C .

We will need two additional disjoint copies X ′ = {x′ : x ∈ X} and X ′′ = {x′′ : x ∈ X} of this
set. For any A ⊆ X, we write A′ = {a′ : a ∈ A} and A′′ = {a′′ : a ∈ A}.

For A,B ∈ C , we write PA,B for the set of all set partitions of A ∪ B′. Any such partition
α ∈ PA,B will be called a partition from A to B, and we write d(α) = A and r(α) = B. We
define

P = P(C ) =
⋃

A,B∈C

PA,B

to be the set of all partitions between members of C .
A partial operation · is defined on P as follows. Suppose A,B,C ∈ C , and that α ∈ PA,B

and β ∈ PB,C . First, we identify α and β with their corresponding equivalence relations on the
sets A ∪ B′ and B ∪ C ′. Let α↓ be the equivalence on A ∪ B′′ ∪ C ′ obtained by renaming each
element b′ ∈ B′ by b′′ and adding the diagonal relation on C ′. Similarly, let β↑ be the equivalence
on A∪B′′∪C ′ obtained by renaming each element b ∈ B by b′′ and adding the diagonal relation
on A. We now form the join α↓ ∨ β↑, which is again an equivalence on A ∪ B′′ ∪ C ′. The
product αβ = α · β ∈ PA,C is then defined to be the partition corresponding to the restriction
(α↓ ∨ β↑)�A∪C′ . This partial product is associative, and

(P,C ,d, r, ·)

is a partial semigroup, called the partition category (over C ). For A ∈ C , the endomorphism
monoid PA = PA,A is the partition monoid over A [56], with identity

{
{a, a′} : a ∈ A

}
. In
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particular, P contains a copy of the symmetric group SA for each A ∈ C ; as usual, we identify SA
with the set of all partitions from PA whose blocks are all of the form {a, b′} for some a, b ∈ A.

In order to offer a diagrammatic interpretation of this product we recall some terminology
and notation. A non-empty subset A ⊆ X ∪X ′ is called

• a transversal if A ∩X and A ∩X ′ are both non-empty,

• an upper non-transversal if A ⊆ X,

• a lower non-transversal if A ⊆ X ′.

If α ∈ P, we will write
α =

(
A1 · · · Aq C1 · · · Cr
B1 · · · Bq D1 · · · Ds

)
to indicate that α has transversals Ai∪B′i (i = 1, . . . , q), upper non-transversals Ci (i = 1, . . . , r)
and lower non-transversals D′i (i = 1, . . . , s). From this notation, we may infer

d(α) =

q⋃
i=1

Ai ∪
r⋃
i=1

Ci and r(α) =

q⋃
i=1

Bi ∪
s⋃
i=1

Di.

Note that any of q, r, s could be zero.
It will be convenient to sometimes use a variation of the above notation. Specifically, we will

often wish to omit some (but not necessarily all) singleton blocks from α ∈ P, and will indicate
this by using square brackets:

α =
[
A1 · · · Ar C1 · · · Cs
B1 · · · Br D1 · · · Dt

]
.

When using this notation, it will be important to specify which hom-set α belongs to: i.e.,
to specify d(α) = A and r(α) = B, in which case any element of A or B not listed in this
square-bracket notation corresponds to a singleton block of α.

A partition α ∈ PA,B may also be identified with any graph on vertex set A ∪ B′ whose
connected components are the blocks of α. This leads to an alternative way to understand the
product in P. Let α ∈ PA,B and β ∈ PB,C , where A,B,C ∈ C . Take the graphs on vertex set
A ∪ B′′ ∪ C ′ corresponding to the partitions α↓ and β↑ defined above, and let Π(α, β) be the
graph on vertex set A ∪ B′′ ∪ C ′ whose edge set is the union of the edge sets coming from α↓
and β↑. This graph is called the product graph of the pair (α, β); note that Π(α, β) is only defined
for pairs with r(α) = d(β). The product αβ ∈ PA,C is then the partition of A ∪ C ′ for which
elements x, y ∈ A ∪ C ′ belong to the same block of αβ if and only if x, y belong to the same
component of Π(α, β).

When depicting a graph representing a partition α ∈ PA,B, we always draw the vertices
from A on an upper row, and the vertices from B′ on a lower row; this explains the use of the
terms upper and lower non-transversals. When drawing a product graph, the double-dashed
vertices are drawn on a middle row. For example, let

A = [6] = {1, . . . , 6}, B = [8] = {1, . . . , 8}, C = [7] = {1, . . . , 7},

and

α =
{
{1, 4}, {2, 3, 4′, 5′}, {5, 6}, {1′, 2′, 6′}, {3′}, {7′, 8′}

}
∈ PA,B,

β =
{
{1, 2}, {3, 4, 1′}, {5, 4′, 5′}, {6}, {7}, {8, 6′, 7′}, {2′}, {3′}

}
∈ PB,C .

Figure 11 shows how to calculate the product

αβ =
{
{1, 4}, {2, 3, 1′, 4′, 5′}, {5, 6}, {2′}, {3′}, {6′, 7′}

}
∈ PA,C .
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α =

β =

= αβ

Figure 11. Partitions α ∈ PA,B (top left), β ∈ PB,C (bottom left), the product graph Π(α, β)
(middle), and the product αβ ∈ PA,C (right). Here A = [6], B = [8] and C = [7], and vertices are
drawn in the usual order, increasing from left to right.

6.2 Green’s relations and multiplicative properties in P

Let α ∈ PA,B, and write α =
(
A1 · · · Aq C1 · · · Cr
B1 · · · Bq D1 · · · Ds

)
. The domain, codomain, kernel, cokernel and

rank of α are defined by

• dom(α) = {x ∈ A : x belongs to a transversal of α} =
⋃q
i=1Ai,

• codom(α) = {x ∈ B : x′ belongs to a transversal of α} =
⋃q
i=1Bi,

• ker(α) =
{

(x, y) ∈ A× A : x and y belong to the same block of α
}
, the equivalence relation

on A associated with the partition {Ai : 1 ≤ i ≤ q} ∪ {Ci : 1 ≤ i ≤ r},

• coker(α) =
{

(x, y) ∈ B × B : x′ and y′ belong to the same block of α
}
, the equivalence

relation on B associated with the partition {Bi : 1 ≤ i ≤ q} ∪ {Di : 1 ≤ i ≤ s},

• rank(α) = q, the number of transversals of α.

Note that rank(α) can be anything from 0 to min(|A|, |B|). The next result is proved in the
same fashion as [104, Theorem 17], [43, Theorem 3.3] and [39, Lemma 4.3], each of which concern
partition monoids.

Lemma 6.1. (i) For α, β ∈ P, we have

• (α, β) ∈ R ⇔ dom(α) = dom(β) and ker(α) = ker(β),

• (α, β) ∈ L ⇔ codom(α) = codom(β) and coker(α) = coker(β),

• (α, β) ∈J ⇔ (α, β) ∈ D ⇔ rank(α) = rank(β).

(ii) The J = D-classes of P are the sets

• Dq = Dq(P) = {α ∈ P : rank(α) = q} for each 0 ≤ q < ξ.

These are all regular and stable, and they form a chain: D0 < D1 < · · · .

(iii) The ideals of P are the sets

• Ir = Ir(P) = {α ∈ P : rank(α) ≤ r} for each 0 ≤ r < ξ, and

• Iω = Iω(P) = P in the case that ξ = ω.

These are all regular and stable, and they form a chain: I0 ⊂ I1 ⊂ · · · .

(iv) The H -class of any idempotent from Dq is isomorphic to Sq, the symmetric group of degree q.
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Thus, the category P is a chain of ideals, as in Definition 4.1. In fact, P satisfies a prop-
erty stronger than regularity, and analogous to the idea of a regular ∗-semigroup [93]. Specifi-
cally, for a partition α =

(
A1 · · · Aq C1 · · · Cr
B1 · · · Bq D1 · · · Ds

)
∈ P, we define α∗ =

(
B1 · · · Bq D1 · · · Ds
A1 · · · Aq C1 · · · Cr

)
. Then

d(α∗) = r(α), r(α∗) = d(α) and (α∗)∗ = α = αα∗α, and if α, β ∈ P are composable, then
(αβ)∗ = β∗α∗. Accordingly, we call P a regular ∗-category ; cf. [22, Section 2]. We also have
(α, β) ∈ R ⇔ (α∗, β∗) ∈ L , and other such identities. This symmetry/duality will allow us to
shorten many proofs.

By Lemmas 2.1 and 6.1, the D-classes and ideals of an ideal Ir = Ir(P) are precisely the Dq

and Iq with q ≤ r.
Here is the main technical result of this section; it will be used in checking the requisite

multiplication and separation properties.

Lemma 6.2. Let A,B ∈ C , and suppose α, β ∈ PA,B with r = rank(α) ≥ rank(β) = q.

(i) If r ≥ 2 and q < r, then there exists γ ∈ Ir such that γα ∈ Dr−1 and γβ ∈ Ir−1 \Hγα.

(ii) If q = r ≥ 1 and (α, β) 6∈H , then there exists γ ∈ Ir such that, renaming α, β if necessary,

[αγ ∈ Dr and βγ ∈ Ir−1] or [γα ∈ Dr and γβ ∈ Ir−1].

(iii) If r ≥ 2 and β ∈ Hα\{α}, then there exists γ ∈ Ir such that γα ∈ Dr−1 and γβ ∈ Ir−1\Hγα.

Proof. Throughout the proof, we write α =
(
A1 · · · Ar C1 · · · Cs
B1 · · · Br D1 · · · Dt

)
. For each 1 ≤ i ≤ r, we fix

some ai ∈ Ai.

(i) If dom(α) 6⊆ dom(β), then we may assume without loss of generality that a1 6∈ dom(β). If
dom(α) ⊆ dom(β), then by the pigeon-hole principal we may assume without loss of generality
that (a1, a2) ∈ ker(β). In either case, we take γ =

[
a1 · · · ar−1

a1 · · · ar−1

]
∈ PA. Then dom(γα) =

{a1, . . . , ar−1} and ker(γα) = ∆A, so that γα ∈ Dr−1. Since rank(γβ) ≤ rank(γ) = r − 1
we have γβ ∈ Ir−1. In the first case we have a1 6∈ dom(γβ), and in the second case we have
(a1, a2) ∈ ker(γβ). Thus, (γα, γβ) 6∈ R.

(ii) We assume that (α, β) 6∈ R, the case of (α, β) 6∈ L being dual. So either dom(α) 6= dom(β)
or ker(α) 6= ker(β).

Case 1. Suppose first that dom(α) 6= dom(β). Without loss of generality, we may assume
that a1 6∈ dom(β). We than take γ =

[
a1 · · · ar
a1 · · · ar

]
∈ PA. Clearly γα ∈ Dr. On the other hand,

dom(γβ) ⊆ dom(γ) = {a1, . . . , ar} but a1 6∈ dom(γβ), which gives γβ ∈ Ir−1.

Case 2. Now suppose dom(α) = dom(β) but ker(α) 6= ker(β). Without loss of generality, we
may assume there exists (x1, x2) ∈ ker(β) \ ker(α). Note then that x1 and x2 either both belong
to dom(β) = dom(α) or else both belong to A \ dom(α).

Case 2.1. Suppose first that x1, x2 ∈ dom(α). Here we may assume that x1 = a1 and x2 = a2,
and again we take γ =

[
a1 · · · ar
a1 · · · ar

]
∈ PA. This time γα ∈ Dr, while dom(γβ) ⊆ {a1, . . . , ar} and

(a1, a2) ∈ ker(γβ) together give γβ ∈ Ir−1.

Case 2.2. Now suppose x1, x2 6∈ dom(α). We may also assume that A1, . . . , Ar are the
upper parts of the transversals of β (otherwise we would be in Case 2.1). Here we take
γ =

[
a1 · · · ar−1 ar
a1 · · · ar−1 x1 ar, x2

]
. This time we have γβ ∈ Dr and γα ∈ Ir−1; the latter is the case

because dom(γα) ⊆ {a1, . . . , ar} yet ar 6∈ dom(γα).
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(iii) Here we have β =
(
A1 · · · Ar C1 · · · Cs
B1π · · · Brπ D1 · · · Dt

)
for some permutation π ∈ Sr, and without loss

of generality we may assume that 1π = r. We then take γ =
[
a1 · · · ar−1

a1 · · · ar−1

]
∈ PA, noting that

γα ∈ Dr−1, γβ ∈ Ir−1 and Br ⊆ codom(γβ) \ codom(γα); the latter gives (γα, γβ) 6∈ L .

Remark 6.3. It follows from Lemma 6.2 that the ideals Ir = Ir(P) have property Mult(Ir), and
hence Sep(Ir), for r ≥ 2. The fact that part (ii) of the lemma holds for r ≥ 1 (not just r ≥ 2)
will be used to verify the technical assumption of Proposition 4.8 when treating the ideal I1.

6.3 Congruences on ideals of P

In what follows, for each 0 ≤ q < ξ, it will be convenient to fix a specific group H -class Gq in
the (stable, regular) D-class Dq. To this end, as we did for the transformation category T , for
each such q we fix some Xq ∈ C with nq = |Xq| ≥ q, and assume without loss of generality that
Xq = [nq] = {1, . . . , nq}. Within PXq = PXq ,Xq , we define

Gq =
{
α ∈ PXq : dom(α) = codom(α) = [q], ker(α) = coker(α) = ∆Xq

}
.

It is clear that Gq is isomorphic to the symmetric group Sq (cf. Lemma 6.1(iv)). Every element α
of Gq has the form

α =
[

1 · · · q
1π · · · qπ

]
=
(

1 · · · q q + 1 · · · nq
1π · · · qπ q + 1 · · · nq

)
for some permutation π ∈ Sq,

and we write α = π\. For any Ω ⊆ Sq, we write Ω\ = {π\ : π ∈ Ω}, so that in fact Gq = S\q.
Moreover, every normal subgroup of Gq is of the form N \ for some N � Sq. It follows that an
ideal Ir (r ≥ 2) contains the IN-pairs (Iq, N

\), for 0 ≤ q < r and N � Sq+1. These yield the
congruences RIr

Iq ,N\ = RIrIq ∪ νN\ , including the Rees congruence RIrIq when N is trivial. In what

follows, we will often use the abbreviation RIrN = RIr
Iq ,N\ , based on the fact that both q and N \

are “encoded” in N .
Since these congruences (and others to follow) involve the νN\ relations, we briefly give a

concrete description of these relations. Specifically, suppose α, β ∈ P are such that (α, β) ∈H .
Then we have

α =
(
A1 · · · Aq C1 · · · Cr
B1 · · · Bq D1 · · · Ds

)
and β =

(
A1 · · · Aq C1 · · · Cr
B1φ · · · Bqφ D1 · · · Ds

)
for some permutation φ ∈ Sq, and we define φ = φ(α, β). As in Section 5.3, note that φ depends
on the ordering chosen on the transversals of α, so φ(α, β) is only well-defined up to conjugacy
in Sq. However, for any N � Sq, we have (cf. [38, Lemma 5.6])

νN\ =
{

(α, β) ∈H �Dq : φ(α, β) ∈ N
}
.

As in [38, Lemma 5.2], the ideal I1 = D0 ∪D1 is retractable. The retraction is given by

f : I1 → I0 : α 7→ α̂ where α̂ =

{(
A C1 · · · Cr
B D1 · · · Ds

)
if α =

(
A C1 · · · Cr
B D1 · · · Ds

)
∈ D1

α if α ∈ D0.
(6.4)

As in [38, Lemma 5.3], we have the following three retractable IN-pairs in Ir (r ≥ 2):

(I0,S\1), (I1, {id\2}), (I1,S\2).

Each of the above retractable IN-pairs yields a family of R/λ/ρ/µ congruences on Ir; since D0 is
H -trivial, the η congruences coincide with the µ congruences, so we have no need to distinguish
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these, and will use the symbol µ. Again, we will abbreviate the notation for these, by omitting
the symbol \, and also either omiting the normal subgroup altogether if it is trivial, or else
omitting the ideal I0/I1, as it can be deduced from the group. Thus, for example, λIrI0 will stand
for λIr

I0,S\1
, while µIrS2 will stand for µIr

I1,S\2
.

As discussed in Section 2.2, these congruences together with the RIrN and the universal con-
gruence ∇̃Ir , form the lattice shown in Figure 12, where Aq ≤ Sq denotes the alternating group.
Our goal is to show that these are all the congruences on Ir (r ≥ 2). We will also have to
describe separately the congruences on the two smallest ideals, I0 = D0 and I1 = D0 ∪D1, and
these will be dealt with using Propositions 4.7 and 4.8. As with Theorem 5.5, the main effort
will be in describing Cong(I2), and for this we will use Proposition 4.17; after that, we will use
Theorem 4.2 to treat the larger ideals.

RIrIr = ∇̃Ir

RIrI3

RIrS3

RIrA3

RIrI2

RIrS2

λIrS2 ρIrS2 RIrI1

µIrS2 λIrI1 ρIrI1 RIrI0

µIrI1 λIrI0 ρIrI0

µIrI0 = ∆Ir

Figure 12. Hasse diagram of Cong(Ir) for r ≥ 2, where Ir = Ir(P). See Theorem 6.6.

We begin with a lemma that will be used to verify the technical assumptions of Proposi-
tion 4.17. As in that proposition, the statement refers to the relation L f−1, where f is the
retraction (6.4), so

L f−1 =
{

(α, β) ∈ I1 × I1 : (α̂, β̂) ∈ L
}
.
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Lemma 6.5. For any α, β ∈ I2 = I2(P) with α ∼ β and (α, β) 6∈ L ∪ L f−1, we have
ρI2I0 ⊆ (α, β)]I2.

Proof. Write σ = (α, β)]I2 , and suppose α, β ∈ PA,B. Since (α, β) 6∈ L , it follows that
codom(α) 6= codom(β) or coker(α) 6= coker(β).

Case 1. Suppose first that coker(α) 6= coker(β). Without loss of generality, we may fix some
(u, v) ∈ coker(α) \ coker(β). Now let (γ, δ) ∈ ρI2I0 be arbitrary, say with γ, δ ∈ PC,D; we must
show that (γ, δ) ∈ σ. This is clear if γ = δ, so suppose instead that γ, δ ∈ D0 and (γ, δ) ∈ R.
Then we may write γ =

(
A1 · · · Ak
B1 · · · Bl

)
and δ =

(
A1 · · · Ak
C1 · · · Cm

)
. To show that (γ, δ) ∈ σ, it suffices to

show that (γ, γ′) ∈ σ, where γ′ =
[
A1 · · · Ak

]
∈ PC,D. Indeed, the same argument applied to δ

will also give (δ, γ′) ∈ σ, and so (γ, δ) ∈ σ.
We prove that (γ, γ′) ∈ σ by descending induction on l. If l = |D|, then γ = γ′, so suppose

l < |D|. Without loss of generality, we will assume that |Bl| ≥ 2; let b ∈ Bl be arbitrary and let
C = Bl \ {b}. Let ε1 ∈ PC,A and ε2 ∈ PB,D be such that:

• ε1 ∈ D0, ker(ε1) = ker(γ) and coker(ε1) = ∆A,

• ε2 ∈ D2 has transversals {u} ∪ C ′ and {v, b′} and lower non-transversals B′1, . . . , B′l−1, and
ker(ε2) = ∆B.

Then (γ, ε1βε2) = (ε1αε2, ε1βε2) ∈ σ, and ε1βε2 =
(
A1 · · · · · · · · · Ak
B1 · · · Bl−1 C b

)
. By induction, we have

(ε1βε2, γ
′) ∈ σ, and so (γ, γ′) ∈ σ by transitivity, as required.

Case 2. Now suppose coker(α) = coker(β) but codom(α) 6= codom(β). We may assume without
loss of generality that α ∈ D2. Indeed, if α, β ∈ I1, then we would have coker(α̂) = coker(α) =
coker(β) = coker(β̂), so that (α̂, β̂) ∈ L ; i.e., (α, β) ∈ L f−1, a contradiction. Thus, we may
write α =

(
A1 A2 C1 · · · Cs
B1 B2 D1 · · · Dt

)
. Choose any x ∈ A1 and y ∈ A2, and define γ =

[
x, y

]
∈ PA (so

{x′, y′} is the only non-trivial block of γ). Then B′1 ∪B′2 is a block of γα, but at least one of B′1
or B′2 is a block of γβ (since at least one of these is a block of β). Thus, coker(γα) 6= coker(γβ).
Since (γα, γβ) ∈ σ, we have reduced to Case 1.

We may now prove the main result of this section. The second part utilises the congru-
ences θSI,τ defined in Section 2.2. For a positive integer n, we denote by n the chain {1 < · · · < n}.

Theorem 6.6. Let C be a non-empty set of finite sets, let P = P(C ) be the partition category
over C , and keep the above notation.

(i) The minimal ideal I0 is a partial rectangular band, so its congruence lattice is described by
Proposition 4.7. In particular, Cong(I0) is isomorphic to the lattice direct product∏

A∈C

Eq(Eq(A))×
∏
A∈C

Eq(Eq(A)).

(ii) The ideal I1 is retractable, every congruence on I0 is liftable to I1, and

Cong(I1) =
{
τ ∪∆D1 : τ ∈ Cong(I0)

}
∪
{
θI1I0,τ : τ ∈ Cong(I0)

}
.

In particular, Cong(I1) is isomorphic to the lattice direct product Cong(I0)× 2.
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(iii) For r ≥ 2 (including r = ω if ξ = ω),

Cong(Ir) = {µIr
Iq ,N\ , λ

Ir
Iq ,N\ , ρ

Ir
Iq ,N\ , R

Ir
Iq ,N\ : 0 ≤ q ≤ 1, N � Sq+1}

∪ {RIr
Iq ,N\ : 2 ≤ q < r, N � Sq+1} ∪ {∇̃Ir}

forms the lattice pictured in Figure 12.

Proof. (i) The proof of this part is analogous to the corresponding part of Theorem 5.5. For any
A ∈ C , the R- and L -classes in I0(PA) are indexed by the elements of Eq(A): i.e., all possible
kernels and cokernels.

(ii) This follows from Proposition 4.8, and the fact that G1 is trivial, so that Cong(G1)> ∼= 2.
(The technical assumption in the statement of Proposition 4.8 follows from Lemma 6.2(ii).)

(iii) As in the proof of Theorem 5.5(ii), it suffices to establish the claim in the case r = 2. Indeed,
if we can do so, then it will follow that:

• every congruence on I2 is of the form listed in Lemma 3.11, and so CongP(I2) = Cong(I2),

• I2 has property ∇gen(I2),

• Ir has property Mult(Ir), and hence Sep(Ir), for each 2 < r < ξ (cf. Lemma 6.2).

An application of Theorem 4.2 will then complete the proof. For the r = 2 case, we apply
Proposition 4.17, noting the following:

• Property Sep(I2) follows from Lemma 6.2 (which shows Mult(I2)).

• Assumption (i) from the proposition follows from Lemma 6.2(ii).

• Assumptions (ii) and (iii) follow from Lemma 6.5 and its dual.

• Assumption (iv) holds with H = G2, since (I1,G2) is retractable. The elements a, b are
unneeded since H = G2.

6.4 Planar and annular reducts of P

In this section we consider the partition analogues of the planar and annular reducts of the
transformation category T , introduced in Section 5.4. To this end we assume that there is a
total order ≤ on each member of C , and keep the notation from the previous three sections.

Consider some partition α ∈ PA,B, where A,B ∈ C . Write A = {a1 < · · · < ak} and
B = {b1 < · · · < bl}, and put m = max(k, l). We say that α is planar if some graph represent-
ing α can be drawn in the plane R2 with:

• vertex ai at (i, 1) for each 1 ≤ i ≤ k,

• vertex b′i at (i, 0) for each 1 ≤ i ≤ l,

• edges all in the rectangle
{

(x, y) ∈ R2 : 0 ≤ x ≤ m+ 1, 0 ≤ y ≤ 1
}
, and

• with no edge crossings in the interior of this rectangle.

We say that α is annular if the above conditions are satisfied, but with the left- and right-hand
borders of the rectangle identified to form a cylinder, and with edges allowed to “wrap around”.

To illustrate these concepts, consider the partitions α and β pictured in Figure 11. It is clear
that β is planar, and that α is not; indeed, in any graphical representation (as above) of α,
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α = ≡ α =

Figure 13. An annular representation of the partition α ∈ PA,B from Figure 11.

there will be a path joining vertices 1 and 4, and a path joining 3 and 4′, and these will always
intersect. On the other hand, α is annular, as we show in Figure 13.

We will introduce the anti-planar and anti-annular concepts shortly, but first make an im-
portant observation. For A = {a1 < · · · < ak} ∈ C , we define the following partitions from PA:

γA =
(
a1 a2 · · · ak
ak ak−1 · · · a1

)
and δA =

(
a1 · · · ak−1 ak
a2 · · · ak a1

)
. (6.7)

Note that in fact γA and δA are permutations, and that γA is order-reversing, and δA orientation-
preserving. By definition, it is clear that for any partition α ∈ PA,B,

α is annular ⇔ α = δmA βδ
n
B for some planar β and some m,n ∈ N. (6.8)

To see this, consider a representation of α as a cylindrical graph, and then “twist” the top and
bottom of α as much as required to ensure that no edge needs to wrap around the back of the
cylinder. We say that

• a partition α ∈ PA,B is anti-planar ⇔ γAα is planar ⇔ αγB is planar,

• a partition α ∈ PA,B is anti-annular ⇔ γAα is annular ⇔ αγB is annular,

As we did with transformations, given any subset Ω ⊆ P, we write

• P+(Ω) for the set of all planar partitions from Ω,

• P−(Ω) for the set of all anti-planar partitions from Ω,

• P±(Ω) = P+(Ω) ∪P−(Ω),

• A +(Ω) for the set of all annular partitions from Ω,

• A −(Ω) for the set of all anti-annular partitions from Ω,

• A ±(Ω) = A +(Ω) ∪A −(Ω).

If Q denotes any of P+(P), P±(P), A +(P) or A ±(P), then Q is subcategory of P. Indeed,
it is clear that P+(P) and A +(P) are categories; if α, β ∈ P are composable and have planar
(respectively, annular) graphs, then the product graph Π(α, β) is also planar (respectively, an-
nular), and so too therefore is the product αβ. It quickly follows that P±(P) and A ±(P) are
closed under well-defined composition. For example, suppose α ∈ PA,B and β ∈ PB,C .

• If α ∈ P+(P) and β ∈ P−(P), then αβ = α(βγC)γC , and since βγC ∈ P+(P), we have
α(βγC) ∈P+(P) and hence αβ ∈P−(P).

• If α, β ∈ A −(P), then αβ = (αγB)(γBβ) ∈ A +(P), since both αγB and γBβ belong
to A +(P).

Other combinations are checked analogously.
Clearly Q (still denoting any of the above subcategories of P) is closed under the involution

α 7→ α∗; in particular, it is regular. Thus, Green’s R, L and H relations on Q are simply
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inherited from those on P. This is easily seen to also be the case for the D = J relation
(cf. [22, Theorem 4.9]), and hence the first three parts of Lemma 6.1 hold for Q as well. As for
the fourth part, ignoring the obvious exceptions for small q, the group H -classes of Q contained
in Dq are:

• trivial, if Q = P+(P),

• cyclic of order 2, if Q = P±(P),

• cyclic of order q, if Q = A +(P),

• dihedral of order 2q, if Q = A ±(P).

We also have a version of Lemma 6.2 for Q. Before we discuss this, we first consider the possible
kernels (and cokernels) that elements of Q can have. Let A = {a1 < · · · < ak} ∈ C . For subsets
U, V ⊆ A, we say:

• U and V are separated if u < v for all u ∈ U and v ∈ V , or if v < u for all such u, v,

• U is nested by V if there exist v1, v2 ∈ V such that v1 < u < v2 for all u ∈ U , and no v ∈ V
satisfies v1 < v < v2; here we say U is nested by V via the pair (v1, v2).

We say an equivalence ε ∈ Eq(A) is planar if any pair of ε-classes is either separated or nested.
We will write P+(Eq(A)) for the set of all planar partitions on A.

Lemma 6.9. If α ∈ A ±(P), then ker(α) and coker(α) are both planar equivalences.

Proof. Write A = d(α) and B = r(α). By symmetry it suffices to prove that coker(α) is planar.
In fact, it further suffices to assume that α ∈ A +(P); indeed, if α ∈ A −(P), then α = γA(γAα)
with coker(α) = coker(γAα) and γAα ∈ A +(P).

Thus, we assume for the rest of the proof that α ∈ A +(P). By (6.8), we have α = δmA βδ
n
B for

some β ∈P+(P) and m,n ∈ N, and we note that coker(α) = coker(βδnB). By [38, Lemma 7.1],
coker(β) is a planar equivalence. It therefore suffices to show that for any planar equivalence
ε ∈P+(Eq(B)), the equivalence

ε · δB =
{

(xδB, yδB) : (x, y) ∈ ε
}

is also planar. To do so, assume for convenience that B = [k] = {1, . . . , k}, let the ε-classes be
B1, . . . , Br, where k ∈ Br, and write ε+ = ε · δB. The ε+-classes are B+

i = {x + 1 : x ∈ Bi}
for each i; here elements of [k] are added modulo k (so 1 ∈ B+

r ). For 1 ≤ i, j < r, the sets B+
i

and B+
j are nested (or separated) if and only if Bi and Bj are nested (or separated), respectively.

Write Br = {b1 < · · · < bl < k}, where l ≥ 0. Let 1 ≤ i < r. If Bi is separated from Br,
then max(Bi) < min(Br), and so B+

i will be nested by B+
r via (1, b1 + 1) if l > 0, or separated

from B+
r if l = 0. If Bi is nested by Br via (bl, k), then B+

i and B+
r are separated. If Bi is nested

by Br via (bp, bp+1) for some 1 ≤ p < l, then B+
i is nested by B+

r via (bp + 1, bp+1 + 1). Since
k ∈ Br, Br is not nested by any Bi.

As a partial converse to Lemma 6.9, it is clear that if ε1 ∈P+(Eq(A)) and ε2 ∈P+(Eq(B)),
where A,B ∈ C , then there exists α ∈ D0(P+(PA,B)) such that ker(α) = ε1 and coker(α) = ε2.
It follows that the set of all possible (co)kernels is the same for all four of the above categories.
In particular, all four categories have the same minimal ideal, which is the set of all partitions
of rank 0 with planar kernel and cokernel.

On the other hand, the categories A +(P) and A ±(P) have more R- and L -classes than
the categories P+(P) and P±(P). For example, consider the planar equivalence on {1, 2, 3}
with equivalence classes {1, 3} and {2}. There is no element from P±(P) with this kernel and
domain {2}; however there is such an element in A +(P).

Here is the version of Lemma 6.2 for Q (being any of the above four categories):
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Lemma 6.10. Let A,B ∈ C , and suppose α, β ∈ QA,B with r = rank(α) ≥ rank(β) = q.

(i) If r ≥ 2 and q < r, then there exists γ ∈ Ir such that γα ∈ Dr−1 and γβ ∈ Ir−1 \Hγα.

(ii) If q = r ≥ 1 and (α, β) 6∈H , then there exists γ ∈ Ir such that, renaming α, β if necessary,

[αγ ∈ Dr and βγ ∈ Ir−1] or [γα ∈ Dr and γβ ∈ Ir−1].

(iii) If r ≥ 2 and β ∈ Hα\{α}, then there exists γ ∈ Ir such that γα ∈ Dr−1 and γβ ∈ Ir−1\Hγα.

Proof. In the proof of Lemma 6.2, all but one of the partitions γ constructed were of the
form γ =

[
a1 · · · ak
a1 · · · ak

]
, and hence belong to P+(P) ⊆ Q. The only exception is the partition

γ =
[
a1 · · · ar−1 ar
a1 · · · ar−1 x1 ar, x2

]
constructed during Case 2.2 of the proof of (ii). So our task is to

modify the definition of γ in this case to show that it may be taken from Q if α, β themselves
belong to Q.

Case 1. Suppose first that Q = P+(P). Without loss of generality, we may assume that
ai = min(Ai) for all i. Let B be the upper non-transversal of β containing x1 and x2. By
planarity of β, and since ar belongs to a transversal of β, we have either ar < b for all b ∈ B,
or else ar > b for all b ∈ B. By symmetry, we will assume that ar < b for all b; then B is
either nested by Ar or else Ar and B are separated, with max(Ar) < min(B). (The case in
which ar > b for all b ∈ B is symmetrical to the case of max(Ar) < min(B).) Renaming the
transversals if necessary, we may assume that we do not have ar < ai < b for any b ∈ B (i.e.,
that ar is the closest of the ai to B from the left). We may also assume without loss of generality
that x2 < x1. With these conditions satisfied, it is then clear that γ as above is planar.

It is important to note that the argument just given assumed only the planarity of β.

Case 2. Next suppose Q = P±(P). Then α = α′γkB and β = β′γlB for some k, l ∈ {0, 1} and
α′, β′ ∈P+(P). We may then take γ ∈P+(P) corresponding to α′, β′, as in the previous case.

Case 3. Next suppose Q = A +(P). This time we have α = δkAα
′δlB and β = δmA β

′δnB for
some k, l,m, n ∈ N and α′, β′ ∈ P+(P). Let α′′ = δk−mA α′δl−nB (with possibly negative powers
interpreted in the obvious way, as δA ∈ SA and δB ∈ SB are units). Note that

α′′ = δ−mA αδ−nB and β′ = δ−mA βδ−nB .

Now, β′ is planar (but α′′ might not be), and ker(β′) \ ker(α′′) is still non-empty, so by Case 1
there exists γ′ ∈ Dr(P+(P)) such that γ′β′ ∈ Dr and γ′α′′ ∈ Ir−1. Thus,

• γ′δ−mA βδ−nB = γ′β′ ∈ Dr ⇒ γ′δ−mA · β ∈ Dr, and

• γ′δ−mA αδ−nB = γ′α′′ ∈ Ir−1 ⇒ γ′δ−mA · α ∈ Ir−1,

so we may take γ = γ′δ−mA ∈ A +(P) in this case.

Case 4. When Q = A ±(P), the assertion follows from Case 3 just as Case 2 followed from
Case 1.

All other arguments of Sections 6.2 and 6.3 may be modified in much more straightforward
fashion to work for Q. In particular:

• The category Q is closed under the mapping α 7→ α̂.

• The ideal I1 = I1(Q) is retractable.
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• Choosing natural group H -classes Gq ≤ Dq for each q, the pairs (Iq, N) are retractable for
q = 0, 1 and N � Gq+1. If Q = P+(P), then there are only two such pairs since G2 is trivial.
Otherwise, there are three such pairs, since Gq(Q) = Gq(P) = S\q for q ≤ 2 if Q 6= P+(P).

• In Case 1 of the proof of Lemma 6.5, the partition ε1 constructed will belong to Q (provided
that γ does); we can ensure that the partition ε2 belongs to P+(P) by assuming that u < v,
choosing Bl to be a lower non-transversal of γ that is not nested by any other blocks of γ, and
choosing b = max(Bl). The element γ constructed during Case 2 clearly belongs to P+(P).

From this we may then deduce the following description of the congruences of arbitrary ideals
Ir = Ir(Q). For the first part, note that the R- and L -classes of the partial rectangular band
I0 = I0(Q) are indexed by all possible kernels/cokernels, which are the planar equivalences on
the underlying sets A ∈ C . Recall that P+(Eq(A)) is the set of all such planar equivalences.

Theorem 6.11. Let C be a non-empty set of finite sets, let P = P(C ) be the category of all
partitions between members of C , let Q be one of P+(P), P±(P), A +(P) or A ±(P), and keep
the above notation.

(i) The minimal ideal I0 is a partial rectangular band, so its congruence lattice is described by
Proposition 4.7. In particular, Cong(I0) is isomorphic to the lattice direct product∏

A∈C

Eq(P+(Eq(A)))×
∏
A∈C

Eq(P+(Eq(A))).

(ii) The ideal I1 is retractable, every congruence on I0 is liftable to I1, and

Cong(I1) = {τ ∪∆D1 : τ ∈ Cong(I0)} ∪ {θI1I0,τ : τ ∈ Cong(I0)}.

In particular, Cong(I1) is isomorphic to the lattice direct product Cong(I0)× 2.

(iii) For r ≥ 2 (including r = ω if ξ = ω),

Cong(Ir) = {µIrIq ,N , λ
Ir
Iq ,N

, ρIrIq ,N , R
Ir
Iq ,N

: 0 ≤ q ≤ 1, N � Gq+1}

∪ {RIrIq ,N : 2 ≤ q < r, N � Gq+1} ∪ {∇̃Ir}.

Remark 6.12. Figure 14 pictures the lattices Cong(I4(Q)) for the categories Q = P, P+(P),
P±(P), A +(P) and A ±(P).

The upper parts of the lattices Cong(Ir(Q)), r ≥ 2, are always chains when Q is any
of P, P+(P) or P±(P), since the lattices N (Gq) are always chains for these categories (where Gq
is always a symmetric group, or of size at most 2). This is not the case when Q is A +(P) or
A ±(P), however, even though Figure 14 might suggest otherwise for A +(P); indeed, the lat-
tices N (Gq) are not chains in general in these categories, as the groups Gq are generally cyclic or
dihedral of orders q and 2q, respectively.

6.5 Partial Brauer categories

A partition α ∈ P is a partial Brauer partition if each of its blocks has size at most 2. The subset
PB = PB(C ) of P consisting of all partial Brauer partitions is a subcategory, called the partial
Brauer category ; cf. [88]. All partitions constructed during proofs in Sections 6.2–6.4 actually
belonged to PB. It follows that the congruences on ideals of PB are exactly as described in
Theorem 6.6, but with one difference for the ideals Iq = Iq(PB) for q = 0, 1. The kernels (and
cokernels) of partial Brauer partitions are equivalences whose blocks have size at most 2. So, if
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Figure 14. Left to right: Hasse diagrams of Cong(I4) in the categories P, P+(P), P±(P), A +(P),
and A ±(P); cf. Theorem 5.9.

we write Eq1,2(A) for the set of all such equivalences on the set A, then in the category PB, the
lattice Cong(I0) is isomorphic to∏

A∈C

Eq(Eq1,2(A))×
∏
A∈C

Eq(Eq1,2(A)),

and as with P, we have Cong(I1) ∼= Cong(I0)× 2.
Similarly, the congruences on the ideals of the subcategories P+(PB), P±(PB), A +(PB)

and A ±(PB) are described in the same way as the corresponding subcategories of P in Theo-
rem 6.11, with the exception that Cong(I0) is isomorphic to∏

A∈C

Eq(P+(Eq1,2(A)))×
∏
A∈C

Eq(P+(Eq1,2(A))),

and that Cong(I1) ∼= Cong(I0)×2. The category P+(PB) could be called the Motzkin category,
given the obvious connections to the Motzkin algebras and monoids [12, 25].

It would be interesting to attempt to apply the methods of this paper to other natural diagram
categories, such as rook partition categories; cf. [35, 54].

7 Brauer categories

The next three sections concern the Brauer categories B = B(C ), and their associated planar and
annular reducts, which include the Temperley–Lieb and Jones categories. Unlike the situation
with the transformation and partition categories, B is not immediately amenable to applying our
general machinery from Section 4 because it is not a chain of ideals. However, it decomposes
into “even” and “odd” subcategories, as we explain in Section 7.1, to each of which these general
results do apply. After describing Green’s relations and establishing multiplicative properties in
Section 7.2, we describe the congruences in Sections 7.3 and 7.4 for the odd and even subcate-
gories, respectively; see Theorems 7.7 and 7.12, and also Figures 15–17. As these figures indicate,
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the congruence lattices of ideals in the even subcategory are more complex than those for the
odd subcategory; the reason for this is that the even subcategory has a non-trivial retractable
ideal, and more retractable IN-pairs. In Section 7.5 we define the above-mentioned planar and
annular reducts of B, which are then studied in Sections 8 and 9.

During Sections 7–9, we say an equivalence ε on a finite set A is a 2-equivalence if one of the
following holds:

• |A| is even, and every ε-class has size 2, or

• |A| is odd, and all but one ε-class has size 2, with the other ε-class being a singleton.

We write Eq2(A) for the set of all such 2-equivalences on A.

7.1 Definitions and preliminaries on B

Throughout Section 7 we fix a non-empty set C of finite sets and keep the conventions of Section 6.
This time it will also be convenient to define

Ceven = {A ∈ C : |A| is even} and Codd = {A ∈ C : |A| is odd}.

It is possible for one of these subsets of C to be empty.
A partition α from P = P(C ) is a Brauer partition if every block of α has size 2. The set

B = B(C ) of all Brauer partitions is a subcategory of P, called the Brauer category (over C ). The
endomorphism monoids BA = BA,A are Brauer monoids [90], and we note that again SA ⊆ BA
for each A ∈ C . Clearly BA,B is empty if |A| and |B| are of opposite parities, so it follows that

B = B(C ) = B(Ceven) t B(Codd), (7.1)

writing t for disjoint union. This decomposition has many obvious structural implications, but
for our purposes, the most important are to do with ideals and congruences.

An arbitrary ideal of B = B(C ) is a disjoint union I = U t V 6= ∅ of an ideal U of Ceven (or
the empty set) and an ideal V of Codd (or the empty set). In particular, the ideals of B do not
form a chain, unless one of Ceven or Codd is empty. Further, for I = U t V we have

Cong(I) =
{
σ1 t σ2 : σ1 ∈ Cong(U), σ2 ∈ Cong(V )

}
,

which means that when U and V are both non-empty, Cong(I) is isomorphic to the lattice
direct product Cong(U) × Cong(V ). Thus, it suffices to describe the congruences, and the
corresponding lattices, of ideals in the two subcategories B(Ceven) and B(Codd). We do this in
Sections 7.3 and 7.4; see Theorems 7.7 and 7.12. But first we gather some properties relevant to
both subcategories.

7.2 Green’s relations and multiplicative properties in B

Clearly B is closed under the involution α 7→ α∗, so B is again a regular ∗-category. A conse-
quence of regularity is that Green’s R, L and H relations are simply inherited from those of P
(cf. Lemma 6.1); again it is easy to see that this is the case for the D = J relation as well.
Note also that the kernel of α ∈ B uniquely determines the domain of α as well as d(α); indeed,
dom(α) is the union of the singleton ker(α)-classes, while d(α) is the union of all ker(α)-classes.
This (and the dual statement concerning codomains and cokernels) will allow us to simplify the
following statement, for which we also define

ξeven = ξeven(C ) = LSUB
{
|A| : A ∈ Ceven

}
and ξodd = ξodd(C ) = LSUB

{
|A| : A ∈ Codd

}
.

It is possible that one or both of ξeven or ξodd could be ω, and that one (but not both) could
be 0.
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Lemma 7.2. (i) For α, β ∈ B, we have

• (α, β) ∈ R ⇔ ker(α) = ker(β),

• (α, β) ∈ L ⇔ coker(α) = coker(β),

• (α, β) ∈J ⇔ (α, β) ∈ D ⇔ rank(α) = rank(β).

(ii) The J = D-classes of B are the sets

• Dq = Dq(B) = {α ∈ B : rank(α) = q} for each even 0 ≤ q < ξeven, and each odd
1 ≤ q < ξodd.

These are all regular and stable, and they form a pair of chains: D0 < D2 < · · · and
D1 < D3 < · · · .

(iii) The H -class of any idempotent from Dq is isomorphic to Sq, the symmetric group of degree q.

Remark 7.3. As in [90] (cf. [24, Proposition 2.1]), two Brauer elements α, β ∈ BA,B are R-
related if and only if α = βπ for some permutation π ∈ SB. Similar statements hold for the L
and D = J relations.

As noted in Section 7.1, the ideals of B are essentially unions of ideals from B(Ceven) and
B(Codd). It follows from Lemma 7.2(ii) that the ideals of these subcategories are the sets

• Ir = D0 ∪D2 ∪ · · · ∪Dr = {α ∈ B : rank(α) ≤ r, rank(α) is even} for even 0 ≤ r < ξeven,

• Ir = D1 ∪D3 ∪ · · · ∪Dr = {α ∈ B : rank(α) ≤ r, rank(α) is odd} for odd 1 ≤ r < ξodd,

as well as B(Ceven) and B(Codd) themselves, which are not included in the above lists if ξeven = ω
or ξodd = ω. It follows that both B(Ceven) and B(Codd) are chains of ideals, and therefore
amenable to an application of our general theory from Section 4.

The next technical lemma is analogous to Lemma 6.2, and will be used to establish the
required multiplication/separation properties on various ideals of B. It requires its own proof,
as the partitions constructed during the proof of Lemma 6.2 generally do not belong to B.

Lemma 7.4. Let A,B ∈ C , and suppose α, β ∈ BA,B with r = rank(α) ≥ rank(β) = q.

(i) If r ≥ 3 and q < r, then there exists γ ∈ Ir such that γα ∈ Dr−2 and γβ ∈ Ir−2 \Hγα.

(ii) If q = r ≥ 2 and (α, β) 6∈H , then there exists γ ∈ Ir such that

[αγ ∈ Dr and βγ ∈ Ir−2] or [γα ∈ Dr and γβ ∈ Ir−2].

(iii) If r ≥ 3 and β ∈ Hα\{α}, then there exists γ ∈ Ir such that γα ∈ Dr−2 and γβ ∈ Ir−2\Hγα.

Proof. Throughout the proof, we write α =
(
a1 · · · ar C1 · · · Cs
b1 · · · br D1 · · · Dt

)
.

(i) Since q < r, we may assume without loss of generality that {b′1, v′} is a block of β for
some v ∈ B. We then let γ ∈ BA be any Brauer partition with codomain {a1, . . . , ar−2}. We
clearly have γα ∈ Dr−2 and γβ ∈ Ir−2. Because b1 ∈ codom(γα) \ codom(γβ), we also have
(γα, γβ) 6∈ L , so that γβ 6∈ Hγα.

(ii) We assume that (α, β) 6∈ R (the case of (α, β) 6∈ L being dual), so that ker(α) 6= ker(β).
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Case 1. Suppose first that dom(α) 6= dom(β). Without loss of generality, we may assume
that {a1, v} is a block of β for some v ∈ A. We then let γ ∈ Dr be any Brauer partition with
transversals {a1, a

′
1}, . . . , {ar−1, a

′
r−1}, {v, v′}. Then

{a1, . . . , ar−1} ⊆ dom(γα) ⇒ rank(γα) ≥ r − 1 ⇒ rank(γα) = r,

by parity, so γα ∈ Dr. On the other hand, dom(γβ) ⊆ {a1, . . . , ar−1, v} and a1, v 6∈ dom(γβ),
so γβ ∈ Ir−2.

Case 2. Now suppose dom(α) = dom(β). Fix some (u, v) ∈ ker(β) \ ker(α). Then u and v
belong to distinct non-transversals of α, say {u, x} and {v, y}. We then let γ ∈ Dr be any Brauer
partition with codomain {a1, . . . , ar−2, u, v} and the blocks {x′, a′r−1} and {y′, a′r}. It is again
easy to check that γα ∈ Dr and γβ ∈ Ir−2.

(iii) Here we have β =
(
a1 · · · ar C1 · · · Cs
b1π · · · brπ D1 · · · Dt

)
for some non-trivial permutation π ∈ Sr. Without

loss of generality we may assume that 1π = r. Let γ ∈ BA be any Brauer diagram with codomain
{a1, . . . , ar−2}. Then codom(γα) = {b1, . . . , br−2} 6= {b1π, . . . , b(r−2)π} = codom(γβ), so we have
γα ∈ Dr−2 and (γα, γβ) 6∈ L .

Following the development from Section 6.3, for each even 0 ≤ q < ξeven, and for each odd
1 ≤ q < ξodd, we fix some set Xq ∈ C with nq = |Xq| ≥ q and nq ≡ q (mod 2), and without loss
of generality assume that Xq = [nq] = {1, . . . , nq}. For a permutation π ∈ Sq we will write

π\ =
(

1 · · · q q + 1, q + 2 · · · nq − 1, nq
1π · · · qπ q + 1, q + 2 · · · nq − 1, nq

)
∈ BXq .

For Ω ⊆ Sq we write Ω\ = {π\ : π ∈ Ω}. Then S\q ∼= Sq is a group H -class of B contained in Dq.
As in Section 6.3, and using the same φ(α, β) notation, we have

νN\ =
{

(α, β) ∈H �Dq : φ(α, β) ∈ N
}

for any normal subgroup N � Sq.
We now split considerations into the odd and even parts of B.

7.3 Congruences on ideals of B: the odd case

Throughout Section 7.3, we assume that every member of C has odd cardinality, and we define
ξ = LSUB

{
|A| : A ∈ C

}
.

As we have already noted, it follows from Lemma 7.2 that the ideals of B = B(C ) are the
sets

• Ir = Ir(B) = {α ∈ B : rank(α) ≤ r} for each odd 1 ≤ r < ξ, and

• Iω = Iω(B) = B in the case that ξ = ω.

An ideal Ir (r ≥ 3) contains the IN-pairs (Iq, N
\) for odd 1 ≤ q < r and N � Sq+2. These

yield the congruences RIr
Iq ,N\ = RIrIq ∪ νN\ , including the Rees congruences RIrIq when N is the

trivial subgroup. Again, we will often use the abbreviation RIr
Iq ,N\ = RIrN . Associated to the

minimal ideal I1, we have the congruences RIrI1 , ρ
Ir
I1
, λIrI1 and µIrI1 = ∆Ir . These four congruences,

together with the RIrN and the full congruence ∇̃Ir , form the lattice shown in Figure 15, and we
will see soon that these are all the congruences on Ir (r ≥ 3).

We begin with two lemmas that will help us deal with congruences on the ideal I3.

Lemma 7.5. For any α, β ∈ I3 = I3(B) with α ∼ β and (α, β) 6∈ L , we have ρI3I1 ⊆ (α, β)]I3 .
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RIrIr = ∇̃Ir

RIrI3

RIrS3

RIrA3

RIrI1

λIrI1

µIrI1

ρIrI1

= ∆Ir

Figure 15. Hasse diagram of Cong(Ir) for r ≥ 3, where Ir = Ir(B) in the case that all members
of C have odd cardinality. See Theorem 7.7.

Proof. Write σ = (α, β)]I3 , and suppose α, β ∈ BA,B. Without loss of generality, we may fix
some (u, v) ∈ coker(β) \ coker(α).

First we claim that there exists (α′, β′) ∈ σ such that (u, v) ∈ coker(β′), and at least one
of u′, v′ belongs to a lower non-transversal of α′ distinct from {u′, v′}. Indeed, if one of u, v
does not belong to codom(α), then we just take (α, β) = (α′, β′). So suppose instead that
u, v ∈ codom(β). Let the transversal of α containing u′ be {x, u′}. We then let γ ∈ BA be any
Brauer partition with codom(γ) = {x}, and note that (α′, β′) = (γα, γβ) satisfies the desired
property.

With the claim established, we may assume without loss of generality that (α, β) is already
such a pair, and that {v′, w′} is a block of α for some w ∈ B \ {u, v}. In fact, premultiplying
this pair by an arbitrary element of D1(BA), we may assume that α, β ∈ D1.

Now let (γ, δ) ∈ ρI3I1 be arbitrary, say with γ, δ ∈ BC,D. We must show that (γ, δ) ∈ σ. This
is clear if γ = δ, so suppose instead that γ, δ ∈ D1 with (γ, δ) ∈ R. Then δ = γπ for some
π ∈ SD; cf. Remark 7.3. (Note that π itself may not belong to the ideal I3.) Since π is a product
of transpositions, it suffices inductively to assume that π is a single transposition, say (x, y), so
δ = γ(x, y). Write γ =

(
c C1 · · · Ck
d D1 · · · Dl

)
.

Case 1. Suppose first that d is one of x, y, say d = x. Without loss of generality, we may
assume that D1 = {y, z} for some z. Let ε1 ∈ BC,A and ε2 ∈ BB,D be any Brauer partitions such
that ker(ε1) = ker(γ), and ε2 contains the blocks {u, x′}, {v, z′}, {w, y′} and D′2, . . . , D′l. Then
(γ, δ) = (ε1αε2, ε1βε2) ∈ σ.

Case 2. Now suppose d 6∈ {x, y}. Without loss of generality, we may assume that x ∈ D1. If
also y ∈ D1, then δ = γ, so there is nothing to prove. Thus, we may assume that D1 = {x, s}
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and D2 = {y, t} for some s, t. By Case 1, we have(
γ, γ(d, x)

)
∈ σ,

(
γ(d, x), γ(d, x)(x, y)

)
∈ σ,

(
γ(d, x)(x, y), γ(d, x)(x, y)(y, d)

)
∈ σ.

(Informally speaking, note that we are using the result of Case 1 to repeatedly “move around”
the bottom part of the transversal until we have moved it back to its original position, and in
the process switched x, y as desired.) By transitivity, it follows that

(
γ, γ(d, x)(x, y)(y, d)

)
∈ σ,

and we are done, since γ(d, x)(x, y)(y, d) = δ.

Lemma 7.6. For every π ∈ S3\{id3} there exists α ∈ D1 such that απ\ 6= α id\3 and π\α 6= id\3 α,
with all four products defined.

Proof. For any π except the transposition (2, 3), we take α =
(

1 2, 3 · · · n3 − 1, n3

1 2, 3 · · · n3 − 1, n3

)
. For π = (2, 3)

we take α =
(

3 1, 2 4, 5 · · · n3 − 1, n3

3 1, 2 4, 5 · · · n3 − 1, n3

)
.

We are now ready to prove the main result of this section. For the first part, note that the
R- and L -classes in the minimal ideal I1 = D1 are indexed by the possible (co)kernels, each of
which is a 2-equivalence on some A ∈ C . Since |A| is odd for A ∈ C , each such 2-equivalence
has a unique singleton block.

Theorem 7.7. Let C be a non-empty set of finite sets of odd cardinality, let B = B(C ) be the
Brauer category over C , and keep the above notation.

(i) The minimal ideal I1 is a partial rectangular band, so its congruence lattice is described by
Proposition 4.7. In particular, Cong(I1) is isomorphic to the lattice direct product∏

A∈C

Eq(Eq2(A))×
∏
A∈C

Eq(Eq2(A)).

(ii) For odd r ≥ 3 (including r = ω if ξ = ω),

Cong(Ir) = {∆Ir , λ
Ir
I1
, ρIrI1 , R

Ir
I1
} ∪ {RIr

Iq ,N\ : 1 ≤ q < r, q odd, N � Sq+2} ∪ {∇̃Ir}

forms the lattice pictured in Figure 15.

Proof. (i) This follows from Proposition 4.7, and the above observations about 2-equivalences.

(ii) As usual, we just need to prove the result for r = 3; Theorem 4.2 and Lemma 7.4 will take
care of the rest. For r = 3 we must show that

Cong(I3) = {∆I3 , λ
I3
I1
, ρI3I1 , R

I3
I1
, RI3

I1,A\3
, RI3

I1,S\3
, ∇̃I3},

and this in fact follows from Proposition 4.10. The technical assumptions of that proposition
follow from Lemmas 7.4(ii), 7.5 (and its dual), and 7.6.

7.4 Congruences on ideals of B: the even case

Throughout Section 7.4, we assume that each member of C has even cardinality, and we define
ξ = LSUB

{
|A| : A ∈ C

}
. This time the ideals of B = B(C ) are the sets

• Ir = Ir(B) = {α ∈ B : rank(α) ≤ r} for each even 0 ≤ r < ξ, and

• Iω = Iω(B) = B in the case that ξ = ω.
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In contrast with the odd case considered in Section 7.3, this time the two smallest ideals, I0

and I2, of B will have different behaviour to the larger ideals; compare the first part of Theo-
rem 7.7 with the first two parts of Theorem 7.12, and see also Theorem 6.6. The reason for this
is that, as in [38, Lemma 8.2], we have a retraction

f : I2 → I0 : α 7→ α̂ where α̂ =

{(
a1, a2 C1 · · · Ck
b1, b2 D1 · · · Dl

)
if α =

(
a1 a2 C1 · · · Ck
b1 b2 D1 · · · Dl

)
∈ D2

α if α ∈ D0.
(7.8)

An ideal Ir (r ≥ 4) contains the IN-pairs (Iq, N
\) for even 0 ≤ q < r andN�Sq+2. These yield

the congruences RIrN = RIr
Iq ,N\ = RIrIq ∪ νN\ , including the Rees congruences RIrIq for N = {idq+2}.

As in [38, Lemma 8.3], we also have the following four retractable IN-pairs:

(I0, {id\2}), (I0,S\2), (I2, {id\4}), (I2,K
\),

where K =
{

id4, (1, 2)(3, 4), (1, 3)(2, 4), (1, 4)(2, 3)
}

� S4 is the Klein 4-group. Each of these
retractable IN-pairs yields a family of R/λ/ρ/µ congruences, Following the same convention as
in Section 6.3, in the notation for these congruences we will omit \ and also either the normal
subgroup if it is trivial, or else the ideal I0 or I2.

The lattice formed by the above congruences together with ∇̃Ir is pictured in Figure 16.
Again, our goal is to show that these are all the congruences on Ir (r ≥ 4). To achieve this goal,
we first need two technical lemmas, both to help with the r = 4 case. The first refers to the
relation L f−1, where f is the retraction (7.8), so

L f−1 =
{

(α, β) ∈ I2 × I2 : (α̂, β̂) ∈ L
}
.

Lemma 7.9. For any α, β ∈ I4 = I4(B) with α ∼ β and (α, β) 6∈ L ∪ L f−1, we have
ρI4I0 ⊆ (α, β)]I4.

Proof. Write σ = (α, β)]I4 , and suppose α, β ∈ BA,B. We consider two cases.

Case 1. Suppose first that there exist distinct u, v, w ∈ B such that α and β contain the blocks
{u′, v′} and {v′, w′}, respectively.

Suppose γ =
(
C1 · · · Ck
D1 · · · Dl

)
∈ D0, say with γ ∈ BC,D. As in the proof of Lemma 7.5, it suffices

to show that (γ, γπ) ∈ σ for any transposition π ∈ SD, say π = (x, y). If x′, y′ belong to the
same block of γ, then γ = γπ, so there is nothing to show. Thus, we assume that D1 = {x, s}
and D2 = {y, t} for some s, t. Let ε1 ∈ BC,A and ε2 ∈ BB,D be any Brauer partitions such
that ker(ε1) = ker(γ), and ε2 contains the blocks {u, x′}, {v, s′}, {w, y′} and D3, . . . , Dl. Then
(γ, γπ) = (ε1αε2, ε1βε2) ∈ σ.

Case 2. Now suppose we are not in Case 1. This means that:

for every lower non-transversal {u′, v′} of α,
either {u′, v′} is also a block of β or else u, v ∈ codom(β), (7.10)

with a symmetrical statement for the lower non-transversals of β.
If we had α, β ∈ I2, then (7.10) would imply coker(α̂) = coker(β̂), and so (α̂, β̂) ∈ L ,

contrary to our assumption that (α, β) 6∈ L f−1. So without loss of generality, we assume
that α ∈ D4. Let the transversals of α be {ai, b′i}, i = 1, 2, 3, 4. If codom(α) = codom(β),
then (7.10) would give coker(α) = coker(β), whence (α, β) ∈ L , a contradiction. So we may as-
sume that b1 6∈ codom(β); together with (7.10), we may further assume that β contains the block
{b′1, b′2}. Choose any γ ∈ D0(BA) containing the block {a′2, a′3}, and put (α′, β′) = (γα, γβ) ∈ σ.
Then {b′1, b′2} and {b′2, b′3} are blocks of β′ and α′, respectively, so we have reduced to Case 1.
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RIrIr = ∇̃Ir

RIrI4

RIrS4

RIrA4

RIrK

λIrK ρIrK

µIrK

RIrI2

λIrI2 ρIrI2

µIrI2

RIrS2

λIrS2 ρIrS2

µIrS2

RIrI0

λIrI0 ρIrI0

µIrI0 = ∆Ir

Figure 16. Hasse diagram of Cong(Ir) for r ≥ 4, where Ir = Ir(B) in the case that all members
of C have even cardinality. See Theorem 7.12.

Lemma 7.11. For every π ∈ S4 \K there exists α ∈ D0 such that απ\ 6= α id\4 and π\α 6= id\4 α,
with all four products defined.

Proof. If π is one of (1, 2), (3, 4), (1, 3, 2, 4) or (1, 4, 2, 3), we take α =
(

1, 4 2, 3 4, 5 · · · n4 − 1, 43
1, 4 2, 3 4, 5 · · · n4 − 1, 43

)
.

Otherwise we take α =
(

1, 2 · · · n4 − 1, n4

1, 2 · · · n4 − 1, n4

)
.

We may now prove the main result of this section. The first part again involves 2-equivalences.

Theorem 7.12. Let C be a non-empty set of finite sets of even cardinality, let B = B(C ) be the
Brauer category over C , and keep the above notation.

(i) The minimal ideal I0 is a partial rectangular band, so its congruence lattice is described by
Proposition 4.7. In particular, Cong(I0) is isomorphic to the lattice direct product∏

A∈C

Eq(Eq2(A))×
∏
A∈C

Eq(Eq2(A)).
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(ii) The ideal I2 is retractable, every congruence on I0 is liftable to I2, and

Cong(I2) =
{
τ ∪ ν\N : τ ∈ Cong(I0), N � S2

}
∪
{
θI1I0,τ : τ ∈ Cong(I0)

}
.

In particular, Cong(I2) is isomorphic to the lattice direct product Cong(I0)× 3.

(iii) For even r ≥ 4 (including r = ω if ξ = ω),

Cong(Ir) = {µIr
I0,N\ , λ

Ir
I0,N\ , ρ

Ir
I0,N\ , R

Ir
I0,N\ : N � S2}

∪ {µIr
I2,N\ , λ

Ir
I2,N\ , ρ

Ir
I2,N\ , R

Ir
I2,N\ : N = {id4} or N = K}

∪ {RIr
Iq ,N\ : 2 ≤ q < r, q even, N � Sq+2} ∪ {∇̃Ir}

forms the lattice pictured in Figure 16.

Proof. Parts (i) and (ii) again follow from Propositions 4.7 and 4.8. This leaves us to prove (iii),
and as usual it suffices (by Theorem 4.2 and Lemma 7.4) to consider the case r = 4. But this
follows from Proposition 4.17, whose technical assumptions follow from Lemmas 7.4, 7.9 (and its
dual) and 7.11.

Remark 7.13. Figure 17 pictures the lattice Cong(I2) in the case that C consists of a single set of
size 4, produced with the aid of GAP [47,91]. Here B = B4 is just the Brauer monoid of degree 4.
By Theorem 7.12(ii), this lattice is essentially three copies of Cong(I0). By Theorem 7.12(i), the
latter is isomorphic to Eq3×Eq3, since there are precisely three 2-equivalences on a set of size 4.

Figure 17. Hasse diagram of Cong(I2) in B4; cf. Theorem 7.12 and Remark 7.13.

7.5 Planar and annular reducts of B

In Section 6.4 we considered subcategories of P consisting of (anti-)planar and (anti-)annular par-
titions. We will soon consider the corresponding subcategories of the Brauer category B = B(C ),
namely:

• P+(B), the category of planar Brauer partitions,
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• P±(B), the category of planar and anti-planar Brauer partitions,

• A +(B), the category of annular Brauer partitions,

• A ±(B), the category of annular and anti-annular Brauer partitions.

The category P+(B) is the Temperley–Lieb category, which is usually denoted TL. We call the
category A +(B) the Jones category, and denote it J , in light of the corresponding algebras
named after Jones [64,65]; cf. [7,50]. (But note that the Temperley–Lieb monoids TLn are often
called Jones monoids and denoted Jn; see for example [38, Section 9], and also [16, 75] for a
discussion of naming conventions.) We call P±(B) and A ±(B) the anti-Temperley–Lieb and
anti-Jones categories, respectively, and we will denote them by TL± and J ±.

Unlike the situation with P in Section 6.4, it is not simply a matter of modifying the above
arguments for B to immediately describe the congruences on the ideals of its planar and annular
reducts. The reason for this is that the customary verification of the multiplication and sepa-
ration properties requires a fairly fine geometrical analysis. Thus, we treat the planar reducts
in Section 8, and the annular reducts in Section 9. Before we do, however, note that these sub-
categories are all closed under the α 7→ α∗ map, so again Green’s relations are simply inherited
from B (cf. Lemma 7.2), although group H -classes need to be described separately:

Lemma 7.14. Let Q be any of TL, TL±, J or J ±.

(i) For α, β ∈ Q, we have

• (α, β) ∈ R ⇔ ker(α) = ker(β),

• (α, β) ∈ L ⇔ coker(α) = coker(β),

• (α, β) ∈J ⇔ (α, β) ∈ D ⇔ rank(α) = rank(β).

(ii) The J = D-classes of Q are the sets

• Dq = Dq(Q) = {α ∈ Q : rank(α) = q} for each even 0 ≤ q < ξeven, and each odd
1 ≤ q < ξodd.

These are all regular and stable, and they form a pair of chains: D0 < D2 < · · · and
D1 < D3 < · · · .

(iii) Apart from trivial exceptions for small q, the H -class of any idempotent from Dq is:

• trivial when Q = TL,
• cyclic of order 2 when Q = TL±,
• cyclic of order q when Q = J ,
• dihedral of order 2q when Q = J ±.

If Q is any of the above subcategories of B, we define the sets

• Ir = Ir(Q) = {α ∈ Q : rank(α) ≤ r, rank(α) is even} for even 0 ≤ r < ξeven,

• Ir = Ir(Q) = {α ∈ Q : rank(α) ≤ r, rank(α) is odd} for odd 1 ≤ r < ξodd.

Again, these may be used to describe all the ideals of Q, as in Section 7.1.
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8 Temperley–Lieb and anti-Temperley–Lieb categories

Throughout Section 8, we fix a non-empty set C of finite sets, and denote by TL = TL(C )
and TL± = TL±(C ) the Temperley–Lieb and anti-Temperley–Lieb categories, as defined in
Section 7.5. We often let Q stand for either of these two categories. We keep the notational
conventions of Sections 6 and 7. This includes the permutations γA ∈ SA (A ∈ C ), as in (6.7).

Just as was the case with the Brauer category B, we have Q = Q(Ceven) t Q(Codd), and
the ideals of Q similarly decompose into even and odd parts. It is therefore again sufficient to
consider separate cases where the members of C all have even size, or all odd size. In the odd
case we treat TL and TL± simultaneously (Section 8.2), but in the even case we have to separate
them (Sections 8.3 and 8.4).

Since we will often be proving results for TL and TL± at the same time, we will need to be
careful that any partitions constructed during proofs belong to TL. As noted in [38, Section 9],
the planarity constraint leads to some important points regarding parity. Let A ∈ C and write
A = {a1 < · · · < ak}. By the parity of ai, we mean the parity of i; so a1 is odd, a2 is even, and
so on.

Consider some α ∈ TL, and write α =
(
a1 · · · ar C1 · · · Cs
b1 · · · br D1 · · · Dt

)
with a1 < · · · < ar. Then we also

have b1 < · · · < br, and moreover the parities of a1, a2, a3, . . . and b1, b2, b3, . . . alternate: odd,
even, odd, and so on. For any non-transversal {x, y} or {x′, y′} of α, one of x, y is odd and the
other even. If A,B ∈ C are such that |A| and |B| have the same parity, and if we have some
collection of pairwise-disjoint edges between vertices from A ∪ B′ that may be drawn in planar
fashion (within the rectangle determined by the vertices), and obey the above parity conditions,
then it is always possible to extend these edges to a Temperley–Lieb partition from TLA,B.

If α =
(
a1 · · · ar C1 · · · Cs
b1 · · · br D1 · · · Dt

)
∈ TL− with a1 < · · · < ar, then we have b1 > · · · > br. The

parities of b1, b2, b3, . . . still alternate, but b1 can be even or odd, as b1 ≡ r (mod 2).

8.1 Multiplicative properties in TL and TL±

Throughout this section, Q denotes either of TL or TL±. Before we begin, we require the
following lemma from [38], concerning Temperley–Lieb monoids TLA. For the statement, and
for later use, recall from [93] that an element x of a regular ∗-semigroup is a projection if
x2 = x = x∗. It is easy to see that the projections of TL are of the form

(
a1 · · · aq B1 · · · Br
a1 · · · aq B1 · · · Br

)
.

Also, since the product of two (anti-)planar partitions is planar, it quickly follows that every
idempotent (and hence every projection) from TL± belongs to TL.

Lemma 8.1. Let α, β be distinct projections from TLA with r = rank(α) = rank(β) ≥ 2. Then
there exists γ ∈ Dr(TLA) such that, renaming if necessary, γα ∈ Dr and γβ ∈ Ir−2.

Proof. Actually, [38, Lemma 9.19] demonstrates the existence of a projection γ ∈ Dr(TLA) such
that, renaming if necessary αγ ∈ Dr and βγ ∈ Ir−2. But γα = γ∗α∗ = (αγ)∗ J αγ, so that
γα ∈ Dr, and similarly γβ ∈ Ir−2.

Following the established pattern, we prove the following technical lemma, which will be used
to prove the relevant multiplication/separation properties. Note that part (iii) is vacuously true
when Q = TL.
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Lemma 8.2. Let A,B ∈ C , and suppose α, β ∈ QA,B with r = rank(α) ≥ rank(β) = q.

(i) If r ≥ 3 and q < r, then there exists γ ∈ Ir such that γα ∈ Dr−2 and γβ ∈ Ir−2 \Hγα.

(ii) If q = r ≥ 2 and (α, β) 6∈H , then there exists γ ∈ Ir such that, renaming α, β if necessary,

[αγ ∈ Dr and βγ ∈ Ir−2] or [γα ∈ Dr and γβ ∈ Ir−2].

(iii) If r ≥ 3 and β ∈ Hα\{α}, then there exists γ ∈ Ir such that γα ∈ Dr−2 and γβ ∈ Ir−2\Hγα.

Proof. (i) Write α =
(
a1 · · · ar C1 · · · Cs
b1 · · · br D1 · · · Dt

)
, where a1 < · · · < ar. Put β′ = αα∗β ∈ QA,B, and

note that β′ belongs to Ir−2 (since β does). If β′ ∈ Ir−4, then we may take γ = δαα∗, for any
δ ∈ TLA with codomain {a1, . . . , ar−2}. (Since αα∗ ∈ TL, we have γ ∈ TL.)

Suppose from now on that β′ ∈ Dr−2. Define the set Q = codom(α)∩codom(β′), noting that
|Q| ≤ |codom(β′)| = rank(β′) = r − 2. If |Q| = r − 2, then Q = codom(β′), so we cannot have
Q = {b2, . . . , br−1}, because b2 is even. It follows that, regardless of the size of Q, there exists
2 ≤ i ≤ r− 1 such that bi 6∈ Q. Let the block of β′ containing b′i be {b′i, x′}. Let j ∈ {i+ 1, i− 1}
be such that x 6= bj . Let γ = δαα∗, for any δ ∈ TLA with codomain {a1, . . . , ar} \ {ai, aj} and
containing the block {a′i, a′j}. Then γβ = δβ′ ∈ Ir−2 has the block {b′i, x′}, but γα = δα ∈ Dr−2

has the block {b′i, b′j}; since bj 6= x, it follows that coker(γα) 6= coker(γβ), whence (γα, γβ) 6∈ L ,
and so γβ 6∈ Hγα.

(ii) By symmetry we may assume that (α, β) 6∈ R. Let α′ = αα∗ and β′ = ββ∗. Note that α′

and β′ are projections in the Temperley–Lieb monoid TLA (whether α, β are planar or anti-
planar). Since (α, α′) ∈ R and (β, β′) ∈ R, but (α, β) 6∈ R, we must have α′ 6= β′. We also
have rank(α′) = rank(β′) = r ≥ 2. It follows from Lemma 8.1 that there exists γ ∈ Dr(TLA)
such that, renaming if necessary, γα′ ∈ Dr and γβ′ ∈ Ir−2. Since (γα, γα′) ∈ R ⊆J , we have
γα ∈ Dr. Similarly, γβ ∈ Ir−2.

(iii) The proof here is virtually identical to that of Lemma 7.4(iii). Here we assume that
a1 < · · · < ar; the permutation π ∈ Sr then must in fact be γ[r] = (1, r)(2, r − 1) · · · , so that we
must have 1π = r. We then make sure we choose γ to belong to TL.

8.2 Congruences on ideals of TL and TL±: the odd case

For the duration of Section 8.2, we assume that every member of C has odd cardinality, write
ξ = LSUB

{
|A| : A ∈ C

}
, and let Q stand for either TL or TL±. We follow the established

procedure to find the congruences on Q and its ideals. The brunt of the work goes into enabling
an application of Proposition 4.10, which is achieved in Lemma 8.5. The proof of Lemma 8.5
is modelled on that of Lemma 7.5 concerning the Brauer category B. Several steps of the proof
require a much more subtle argument due to planarity constraints, hence the need for the next
two technical lemmas.

Lemma 8.3. Suppose σ is a congruence on I3 = I3(Q). If there exists a pair (α, β) ∈ σ with
coker(α) 6= coker(β), then there exists (α′, β′) ∈ σ with α′, β′ ∈ D1 and codom(α′) 6= codom(β′).

Proof. Let (α, β) ∈ σ be such a pair, say with α, β ∈ QA,B. For convenience, we may assume
without loss of generality that B = [k] for some k ≥ 3.

Case 1. Suppose there exists some odd u ∈ codom(α) \ codom(β). Then α has a block {x, u′}
for some x ∈ A, and β has a block {u′, y′} for some y ∈ B \{u}. We then take (α′, β′) = (γα, γβ)
for any γ ∈ TLA with codom(γ) = {x}. (Here we have u ∈ codom(α′) \ codom(β′), and clearly
α′, β′ ∈ D1.)
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Case 2. Suppose we are not in Case 1, but that there exists some even v ∈ codom(α)\codom(β).
Since there is an even element of codom(α), and since rank(α) ≤ 3, we must in fact have
rank(α) = 3, so we may write codom(α) = {u < v < w}, where u and w are odd. Since we are
not in Case 1, we have u,w ∈ codom(β) but, by assumption, v 6∈ codom(β). So β contains a
block of the form {v′, t′} for some t ∈ B\{u, v, w}; by planarity (of β or γAβ) we have u < t < w,
and we note that t is odd (as v is even).

Case 2.1. If v < t, we take (α′′, β′′) = (αγ, βγ) for any γ ∈ I3(TLB) with transversals {u, u′},
{v, v′} and {t, t′}. Then codom(α′′) = {u, v, t} yet {v′, t′} is a block of β′′. So (α′′, β′′) ∈ σ
satisfies the assumptions of Case 1 (t ∈ codom(α′′) \ codom(β′′) is odd), and we have reduced to
that case.

Case 2.2. If v > t, we take (α′′, β′′) = (αγ, βγ) for any γ ∈ I3(TLB) with transversals {t, t′},
{v, v′} and {w,w′}. Again, (α′′, β′′) ∈ σ satisfies the assumptions of Case 1.

We have now dealt with the case in which codom(α) 6⊆ codom(β). The codom(β) 6⊆ codom(α)
case is dual.

Case 3. Now suppose codom(α) = codom(β). If necessary (and without causing cokernels
to become equal), we first pre-multiply by an arbitrary element of D1(TLA), so we may as-
sume that α, β ∈ D1, say with codom(α) = codom(β) = {x}. By assumption, some lower non-
transversal of α is not a block of β. By planarity, this non-transversal of α is contained in either
{1′, . . . , (x− 1)′} or {(x + 1)′, . . . , k′}. These cases have left-right symmetry, so without loss of
generality we assume the former is the case.

Let u be the minimum element of B such that the block of α containing u′ is not equal to
the block of β containing u′. By assumption, u < x. Let the blocks of α and β containing u′ be
{u′, v′} and {u′, w′}, respectively. By minimality of u we have u < v and u < w; by symmetry,
we may assume that v < w.

Case 3.1. If u is odd, then we take (α′, β′) = (αγ, βγ) for any γ ∈ D3(TLB) containing the
blocks {u, u′}, {v, v′}, {v + 1, (v + 1)′} and {w, x}. Then u ∈ codom(β′) \ codom(α′).

Case 3.2. Now suppose u is even. Let U = {1, . . . , u − 1}, and let A′1, . . . , A′p be all of the
lower non-transversals of α contained in U ′. These involve p even and p odd elements of U .
Since |U | = u−1 is odd, U contains more odd elements than even elements, so there exists some
odd s ∈ U \ (A1 ∪ · · · ∪ Ap). Then α contains the block {s′, t′} for some t, and by definition of
the Ai, we have t > u. Since s < u, minimality of u ensures that {s′, t′} is a block of β as well;
since {u′, w′} is a block of β, planarity gives t > w. We then take (α′, β′) = (αγ, βγ) for any
γ ∈ D3(TLB) containing the blocks {v, v′}, {v + 1, (v + 1)′}, {w,w′}, {s, u} and {t, x}. Then
codom(α′) = {v} 6= {w} = codom(β′).

The next lemma will be used frequently in the proof of Lemma 8.5. The partitions γ and δ
from the statement are shown in Figure 18.

Lemma 8.4. Suppose σ is a congruence on I3 = I3(Q), and suppose there exists a pair (α, β) ∈ σ
with coker(α) 6= coker(β). Suppose γ, δ ∈ D1(TLA,B) are given by

γ =
(
u A1 A2 · · · As
v x, y B2 · · · Bt

)
and δ =

(
u A1 A2 · · · As
y v, x B2 · · · Bt

)
,

where v < x < y and x is even, and where {x′, y′}and {v′, x′} are un-nested in γ and δ, respec-
tively. Then (γ, δ) ∈ σ.

Proof. By Lemma 8.3 we may assume that α, β ∈ D1 and {a} = codom(α) 6= codom(β), say
with α, β ∈ TLC,D. As before, we may assume without loss of generality that D = [k] for some k.
So β has a block {a′, b′} for some b; since a is odd, b is even; the latter gives 1 < b < k (since
k = |D| is odd).
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• If a < b, then let ε2 ∈ D3(TLD,B) be any Temperley–Lieb partition with the blocks {a, v′},
{b, x′}, {k, y′} and B′2, . . . , B′t, and put (α′, β′) = (αε2, βε2) ∈ σ.

• If a > b, then let ε2 ∈ D3(TLD,B) be any Temperley–Lieb partition with the blocks {1, v′},
{b, x′}, {a, y′} and B′2, . . . , B′t, and put (α′, β′) = (βε2, αε2) ∈ σ.

In either case, (γ, δ) = (ε1α
′, ε1β

′) ∈ σ for any ε1 ∈ TLA,C with ker(ε1) = ker(γ).

γ =

u

v′ x′ y′

δ =

u

v′ x′ y′

Figure 18. The partitions γ, δ ∈ D1(TLA,B) from Lemma 8.4. The shaded regions denote arbitrary
(non-intersecting) non-transversals, with the regions in γ the same as the corresponding regions in δ.

Lemma 8.5. For any α, β ∈ I3 = I3(Q) with α ∼ β and (α, β) 6∈ L , we have ρI3I1 ⊆ (α, β)]I3.

Proof. Write σ = (α, β)]I3 . Since coker(α) 6= coker(β), note that Lemma 8.4 applies to σ. For
each positive integer i, write Hi = {2i, 2i+ 1}.

Let (γ, δ) ∈ ρI3I1 be arbitrary, say with γ, δ ∈ TLA,B. We must show that (γ, δ) ∈ σ. This
is clear if γ = δ, so suppose instead that γ, δ ∈ D1 and (γ, δ) ∈ R. Then we may write
γ =

(
u A1 · · · As
v B1 · · · Bt

)
and δ =

(
u A1 · · · As
w C1 · · · Ct

)
. To prove the lemma, it suffices to show that (γ, ε) ∈ σ,

where ε =
(
u A1 · · · As
1 H1 · · · Ht

)
, because by symmetry we will also have (δ, ε) ∈ σ.

To show that (γ, ε) ∈ σ, we show by induction that for each 0 ≤ i ≤ t, we have (γ, εi) ∈ σ
for some εi with codomain {1} and the blocks A1, . . . , As and H ′1, . . . ,H ′i. Taking i = t will give
the desired result.

For i = 0, we take ε0 = γ if v = 1. Otherwise, we may assume that B1 = {1, p}, and we note
that 1 < p < v and p is even. By Lemma 8.4, we have

γ =
(
u A1 A2 · · · As
v 1, p B2 · · · Bt

)
σ
(
u A1 A2 · · · As
1 p, v B2 · · · Bt

)
,

so we take ε0 to be the latter partition.
Now let 1 ≤ i ≤ t, and suppose (γ, εi−1) ∈ σ for some εi−1 with codomain {1} and the blocks

A1, . . . , As and H ′1, . . . ,H ′i−1. Let the other coker(εi−1)-classes be Ki, . . . ,Kt, where 2i ∈ Ki. If
Ki = Hi, then we take εi = εi−1, so suppose otherwise. Then Ki = {2i, q} for some q > 2i+ 1,
and we may assume that Ki+1 = {2i+ 1, p} for some p < q. Note that 1 < 2i < 2i+ 1 < p < q,
and that p is even and q odd. Several applications of Lemma 8.4 gives the following, with each
step shown in Figure 19:
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γ σ εi−1 =
(
u A1 · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · As
1 2i, q 2i+ 1, p H1 · · · Hi−1 Ki+2 · · · Kt

)
σ
(
u A1 · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · As
q 1, 2i 2i+ 1, p H1 · · · Hi−1 Ki+2 · · · Kt

)
σ
(

u A1 · · · · · · · · · · · · · · · · · · · · · · · · As
2i+ 1 1, 2i p, q H1 · · · Hi−1 Ki+2 · · · Kt

)
σ
(
u A1 · · · · · · · · · · · · · · · · · · · · · · · · As
1 2i, 2i+ 1 p, q H1 · · · Hi−1 Ki+2 · · · Kt

)
=
(
u A1 · · · · · · · · · · · · · · · · · · · · · · · · As
1 H1 · · · Hi−1 Hi p, q Ki+2 · · · Kt

)
. (8.6)

Taking εi to be this last partition, this completes the inductive step, and indeed of the lemma.

εi−1 =

σ

σ

σ
H ′i

= εi

Figure 19. Diagrammatic verification of the calculation (8.6) in the proof of Lemma 8.5. The only
vertices pictured are u, and 1′ < (2i)′ < (2i + 1)′ < p′ < q′. Shading conventions are similar to
Figure 18, but the red shaded region denotes the blocks H ′1, . . . ,H ′i−1. See the text for more details.

We may now prove the main result of this section. For part (i), note that I1(TL±) = I1(TL).
Also, the R- and L -classes in I1 are indexed by the allowable (co)kernels; by Lemma 6.9, such
(co)kernels are planar, and they must in fact be 2-equivalences (with a unique singleton block).
However, not every planar 2-equivalence arises as a (co)kernel of an element of I1; indeed, the
singleton block corresponds to a transversal, and so must not be nested by any of the blocks of
size 2. For the next statement, if A ∈ C , we will write P+

◦ (Eq2(A)) for the set of all planar
2-equivalences on A in which the unique singleton block is un-nested.
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Theorem 8.7. Let C be a non-empty set of finite sets of odd cardinality, let Q be either the
Temperley–Lieb category TL = TL(C ) or the anti-Temperley–Lieb category TL± = TL±(C ), and
keep the above notation.

(i) The minimal ideal I1 is a partial rectangular band, so its congruence lattice is described by
Proposition 4.7. In particular, Cong(I1) is isomorphic to the lattice direct product∏

A∈C

Eq(P+
◦ (Eq2(A)))×

∏
A∈C

Eq(P+
◦ (Eq2(A))).

(ii) For odd r ≥ 3 (including r = ω if ξ = ω),

Cong(Ir) = {∆Ir , λ
Ir
I1
, ρIrI1 , R

Ir
I1
} ∪ {RIrIq ,N : 1 ≤ q < r, q odd, N � Gq+2} ∪ {∇̃Ir}

forms the lattice pictured in Figure 20.

Proof. Part (i) follows from Proposition 4.7. For part (ii), it suffices as usual (by Theorem 4.2
and Lemma 8.2) to show that the result holds for r = 3. This follows from Proposition 4.10,
the technical assumptions of which follow from Lemmas 8.2(ii), 8.5 (and its dual) and 7.6. (It
should be noted that Lemma 7.6 concerned the Brauer category B, but all partitions constructed
during its proof were from TL.)

Figure 20. Left to right: Hasse diagrams of Cong(Ir(TL)), Cong(Ir(TL±)), Cong(Is(TL)) and
Cong(Is(TL±)), where r ≥ 3 is odd and s ≥ 4 is even. See Theorems 8.7, 8.8 and 8.10.

8.3 Congruences on ideals of TL: the even case

We may very quickly describe the congruences on ideals of TL in the case in which every member
of C has even size. The reason for this is that TL(C ) is then isomorphic to an ordinary planar
partition category P+(P(C ′)) over a different collection C ′; cf. [56, Section 1].

In this paragraph, C will be an arbitrary set of finite sets (of even and/or odd size). For
A ∈ C , we define 2A = A × {1, 2}, and we also write 2C = {2A : A ∈ C }. Given a planar
partition α from P+(PA,B), we “trace around” the edges of a canonical graph representing α
(see [38, Lemma 7.1]) to construct a Temperley–Lieb partition α̃ from TL2A,2B, as shown in
Figure 21. The map α 7→ α̃ is then an isomorphism P+(P(C ))→ TL(2C ).
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Figure 21. A planar partition α from P+(PA,B) (black), with its corresponding Temperley–Lieb
partition α̃ from TL2A,2B (grey).

As a result of this isomorphism, we may easily describe the congruences on ideals of TL
(in the case that all members of C are of even size) by suitably translating Theorem 6.11.
Recall that P+(Eq2(A)) denotes the set of all planar 2-equivalences on A. As usual, we write
ξ = LSUB

{
|A| : A ∈ C

}
.

Theorem 8.8. Let C be a non-empty set of finite sets of even cardinality, let TL = TL(C ) be
the Temperley–Lieb category over C , and keep the above notation.

(i) The minimal ideal I0 is a partial rectangular band, so its congruence lattice is described by
Proposition 4.7. In particular, Cong(I0) is isomorphic to the lattice direct product∏

A∈C

Eq(P+(Eq2(A)))×
∏
A∈C

Eq(P+(Eq2(A))).

(ii) The ideal I2 is retractable, every congruence on I0 is liftable to I2, and

Cong(I2) = {τ ∪∆D2 : τ ∈ Cong(I0)} ∪ {θI2I0,τ : τ ∈ Cong(I0)}.

In particular, Cong(I2) is isomorphic to the lattice direct product Cong(I0)× 2.

(iii) For even r ≥ 4 (including r = ω if ξ = ω),

Cong(Ir) = {µIrIq , λ
Ir
Iq
, ρIrIq , R

Ir
Iq

: q = 0, 2} ∪ {RIrIq : 4 ≤ q < r, q even} ∪ {∇̃Ir}

forms the lattice pictured in Figure 20.

8.4 Congruences on ideals of TL±: the even case

Now we turn to the anti-Temperley–Lieb category TL± = TL±(C ) where every member of C
has even cardinality. The trick from the previous section no longer applies: even the monoids P±n
and TL±2n are not isomorphic as they have different sizes; we will also see that they have non-
isomorphic congruence lattices (cf. Figures 14 and 20). As usual let ξ = LSUB

{
|A| : A ∈ C

}
.

We continue to use the notation introduced earlier in this section. And again we fix a specific
group H -class Gq in each D-class Dq. For q ≥ 2, such a group is cyclic of order 2, specifically
Gq = {εq, γq} where

εq = id\q =
(

1 · · · q q + 1, q + 2 · · · nq − 1, nq
1 · · · q q + 1, q + 2 · · · nq − 1, nq

)
and γq = γ\[q] =

(
1 · · · q q + 1, q + 2 · · · nq − 1, nq
q · · · 1 q + 1, q + 2 · · · nq − 1, nq

)
;

and, of course, G0 = {ε0} is trivial.
As with B and TL, the congruences on the bottom two ideals Ir = Ir(TL±), r = 0, 2, are

described by Propositions 4.7 and 4.8. Thus, the main issue is with the ideals Ir for r ≥ 4.
An ideal Ir (r ≥ 4) contains the IN-pairs (Iq, {εq+2}) and (Iq,Gq+2), for even 0 ≤ q < r.

The retraction in B persists in TL±, since for any α ∈ I2(TL±), we clearly have α̂ ∈ TL±
(indeed, α̂ ∈ TL). So the ideal I2 = I2(TL±) is retractable, and we continue to denote the
retraction by

f : I2 → I0 : α 7→ α̂.
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Further, we have the following four retractable IN-pairs in Ir:

(I0, {ε2}), (I0,G2), (I2, {ε4}), (I2,G4).

It is clear that the first and third of the above pairs are retractable. The second is retractable
because G2 = S\2 and (I0(B),S\2) is a retractable IN-pair in B (it also follows from Lemma 2.6).
The fourth is retractable because G4 =

{
id4, (1, 4)(2, 3)

}\ is a subgroup of K\ (where K is the
Klein 4-group), and since (I2(B),K\) is a retractable IN-pair in B. As usual, these retractable
IN-pairs each yield a family of µ/λ/ρ/R congruences.

Lemma 8.9. For any α, β ∈ I4 = I4(TL±) with α ∼ β and (α, β) 6∈ L ∪ L f−1, we have
ρI4I0 ⊆ (α, β)]I4.

Proof. Write σ = (α, β)]I4 , and suppose α, β ∈ TL±A,B. We consider two cases.

Case 1. Suppose first that there exist distinct u, v, w ∈ B such that α and β contain the
blocks {u′, v′} and {v′, w′}, respectively. Premultiplying the pair (α, β) by an arbitrary element
of D0(TLA), we may in fact assume that α, β ∈ D0.

Since D0(TL±) = D0(TL), we have α, β ∈ D0(TL). By Theorem 8.8, the smallest congruence
on I4(TL) containing the pair (α, β) is ρI4(TL)

I0(TL); i.e., (α, β)]I4(TL) = ρ
I4(TL)
I0(TL). But then

R̃�D0(TL±) = R̃�D0(TL) ⊆ ρ
I4(TL)
I0(TL) = (α, β)]I4(TL) ⊆ (α, β)]

I4(TL±)
= σ,

so it follows that ρI4(TL±)
I0(TL±)

= R̃�D0(TL±) ∪∆I4(TL±) ⊆ σ.

Case 2. If we are not in Case 1, then we follow the proof of Lemma 7.9 to reduce to Case 1. We
just need to be careful that the element γ constructed is planar, but we can do this by noting
that a1 and a2 have different parities (since {b′1, b′2} is a block of β), so we may choose a3 of
different parity to a2.

Theorem 8.10. Let C be a non-empty set of finite sets of even cardinality, let TL± = TL±(C )
be the anti-Temperley–Lieb category, and keep the above notation.

(i) The minimal ideal I0 is a partial rectangular band, so its congruence lattice is described by
Proposition 4.7. In particular, Cong(I0) is isomorphic to the lattice direct product∏

A∈C

Eq(P+(Eq2(A)))×
∏
A∈C

Eq(P+(Eq2(A))).

(ii) The ideal I2 is retractable, every congruence on I0 is liftable to I2, and

Cong(I2) = {τ ∪ νN : τ ∈ Cong(I0), N � G2} ∪ {θI2I0,τ : τ ∈ Cong(I0)}.

In particular, Cong(I2) is isomorphic to the lattice direct product Cong(I0)× 3.

(iii) For even r ≥ 4 (including r = ω if ξ = ω),

Cong(Ir) = {µIrIq ,N , λ
Ir
Iq ,N

, ρIrIq ,N , R
Ir
Iq ,N

: q = 0, 2, N � Gq+2}

∪ {RIrIq ,N : 4 ≤ q < r, q even, N � Gq+2} ∪ {∇̃Ir}

forms the lattice pictured in Figure 20.

Proof. As usual, Propositions 4.7 and 4.8 give the first two parts. For the third, it suffices
(by Theorem 4.2 and Lemma 8.2) to prove the r = 4 case. This follows from Proposition 4.17,
together with Lemmas 8.2(ii) and 8.9, and the dual of the latter. (In assumption (iv) of Propo-
sition 4.17 we have H = G2.)
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9 Jones and anti-Jones categories

This is the last section of the paper concerning diagram categories. It is also the last where we
use the most straightforward form of the stacking mechanism from Section 4.1. We describe the
congruences on the ideals of the Jones and anti-Jones categories, J = J (C ) and J ± = J ±(C ),
as defined in Section 7.5. Here, as usual, C is a fixed non-empty set of finite sets. Throughout
Section 9, Q will stand for either of J or J ±. As in Sections 7 and 8, we have decompositions

Q = Q(C ) = Q(Ceven) tQ(Codd),

which will allow us to assume without loss of generality that the sizes of all members of C
have the same parity; we consider the odd case in Section 9.2 and the even case in Section 9.3.
Technical results relevant to both cases are in Section 9.1.

Before we begin, we make some observations regarding an element α =
(
a1 · · · ar C1 · · · Cs
b1 · · · br D1 · · · Ds

)
of J ±, say with d(α) = A and r(α) = B. First, concerning transversals, if a1 < · · · < ar, then
the parities a1, a2, . . . , ar must alternate, but it is no longer necessarily the case that a1 is odd.

Next, if a1 < · · · < ar, then we do not necessarily have b1 < · · · < br or b1 > · · · > br, though
the possible orderings on the bi are restricted to cyclic orderings and/or reversals, depending on
whether α is annular or anti-annular. We also do not necessarily have ai ≡ bi (mod 2), even if
a1 < · · · < ar and b1 < · · · < br both hold. In an upper non-transversal Ci = {u, v}, u and v
do not necessarily have opposite parities, though these parities can only be equal if the edge
connecting u and v wraps around the identified border in an annular representation of α; for
example, consider the annular partition

(
2 1, 3

1 2, 3

)
.

Of crucial importance is the fact that if a1 = min(A) and b1 = min(B), then α as above
belongs to TLA,B. Indeed, consider some annular representation of α (as a planar graph drawn in
the usual way on the cylinder); rotating the bottom circle of the cylinder a whole number of times
if necessary, we can assume that the edge {a1, b

′
1} is drawn as a vertical line; all the remaining

edges of the graph must not cross this line, and hence do not wrap around the identified border,
so that α is actually planar.

The above considerations mean that there will sometimes be more cases to consider in proofs;
but on the other hand, they will sometimes allow us more freedom when we wish to define an
(anti-)Jones partition with a desired set of blocks.

We are now almost ready to begin, but first we introduce one more piece of notation. For
an integer n ≥ 1, we write Jn = J[n] = J[n],[n], where as usual [n] = {1, . . . , n}, and with
similar meanings for J ±n , TLn, Pn and so on. We also write γn = γ[n] and δn = δ[n], where the
permutations γA, δA ∈ SA are defined in (6.7).

9.1 Multiplicative properties in J and J ±

Once again, we need to prove the usual technical result (Lemma 9.3 below) that is used for
establishing the required multiplication and separation properties. As preparation we need an
“annular version” of Lemma 8.1. In the proof, we will use the following construction: for partitions
α ∈ Pk and β ∈ Pl, we form α ⊕ β ∈ Pk+l by placing a translated copy of β to the right of α.
When C =

{
[n] : n ∈ N

}
, this operation (extended in the natural way to arbitrary hom-sets)

gives the partition category P = P(C ) the structure of a strict monoidal category in the sense
of [67]; cf. [36, 78, 87]. Not all subcategories of P are closed under the ⊕ operation; B and TL
are, for example, but TL±, J and J ± are not. But note that, for example, if α, β ∈ J are such
that rank(α) ≤ 1 and rank(β) = 0, then α⊕ β ∈ J .

Lemma 9.1. Let α, β be distinct projections from Jn with r = rank(α) = rank(β) ≥ 2. Then
there exists γ ∈ Dr(Jn) such that, renaming if necessary, γα ∈ Dr and γβ ∈ Ir−2.
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Proof. Write α =
(
a1 · · · ar B1 · · · Bs
a1 · · · ar B1 · · · Bs

)
, where a1 < · · · < ar. Let α′ = δa1−1

n αδ−a1+1
n and

β′ = δa1−1
n βδ−a1+1

n , noting that α′, β′ are still distinct projections of rank r, and that {1, 1′} is a
transversal of α. If we can find γ′ ∈ Dr such that γ′α′ ∈ Dr and γ′β′ ∈ Ir−2, then we may take
γ = γ′δa1−1

n .
Thus, without loss of generality, we may assume that α = α′ and β = β′, so in particular

a1 = 1. From this it follows that α in fact belongs to TLn. If 1 ∈ dom(β), then β also belongs
to TLn, so the lemma follows from Lemma 8.1. Thus, for the remainder of the proof, we will
assume that 1 6∈ dom(β), and denote by {1, x} the block of β containing 1.

Since α ∈ TL, the parities of 1 = a1, a2, a3, . . . are odd, even, odd, and so on. On the other
hand, x could be even or odd; this depends on the parity of n, and whether or not the edge {1, x}
wraps around the back of the cylinder.

Case 1. Suppose first that x ≤ ar. Since x > 1 = a1, it follows that ai < x ≤ ai+1 for some
1 ≤ i ≤ r − 1. Let j ∈ {i, i+ 1} be such that x and aj have the same parity.

Case 1.1. If j ≥ 2, then we take γ ∈ Dr(TLn) to be any Temperley–Lieb projection with domain(
{a1, . . . , ar} \ {aj}

)
∪ {x}. (Note that we might in fact have aj = x.) Then γα ∈ Dr, since

{a1, . . . , ar} \ {aj} ⊆ dom(γα); but γβ ∈ Ir−2, since dom(γβ) ⊆ dom(γ) yet {1, x} = {a1, x} is
a non-transversal of γβ.

Case 1.2. Now suppose j = 1, and note then that i = 1 as well. Since x has the same parity as
aj = a1 = 1, it follows that x is odd. This then implies that the edge {1, x} of β wraps around
the back of the cylinder. By planarity, each vertex from {x+ 1, . . . , n} is contained in an upper
non-transversal of β, and this in turn tells us that n is odd. It also follows that β = β1 ⊕ β2 for
some β1 ∈ Dr(Jx) and β2 ∈ D0(Jn−x). The partitions β1 and β2 are shown in Figure 22, which
also shows further partitions constructed during this case of the proof. Further, by the definition
of x, and since a2 is even, we have a1 < x < a2 < a3 < · · · < ar, so that each of a2, . . . , ar belong
to {x + 1, . . . , n}. Let γ1 be any projection from TLx with (co)domain {1}, and let γ2 be any
projection from TLn−x with (co)domain {a2− x, . . . , ar − x}. (Note that γ2 is well defined since
a2 − x, a3 − x, . . . are odd, even, and so on, since x is odd.) Now put γ = γ1 ⊕ γ2 ∈ TLn ⊆ Jn,
and note that codom(γ) = dom(α) by construction. It follows that γ and γα both belong to Dr.
On the other hand,

γβ = (γ1β1)⊕ (γ2β2) ∈ D1(Jx)⊕D0(Jn−x) ⊆ D1 ⊆ Ir−2. (9.2)

Case 2. Now suppose x > ar.

Case 2.1. Suppose first that a graph of β may be drawn in which {1, x} does not wrap around
the back of the cylinder. By planarity, x is even, and each vertex from {2, . . . , x− 1} belongs to
a non-transversal of x. Thus, keeping in mind that β is a projection, we have β = β1 ⊕ β2 for
some β1 ∈ D0(TLx) and some β2 ∈ Dr(Jn−x). (A diagram similar to Figure 22 could be drawn.)
Since x is even, n, r and n− x all have the same parity.

Suppose first that n, r and n− x are all even. Noting that ar < x, let γ1 be any projection
from TLx with domain {a1, . . . , ar}, let γ2 be an arbitrary projection from D0(TLn−x), and put
γ = γ1⊕γ2. Then certainly γ, γα ∈ Dr, while a calculation similar to (9.2) gives γβ ∈ D0 ⊆ Ir−2.

If n, r and n − x are all odd, then we let γ = γ1 ⊕ γ2 where γ1 ∈ TLx is a projection with
domain {a1, . . . , ar−1}, and γ2 ∈ TLn−x a projection with rank 1. This time, γ, γα ∈ Dr and
γβ ∈ D1 ⊆ Ir−2.

Case 2.2. Now suppose a graph of β may be drawn in which {1, x} does wrap around the
back of the cylinder. By planarity, the n − x vertices from {x + 1, . . . , n} all belong to non-
transversals of β nested by this edge, so this set must have even size; i.e., x ≡ n (mod 2). But
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also ar ≡ n (mod 2), since α ∈ TLn, so it follows that x and ar have the same parity. Keeping in
mind that ar < x, we take γ ∈ Dr(TLn) to be any Temperley–Lieb projection with (co)domain
{a1, . . . , ar−1, x}. Then γ, γα ∈ Dr, and γβ ∈ Ir−2 since dom(γβ) ⊆ dom(γ) and γβ contains
the non-transversal {1, x} = {a1, x}.

γ

1 x n

γ1 γ2

β

β1 β2

Figure 22. The partitions β = β1 ⊕ β2 and γ = γ1 ⊕ γ2 from Case 1.2 of the proof of Lemma 9.1.

Lemma 9.3. Let A,B ∈ C , and suppose α, β ∈ QA,B with r = rank(α) ≥ rank(β) = q.

(i) If r ≥ 3 and q < r, then there exists γ ∈ Ir such that γα ∈ Dr−2 and γβ ∈ Ir−2 \Hγα.

(ii) If q = r ≥ 2 and (α, β) 6∈H , then there exists γ ∈ Ir such that, renaming α, β if necessary,

[αγ ∈ Dr and βγ ∈ Ir−2] or [γα ∈ Dr and γβ ∈ Ir−2].

(iii) If r ≥ 3 and β ∈ Hα\{α}, then there exists γ ∈ Ir such that γα ∈ Dr−2 and γβ ∈ Ir−2\Hγα.

Proof. (i) The proof is the same as that of Lemma 8.2(i), except that (in the case β′ ∈ Dr−2),
we could have Q = {b2, . . . , br−1}. In this case, we simply take i = 1 and continue as before, but
interpret i− 1 = r in the definition of j.

(ii) This follows from Lemma 9.1 in the same way that Lemma 8.2(ii) followed from Lemma 8.1.
(Note that all projections from J ± belong to J .)

(iii) We follow the proof of Lemma 7.4(iii), assuming the ordering a1 < · · · < ar. If 1π = r,
then we define γ as in the above-mentioned proof, but making sure that γ ∈ J . Otherwise,
we have 1π = i for some 1 < i < r. Here we have 2π = i ± 1 (depending on whether β
is annular or anti-annular), but since r ≥ 3 we do not have {1π, 2π} = {1, 2}. In this case
we take γ ∈ TLA to be any Temperley–Lieb partition with codomain {a3, . . . , ar}, noting that
codom(γα) = {b3, . . . , br} 6= {b1, . . . , br} \ {b1π, b2π} = codom(γβ).

9.2 Congruences on ideals of J and J ±: the odd case

For the duration of Section 9.2, we assume that every member of C has odd cardinality. Most of
the work goes into describing the congruences on the ideal I3 = I3(Q), which largely amounts to
verifying the technical assumptions of Proposition 4.10; see Lemma 9.6. The rest is taken care
of by our stacking mechanism.

Lemma 9.4. Suppose σ is a congruence on I3 = I3(Q). If there exists a pair (α, β) ∈ σ with
coker(α) 6= coker(β), then there exists (α′, β′) ∈ σ with α′, β′ ∈ D1 and codom(α′) 6= codom(β′).
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Proof. Let (α, β) ∈ σ be such a pair, say with α, β ∈ QA,B, and assume for convenience
that B = [k] for some k. If codom(α) 6⊆ codom(β), then we fix u ∈ codom(α) \ codom(β),
and (regardless of the parity of u) we follow Case 1 in the proof of Lemma 8.3 to find such a
pair (α′, β′). By symmetry, the only remaining case is where codom(α) = codom(β), and again
premultiplying by an arbitrary element of D1(TLA), we may assume that α, β ∈ D1, say with
codom(α) = codom(β) = {x}. Further premultiplying by an element of JB,A with domain {x},
we may assume that α, β ∈ QB both contain the transversal {x, x′}.

Now let α′′ = δx−1
B αδ1−x

B and β′′ = δx−1
B βδ1−x

B . (Since δB may not belong to I3, we are
not able to assume that (α′′, β′′) ∈ σ.) Since coker(α) 6= coker(β), and since δB is a unit,
it follows that coker(α′′) 6= coker(β′′). Since α′′ and β′′ both contain the transversal {1, 1′},
they belong to TLB, indeed to D1(TLB). We then apply the argument of Case 3 in the proof
of Lemma 8.3 to the pair (α′′, β′′), which tells us that there exists γ ∈ D3(TLB) such that
codom(α′′γ) 6= codom(β′′γ); i.e., codom(δx−1

B αδ1−x
B γ) 6= codom(δx−1

B βδ1−x
B γ). Since δB is a

unit, it follows from this that codom(α · δ1−x
B γ) 6= codom(β · δ1−x

B γ). Since δ1−x
B γ ∈ I3(Q), we

may take (α′, β′) = (α · δ1−x
B γ, β · δ1−x

B γ) ∈ σ.

The next lemma improves on the previous one by showing that the pair (α′, β′) can be taken
with α′, β′ ∈ TL.

Lemma 9.5. Suppose σ is a congruence on I3 = I3(Q). If there exists a pair (α, β) ∈ σ with
coker(α) 6= coker(β), then there exists (α′, β′) ∈ σ with α′, β′ ∈ D1(TL) and codom(α′) 6= codom(β′).

Proof. Again we assume that α, β ∈ QA,B, with B = [k] for some odd k = 2l+1. By Lemma 9.4
we may assume that {u} = codom(α) 6= codom(β) = {v}, and by symmetry that u < v. For
1 ≤ i ≤ l, let Hi = {2i, 2i+ 1}, and put

α′ =
(

1 H1 H2 · · · Hl
1 H1 H2 · · · Hl

)
and β′ =

(
1 H1 H2 · · · Hl
3 1, 2 H2 · · · Hl

)
,

both from TLB. Also let ε1 be any element of D1(TLB,A) with ker(ε1) = ker(α′).

Case 1. If u and v have the same parity, then (α′, β′) = (ε1αε2, ε1βε2) ∈ σ for any Jones
partition ε2 ∈ JB containing the blocks {u, 1′}, {u+ 1, 2′}, {v, 3′} and H ′2, . . . ,H ′l .

Case 2. Next suppose u is odd and v is even. Since k is odd, we have v < k. In this case,
(α′, β′) = (ε1βε2, ε1αε2) ∈ σ for any Jones partition ε2 ∈ JB containing the blocks {u, 3′},
{v, 1′}, {k, 2′} and H ′2, . . . ,H ′l .

Case 3. Similarly, if u is even and v is odd, then (α′, β′) = (ε1βε2, ε1αε2) ∈ σ for any Jones
partition ε2 ∈ JB containing the blocks {1, 2′}, {u, 3′}, {v, 1′} and H ′2, . . . ,H ′l .

Here is the analogue of Lemmas 7.5 and 8.5 for J and J ±:

Lemma 9.6. For any α, β ∈ I3 = I3(Q) with α ∼ β and (α, β) 6∈ L , we have ρI3I1 ⊆ (α, β)]I3 .

Proof. By the proof of Lemma 9.5, we may assume that

α =
(

1 H1 H2 · · · Hl
1 H1 H2 · · · Hl

)
and β =

(
1 H1 H2 · · · Hl
3 1, 2 H2 · · · Hl

)
,

where α, β ∈ TL2l+1 for some l ≥ 1, and where Hi = {2i, 2i+1} for all i ≥ 1. Write C = [2l+1].

Write τ = ρ
I3(TL)
I1(TL) for the ρI1 congruence on the ideal I3(TL) of the Temperley–Lieb category

TL = TL(C ). Note that τ is not a congruence on I3(Q), but by Lemma 8.5, we have

τ ⊆ (α, β)]I3(TL) ⊆ (α, β)]I3(Q) ⊆ σ.
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Now let γ ∈ D1(Q) be arbitrary, say with γ ∈ QA,B, and write γ =
(
u A1 · · · As
v B1 · · · Bt

)
. Without

loss of generality we may assume that B = [k] where k = 1 + 2t (we may or may not have t = l).
As usual, we may prove the lemma by showing that (γ, δ) ∈ σ, where δ =

(
u A1 · · · As
1 H1 · · · Ht

)
.

First we claim that

(γ, γ′) ∈ σ for some γ′ ∈ QA,B with ker(γ′) = ker(γ) and codom(γ′) = {1}. (9.7)

We prove (9.7) by descending induction on v. If v = 1 we just take γ′ = γ, so assume instead
that v > 1. Fix any ε1 ∈ QA,C with ker(ε1) = ker(γ). Without loss of generality, we may assume
that B1 = {p, v − 1}, and we note that the edge B′1 is un-nested in (an annular drawing of) γ.
We either have p < v − 1 or else p > v.

Case 1. Suppose first that p < v − 1. Since B′1 does not wrap around the back of the cylin-
der, p and v − 1 have opposite parities. Thus, p < v − 1 < v are of alternating parities. Put
ε2 =

(
1 2 3 H2 · · · Hl
p v − 1 v B2 · · · Bt

)
, noting that ε2 ∈ JC,B (as B′1 is un-nested in γ). Then with γ′′ = ε1αε2,

we have (γ, γ′′) = (ε1βε2, ε1αε2) ∈ σ. But γ′′ =
(
u A1 · · · · · · As
p v − 1, v B2 · · · Bt

)
. Since p < v, we have in-

ductively that (γ′′, γ′) ∈ σ for some γ′ with codom(γ′) = {1} and ker(γ′) = ker(γ′′) = ker(γ).
By transitivity, we also have (γ, γ′) ∈ σ, completing the proof of (9.7) in this case.

Case 2. Now suppose p > v. Since B′1 wraps around the back of the cylinder (and since k is
odd), p and v− 1 have the same parity. Thus, v− 1 < v < p have alternating parities. This time
put ε2 =

(
1 2 3 H2 · · · Hl
v p v − 1 B2 · · · Bt

)
, again noting that ε2 ∈ JC,B (as B′1 is un-nested in γ). Then with

γ′′ = ε1βε2, we have (γ, γ′′) = (ε1αε2, ε1βε2) ∈ σ. But γ′′ =
(

u A1 · · · · · · As
v − 1 v, p B2 · · · Bt

)
, and again the

inductive assumption completes the proof of (9.7) in this case.

Now that we have established (9.7), write γ′ =
(
u A1 · · · As
1 C1 · · · Ct

)
, so (γ, γ′) ∈ σ. Let

δ1 =
(

1 H1 · · · Ht
1 C1 · · · Ct

)
and δ2 =

(
1 H1 · · · Ht
1 H1 · · · Ht

)
,

both from QB. Since δ1 and δ2 both contain the transversal {1, 1′}, they both in fact belong
to TLB. But (δ1, δ2) ∈ ρI3(TL)

I1(TL) = τ , so since τ ⊆ σ (as shown near the beginning of the proof), we
have (δ1, δ2) ∈ σ. But then (γ′, δ) = (γδ1, γδ2) ∈ σ. (The element δ was defined near the start
of the proof.) Thus, (γ, δ) ∈ σ by transitivity. As noted above, this completes the proof.

We are now ready to prove the main result of this section. For the statement, note that
I1(J ±) = I1(J ). Also, the R- and L -classes in I1 are indexed by the allowable (co)kernels; by
Lemma 6.9, such (co)kernels are planar, and they must in fact be 2-equivalences. Unlike the case
with TL and TL±, however, any planar 2-equivalence arises as a (co)kernel of an element of I1;
indeed, although the unique block of size 1 corresponds to a transversal, if this block is nested
by other blocks, then these blocks can wrap around the back of the cylinder. Thus, the R- and
L -classes in D1(QA) are indexed by P+(Eq2(A)), the set of all planar 2-equivalences on A.

Theorem 9.8. Let C be a non-empty set of finite sets of odd cardinality, let Q be either the
Jones category J = J (C ) or the anti-Jones category J ± = J ±(C ), and keep the above notation.

(i) The minimal ideal I1 is a partial rectangular band, so its congruence lattice is described by
Proposition 4.7. In particular, Cong(I1) is isomorphic to the lattice direct product∏

A∈C

Eq(P+(Eq2(A)))×
∏
A∈C

Eq(P+(Eq2(A))).
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(ii) For odd r ≥ 3 (including r = ω if ξ = ω),

Cong(Ir) = {∆Ir , λ
Ir
I1
, ρIrI1 , R

Ir
I1
} ∪ {RIrIq ,N : 1 ≤ q < r, q odd, N � Gq+2} ∪ {∇̃Ir}.

Proof. The proof is virtually identical to that of Theorems 7.7 and 8.7. We use Lemmas 9.3, 9.6
and 7.6 to support Proposition 4.10 in the r = 3 case.

Remark 9.9. Figure 23 shows the lattices Cong(I9(J )) and Cong(I9(J ±)). While these dia-
grams may give the impression that the upper parts of the lattices Cong(Ir(J )) and Cong(Ir(J ±))
are always chains when r is odd, this is not actually the case. Indeed, as in Remark 4.3 (cf. Fig-
ure 5), these upper parts consist of copies of N (Cq) or N (Dq) for q = 3, 5, . . . , r stacked on top of
each other. These normal subgroup lattices are chains for q ≤ 13, but, of course, not in general.

Figure 23. Left to right: Hasse diagrams of Cong(I9(J )), Cong(I9(J±)), Cong(I8(J )) and
Cong(I8(J±)). See Theorems and 9.8 and 9.11.

9.3 Congruences on ideals of J and J ±: the even case

We now assume every member of C has even cardinality, and define ξ = LSUB
{
|A| : A ∈ C

}
.

Throughout this section, Q denotes either J = J (C ) or J ± = J ±(C ). Even though the
congruence lattices of Q and of its ideals are more involved than in the odd case (see Figure 23),
the actual proof of the classification result (Theorem 9.11) is easier than its odd counterpart
(Theorem 9.8), for the following reason. As we showed in Section 6.4, the (co)kernel of any
α ∈ J ± is a planar equivalence. It follows from this that the minimal ideal I0(Q) = D0(Q) is in
fact equal to I0(TL) = D0(TL). The proof of the next lemma is therefore virtually identical to
that of Lemma 8.9. In the statement, we write f : I2 → I0 : α 7→ α̂ for the retraction, which is
the appropriate restriction of (7.8).
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Lemma 9.10. For any α, β ∈ I4 = I4(Q) with α ∼ β and (α, β) 6∈ L ∪ L f−1, we have
ρI4I0 ⊆ (α, β)]I4.

In order to state the main result of this section, we first fix some group H -classes in Q, and
discuss the (retractable) IN-pairs. For n ≥ 2, recall that we write γn = γ[n] = (1, 2, . . . , n) and
δn = δ[n] = (1, n)(2, n− 1) · · · , as in (6.7). We then define

Cn = 〈γn〉 and Dn = 〈γn, δn〉,

the cyclic group of order n and the dihedral group of order 2n, respectively, for (even) n ≥ 4;
since γ2 = δ2, we have C2 = D2. For any even 2 ≤ q < ξ, and continuing to use the π\ notation,
we define

Gq =

{
C\q if Q = J
D\q if Q = J ±.

Then Gq is a group H -class contained in Dq. In what follows, we will also write εq = id\q, so
that εq is the identity element of the group Gq.

An ideal Ir (r ≥ 4) contains the IN-pairs (Iq, N) for even 0 ≤ q < r and N � Gq+2. These
yield the congruences

RIrN = RIrIq ,N = RIrIq ∪ νN ,

each involving the νN relation, membership of which is again determined by the φ(α, β) param-
eter, as defined in Section 6.3.

We also have retractable IN-pairs in two forms:

• (I0, N) for N � G2, and

• (I2, N) for N � G4 satisfying N ≤ K\, where K � S4 is the Klein 4-group.

When Q = J , the only normal subgroups of G4 contained in K\ are {id\4} and C\, where
C = 〈γ2

4〉 =
{

id4, (1, 3)(2, 4)
}
. So the above list yields four retractable IN-pairs in Ir(J ) for

even r ≥ 4:

(I0, {ε2}), (I0,G2), (I2, {ε4}), (I2, C
\).

When Q = J ±, however, there are three normal subgroups of G4 contained in K\: {id\4}, C\ and
K\ = 〈γ2

4 , δ4〉\ itself. So the above list yields five retractable IN-pairs in Ir(J ±) for even r ≥ 4:

(I0, {ε2}), (I0,G2), (I2, {ε4}), (I2, C
\), (I2,K

\).

These retractable IN-pairs yield the usual families of R/λ/ρ/µ congruences. But note that for
both categories, there are normal subgroups N � G4 for which (I2, N) is not retractable. When
Q = J , the only such N is G4 = C\4 itself. When Q = J ±, there is G4 = D\4 itself, and two
others: C\4, and a normal subgroup we will denote by K\, where

K =
{

id4, (1, 3), (2, 4), (1, 3)(2, 4)
}

�D4.

(Note that K is isomorphic to K.)
Figures 24 and 25 show the congruences coming from the (retractable) IN-pairs just discussed,

in the case r = 4, as well as the universal congruence ∇̃I4 , with the usual abbreviations. Note
that the lattices in Figures 24 and 25 are instances of the general case pictured in Figure 7. For
r = 8, but without labels on the congruences, see Figure 23. The “non-chainlike” structure of
the upper part of the lattices is due to the complexity of the normal subgroup lattices N (Gq).

For the first part of the following statement, keep in mind that D0(J ) = D0(J ±) = D0(TL),
so that the R- and L -classes in D0 are again indexed by the planar 2-equivalences on the sets
from C .
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= ∇̃I4RI4I4

RI4C4

RI4C

λI4C ρI4C

µI4C

RI4I2

λI4I2 ρI4I2

µI4I2

RI4C2

λI4C2 ρI4C2

µI4C2

RI4I0

λI4I0 ρI4I0

µI4I0 = ∆I4

Figure 24. Hasse diagram of Cong(I4), where I4 = I4(J ) in the case that all members of C have
even cardinality. We abbreviate RI4

Iq−2,N\ = RI4
N , and similarly for λ, ρ and µ. See Theorem 9.11.

Theorem 9.11. Let C be a non-empty set of finite sets of even cardinality, let Q be either the
Jones category J = J (C ) or the anti-Jones category J ± = J ±(C ), and keep the above notation.

(i) The minimal ideal I0 is a partial rectangular band, so its congruence lattice is described by
Proposition 4.7. In particular, Cong(I0) is isomorphic to the lattice direct product∏

A∈C

Eq(P+(Eq2(A)))×
∏
A∈C

Eq(P+(Eq2(A))).

(ii) The ideal I2 is retractable, every congruence on I0 is liftable to I2, and

Cong(I2) = {τ ∪ νN : τ ∈ Cong(I0), N � G2} ∪ {θI2I0,τ : τ ∈ Cong(I0)}.

In particular, Cong(I2) is isomorphic to the lattice direct product Cong(I0)× 3.

(iii) For even r ≥ 4 (including r = ω if ξ = ω),

Cong(Ir) = {µIrI0,N , λ
Ir
I0,N

, ρIrI0,N , R
Ir
I0,N

: N � G2}

∪ {µIrI2,N , λ
Ir
I2,N

, ρIrI2,N , R
Ir
I2,N

: N � G4, N ≤ K\}

∪ {RIrIq ,N : 2 ≤ q < r, q even, N � Gq+2} ∪ {∇̃Ir}.

Proof. The proof is virtually identical to that of Theorems 7.12 and 8.8. We use Lemmas 9.3, 9.10
and 7.11 to support Proposition 4.17 in the r = 4 case.
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= ∇̃I4RI4I4

RI4D4

RI4
K

RI4C4RI4K

λI4K ρI4K

µI4K

RI4C

λI4C ρI4C

µI4C

RI4I2

λI4I2 ρI4I2

µI4I2

RI4D2

λI4D2
ρI4D2

µI4D2

RI4I0

λI4I0 ρI4I0

µI4I0 = ∆I4

Figure 25. Hasse diagram of Cong(I4), where I4 = I4(J±) in the case that all members of C have
even cardinality. We abbreviate RI4

Iq−2,N\ = RI4
N , and similarly for λ, ρ and µ. See Theorem 9.11.

10 Categories and partial semigroups with H -congruences

In Sections 5–9, we have seen many applications of the stacking mechanism established by The-
orem 4.2. However this theorem does not apply to two of our remaining examples: the linear
category L (Section 11) and the partial braid category IB (Section 12). Although these cate-
gories are both chains of ideals (as in Definition 4.1), their ideals Ir do not satisfy the property
Sep(Ir). This, in turn, is a consequence of the presence of H -congruences: i.e., congruences
contained in Green’s H -relation.

We note that we have already encountered some H -congruences: µI0,S2 is the unique non-
trivial H -congruence in the categories B, TL±, J and J ± in the case that all underlying sets
are of even size. However, this congruence occurs sufficiently “low down” in the chain of ideals
that it is subsumed in the computation of the bottom portion of the lattice, Cong(Ik) in the
notation of Theorem 4.2.

In this section we undertake another theoretical development that will enable us to deal with
categories such as L and IB. The development again builds on Section 3, and yields exten-
sions of the results from Section 4 with Sep(Ir) replaced by a weaker condition we call Sepζ(Ir).
We begin in Section 10.1 by discussing H -congruences, the main result being Proposition 10.5,
which describes all such congruences on an arbitrary stable, regular partial semigroup. Then in
Section 10.2, we return to chains of ideals and prove the above-mentioned extension of Theo-
rem 4.2, which is Theorem 10.8. We also establish a certain specialisation of Theorem 10.8 in

80



Theorem 10.16, which is in fact sufficient to deal with our intended applications.

10.1 H -congruences

Throughout Section 10.1, S denotes a fixed partial semigroup. By an H -congruence on S we
mean a congruence that is contained in H .

A well-known result of Lallement [74] states that a congruence σ on a regular semigroup is
contained in H if and only if it is idempotent-separating, meaning that distinct idempotents
are never σ-related. Although it is not essential for our purposes, we give a short argument,
communicated to us by John Meakin, that these concepts are equivalent for partial semigroups
as well. As with ordinary semigroups, an inverse of an element x of the partial semigroup S is
an element a ∈ S for which x = xax and a = axa.

Lemma 10.1. Let σ be a congruence on a regular partial semigroup S. Then σ is an H -
congruence if and only if it is idempotent-separating.

Proof. Since an H -class contains at most one idempotent, the forwards implication is triv-
ial. Conversely, suppose σ is idempotent-separating, and let (x, y) ∈ σ. We must show that
(x, y) ∈H . We just show that (x, y) ∈ R, and (x, y) ∈ L will follow by symmetry. Let a be an
inverse of x, and note that (xa, ya) ∈ σ with xa an idempotent. Then ya σ xa = (xa)2 σ (ya)2.
Now let b be an inverse of (ya)2. It is easy to check that (ya)b(ya) is an idempotent. But then

xa σ ya σ (ya)2 = (ya)2b(ya)2 σ (ya)b(ya).

Since xa and (ya)b(ya) are both idempotents, it follows that xa = (ya)b(ya), and from this that
x = (xa)x = (ya)b(ya)x ∈ yS. A symmetrical argument shows that y ∈ xS, and so (x, y) ∈ R,
as required.

Since H is an equivalence, the join and meet of any family of H -congruences is an H -
congruence, so the set CongH (S) of all H -congruences is a (complete) sublattice of Cong(S).
The join of all H -congruences is the maximum H -congruence, and this will be denoted by
ζ = ζS . (The maximum idempotent-separating congruence on a regular semigroup is typically
denoted µ = µS [55], but we use ζ to avoid confusion with our other frequent use of the µ
symbol.) By analogy with semigroup terminology, we say the partial semigroup S is fundamental
if ζS = ∆S . In general, the quotient S/ζS is fundamental.

In the next statement, recall that an element x of a partial semigroup S is self-divisible if
x = ux = xv for some u, v ∈ S. If S is regular or a category, then every element of S is
self-divisible.

Lemma 10.2. If S is a partial semigroup in which every element is self-divisible, and if T is an
ideal extension of S, then

(i) every H S-congruence on S is liftable to T ,

(ii) ζS = ζT �S.

Proof. (i) Let σ be an H S-congruence on S, and let (x, y) ∈ σ and a ∈ T . We need to show
that

r(a) = d(x) ⇒ (ax, ay) ∈ σ and d(a) = r(x) ⇒ (xa, ya) ∈ σ.

It is sufficient to establish the first, so suppose r(a) = d(x). As x ∈ S is self-divisible, we have
x = ux for some u ∈ S. Since (x, y) ∈ σ ⊆ H ⊆ R, it follows that y = uy also. But then
(ax, ay) = ((au)x, (au)y) ∈ σ, since au ∈ S (as S is an ideal) and σ is a congruence on S.
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(ii) First note that ζT �S is a congruence on S. We also have ζT �S ⊆H T �S = H S by Lemma 2.1(i).
This shows that ζT �S is an H S-congruence on S, so it follows that ζT �S ⊆ ζS .

Conversely, part (i) tells us that ζS ∪ ∆T is a congruence on T , and it is in fact an H T -
congruence. It follows that ζS ∪∆T ⊆ ζT , and so ζS ⊆ ζT �S .

In what follows, it will be important to understand the H -congruences on stable, regular
partial semigroups. Thus, for the remainder of Section 10.1, we assume S is stable and regular.
Let the D = J -classes of S be {Dq : q ∈ Q}. Define a partial order≤ onQ by p ≤ q ⇔ Dp ≤ Dq

in the usual ordering on J -classes. For each q ∈ Q, fix some group H -class Gq in Dq.
Since ζ�Dq ⊆H for each q, Lemma 2.8 gives ζ�Dq = νZq for some Zq �Gq. Thus,

ζ =
⋃
q∈Q

νZq .

Similarly, for any H -congruence σ, noting that σ ⊆ ζ, we have

σ =
⋃
q∈Q

νNq for some Q-tuple N = (Nq)q∈Q, where Nq �Gq and Nq ≤ Zq for each q. (10.3)

Not all such Q-tuples N give rise to congruences of the form (10.3), however. To classify those
that do, we require the following concept.

Fix some p, q ∈ Q with p ≤ q, and some N �Gq with N ≤ Zq. Consider the relation ν]N�Dp :
i.e., the restriction of the congruence ν]N ∈ Cong(S) to the J = D-class Dp. Note that

N ≤ Zq ⇒ νN ⊆ νZq ⊆ ζ ⇒ ν]N ⊆ ζ ⇒ ν]N�Dp ⊆ ζ�Dp ⊆H .

By Lemma 2.8, there exists a normal subgroup N↓p �Gp such that N↓p ≤ Zp and

ν]N�Dp = νN↓p .

For r ∈ Q with r 6≤ q, we have ν]N�Dr = ∆Dr because ν]N ⊆ RI for the ideal I =
⋃
p≤qDp, and

so
ν]N = ∆S ∪

⋃
p≤q

νN↓p . (10.4)

Note that with N �Gq and N ≤ Zq as above, we have N↓q = N ; indeed, if I =
⋃
p<qDp denotes

the ideal of all elements strictly ≤J -below Dq, then νN ⊆ ν]N�Dq ⊆ R]I,N�Dq = RI,N�Dq = νN ,
so that νN = ν]N�Dq = νN↓q . (As in the proof of Lemma 2.9, we have I = ∅ if Dq is the minimal
ideal of S; in this case, the previous calculation simplifies, as then νN is a congruence on Dq, so
that ν]N�Dq = νN�Dq = νN .) It is also clear that {idGq}↓p = {idGp} for any p, q ∈ Q.

We call a Q-tuple N = (Nq)q∈Q an NZ-tuple if

• Nq �Gq and Nq ≤ Zq for all q ∈ Q, and

• N↓pq ≤ Np for all p, q ∈ Q with p ≤ q.

To such an NZ-tuple N, we associate the relation

Θ(N) = ΘS(N) =
⋃
q∈Q

νNq .

Proposition 10.5. If S is a stable, regular partial semigroup, then

CongH (S) = {ΘS(N) : N is an NZ-tuple}.
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Proof. We first show that Θ(N) is a congruence for any NZ-tuple N = (Nq)q∈Q. Since Θ(N) is
a union of equivalences on disjoint sets, it suffices to show that for all (x, y) ∈ Θ(N) and a ∈ S,

r(a) = d(x) ⇒ (ax, ay) ∈ Θ(N) and d(a) = r(x) ⇒ (xa, ya) ∈ Θ(N).

As usual, we just do the first, so suppose r(a) = d(x), and also suppose (x, y) ∈ νNq . Now,

Nq ≤ Zq ⇒ (x, y) ∈ νZq ⊆ ζ ⇒ (ax, ay) ∈ ζ ⊆H ⊆ D ⇒ ax, ay ∈ Dp for some p ≤ q.

But then (ax, ay) ∈ (x, y)]�Dp ⊆ ν
]
Nq

�Dp = ν
N
↓p
q
⊆ νNp ⊆ Θ(N), as required.

Conversely, we have already seen that any H -congruence σ has the form (10.3). Suppose
p, q ∈ Q are such that p ≤ q. Then ν

N
↓p
q

= ν]Nq�Dp ⊆ σ]�Dp = σ�Dp = νNp , which gives

N
↓p
q ≤ Np.

So if θ is an H -congruence on the stable, regular partial semigroup S, then θ = Θ(N) for
some NZ-tuple N; we denote this tuple by N = N(θ). If N(θ) = (Nq)q∈Q, then we will write
N(θ)q = Nq for any q ∈ Q.

The ordering in the lattice CongH (S) is given by coordinate-wise inclusion of (normal)
subgroups: for two NZ-tuples N = (Nq)q∈Q and N′ = (N ′q)q∈Q, we have

Θ(N) ⊆ Θ(N′) ⇔ Nq ≤ N ′q for all q ∈ Q.

10.2 More on chains of ideals

We now wish to prove an analogue of Theorem 4.2 for partial semigroups that may have non-
trivial H -congruences. The proof of Theorem 4.2 relied on iterating Theorem 3.14(iii), and this
iteration required suitably large ideals to have property Sep(Ir). In the absence of this property,
we iterate the more general Theorem 3.14(ii), and look to replace Sep(Ir) by a weaker property.

An immediate consequence of item (S3) in Sep(T ) is that the principal congruence generated
by a non-trivial pair of H -related elements fromDT is never an H -congruence. Thus, if there are
non-trivial ζ-related pairs in DT , then Sep(T ) cannot hold. The minimum weakening of Sep(T )
to partial semigroups that may have non-trivial H -congruences, which is simultaneously the
maximum strengthening of Sep[(T ) to such partial semigroups, is to exclude the pairs belonging
to ζ�DT from (S3). Thus, we arrive at the following:

Definition 10.6. A partial semigroup T satisfies the property Sepζ(T ) if it satisfies Dmax(T ),
the ideal S = T \DT satisfies Dmax(S), and the following hold:

(S1)ζ for any x ∈ DT and y ∈ S with x ∼ y, there exists (x′, y′) ∈ (x, y)]T such that x′ ∈ DS

and y′ ∈ S \HS
x′ ,

(S2)ζ for any x ∈ DT and y ∈ DT \ HT
x with x ∼ y, there exists (x′, y′) ∈ (x, y)]T such that

x′ ∈ DT and y′ ∈ S,

(S3)ζ for every x, y ∈ DT with (x, y) ∈H T \ζT , there exists (x′, y′) ∈ (x, y)]T such that x′ ∈ DS

and y′ ∈ S \HS
x′ ,

We also have the corresponding multiplicative property, which we denote by Multζ(T ), and
which clearly implies Sepζ(T ); cf. Definitions 3.4 and 3.5.
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Definition 10.7. A partial semigroup T satisfies the property Multζ(T ) if it satisfies Dmax(T ),
the ideal S = T \DT satisfies Dmax(S), and the following hold:

(M1)ζ for any x ∈ DT and y ∈ S with x ∼ y, there exist a, b ∈ T 1 such that (renaming x, y if
necessary) axb ∈ DS and ayb ∈ S \HS

axb,

(M2)ζ for any x ∈ DT and y ∈ DT \HT
x with x ∼ y, there exists a, b ∈ T 1 such that (renaming

x, y if necessary) axb ∈ DT and ayb ∈ S,

(M3)ζ for every x, y ∈ DT with (x, y) ∈H T \ ζT , there exists a, b ∈ T 1 such that (renaming x, y
if necessary) axb ∈ DS and ayb ∈ S \HS

axb.

The next result concerns a chain of ideals U , as in Definition 4.1. Thus, U is a stable, regular
partial semigroup, and U/J = {Dq : 0 ≤ q < ξ} with D0 < D1 < · · · , where ξ is some ordinal
from the set {1, 2, 3, . . . , ω}. As in the discussion following Definition 4.1, we have the ideals
Ir = D0 ∪D1 ∪ · · · ∪Dr for 0 ≤ r < ξ, and also Iω = U in the case ξ = ω. We also fix group H -
classes Gq in Dq (0 ≤ q < ξ), and the normal subgroups Zq �Gq for which ζU = νZ0 ∪ νZ1 ∪ · · · .
Lemma 10.2(ii) gives ζIr = νZ0 ∪ νZ1 ∪ · · · ∪ νZr for 0 ≤ r < ξ; thus, in what follows, we will not
use subscripts to distinguish the ζ relations on U and its ideals. It also follows that NZ-tuples
in ideals of U are just truncations of NZ-tuples in U .

Theorem 10.8. Let U be a chain of ideals of height ξ, and keep the notation of Definition 4.1
and the above discussion. Suppose there exists 0 ≤ k < ξ such that the following hold:

CongU(Ik) = Cong(Ik), ∇gen(Ik), Sepζ(Ir) for all k < r < ξ.

Then for any r ≥ k (including r = ω if ξ = ω),

(i) CongH (Ir) =
{

ΘIr(N) : N is an NZ-tuple in Ir
}
,

(ii) Cong(Ir) =
{
σ ∪ θ : σ ∈ Cong(Ik), θ ∈ CongH (Ir), θ�Ik ⊆ σ

}
∪
{
RIrIq ,N ∪ θ : k ≤ q < r, N �Gq+1, θ ∈ CongH (Ir), N(θ)q+1 ≤ N

}
∪ {∇̃Ir}.

Proof. Part (i) is Proposition 10.5, so we just need to prove (ii). We begin by showing that
the stated relations are congruences. First suppose τ = σ ∪ θ, where σ ∈ Cong(Ik) and
θ ∈ CongH (Ir) are such that θ�Ik ⊆ σ, and write N = N(θ) = (N0, N1, . . .). Since θ ⊆H ⊆ D
and θ�Ik ⊆ σ, we have τ = σ ∪ θ�Ir\Ik , the union of two equivalence relations on disjoint sets;
hence, τ is an equivalence relation. Then from τ = (σ∪∆Ir)∪θ it follows that τ = (σ∪∆Ir)∨θ,
the join of two congruences, and so τ is a congruence. (Note that σ is liftable to Ir as it is liftable
to U .) The proof that relations of the form τ = RIrIq ,N ∪ θ are congruences is analogous.

The rest of the proof is devoted to showing that every congruence on Ir has one of the
forms listed. The proof follows that of Theorem 4.2, but with the view to using part (ii) of
Theorem 3.14, and not part (iii).

Step 1. We first show by induction that this is true for k ≤ r < ξ. The r = k case being clear,
suppose k < r < ξ, and inductively assume that

Cong(Ir−1) =
{
σ ∪ θ : σ ∈ Cong(Ik), θ ∈ CongH (Ir−1), θ�Ik ⊆ σ

}
∪
{
R
Ir−1

Iq ,N
∪ θ : k ≤ q < r − 1, N �Gq+1, θ ∈ CongH (Ir−1), N(θ)q+1 ≤ N

}
∪ {∇̃Ir−1}.

(10.9)
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It follows from this (or by assumption, if r = k + 1) that ∇gen(Ir−1) holds. Since Sepζ(Ir)
holds by assumption, certainly Sep[(Ir) holds. Thus, ∇gen(Ir) holds, by Lemma 3.8, and so
Theorem 3.14(ii) applies. To facilitate this application note that

CongIr(Ir−1) = Cong(Ir−1). (10.10)

Indeed, if κ is any congruence listed in (10.9), then κ ∪∆Ir is one of the relations listed in the
theorem: for κ 6= ∇̃Ir−1 , we simply append Nr = {idGr} to N(θ). Thus, by Theorem 3.14(ii),
we have

Cong(Ir) = {κ ∪ νNr : κ ∈ Cong(Ir−1), Nr �Gr, τNr ⊆ κ} ∪ {∇̃Ir}, (10.11)

where τNr = (νNr)
]
Ir
�Ir−1

. It is now a matter of showing that each congruence in (10.11) is one
of those listed in the theorem. To do so, we first note that for any Nr �Gr,

τNr =

{
ΘIr−1(N↓0r , N

↓1
r , . . . , N

↓r−1
r ) if Nr ≤ Zr (10.12a)

∇̃Ir−1 if Nr � Zr. (10.12b)

Indeed, (10.12a) is true by definition (cf. (10.4)). For (10.12b), we apply (S3)ζ to a pair
(e, x) ∈ νNr with x ∈ Nr \ Zr, and then apply ∇gen(Ir−1).

Returning now to the main proof, we need to show that any congruence κ ∪ νNr on Ir, as
in (10.11), is among those listed in the theorem.

Case 1. If Nr � Zr, then by (10.12b) we have κ∪νNr = ∇̃Ir−1∪νNr = RIrIr−1,Nr
= RIrIr−1,Nr

∪∆Ir .

Case 2. If Nr ≤ Zr and κ = ∇̃Ir−1 , then again we have κ ∪ νNr = RIrIr−1,Nr
.

Case 3. Next, suppose Nr ≤ Zr, and that κ is of the form σ ∪ θ, as in (10.9). Keeping
Proposition 10.5 and Lemma 10.2 in mind, we may write

θ = νN0 ∪ νN1 ∪ · · · ∪ νNk ∪ · · · ∪ νNr−1 where (N0, . . . , Nr−1) is an NZ-tuple,
σ ∩ ζ = νN ′0 ∪ νN ′1 ∪ · · · ∪ νN ′k where (N ′0, . . . , N

′
k) is an NZ-tuple.

Since θ�Ik ⊆ σ and also θ�Ik ⊆ ζ, it follows that θ�Ik ⊆ σ ∩ ζ, and so Nt ≤ N ′t for all 0 ≤ t ≤ k.
In particular, (N ′0, N

′
1, . . . , N

′
k, Nk+1, . . . , Nr−1) is an NZ-tuple. By (10.12a), and since τNr ⊆ κ

and τNr ⊆ ζ (the latter because Nr ≤ Zr), we have

ν
N
↓0
r
∪· · ·∪ν

N
↓r−1
r

= τNr ⊆ κ∩ζ = (σ∪θ)∩ζ = (σ∩ζ)∪θ = νN ′0 ∪· · ·∪νN ′k ∪νNk+1
∪· · ·∪νNr−1 .

It follows that N = (N ′0, . . . , N
′
k, Nk+1, . . . , Nr−1, Nr) is an NZ-tuple. But then

κ ∪ νNr = σ ∪ θ ∪ νNr = σ ∪ΘIr(N),

with ΘIr(N)�Ik = σ ∩ ζ ⊆ σ.

Case 4. Finally, suppose Nr ≤ Zr, and that κ is of the form R
Ir−1

Iq ,N
∪ θ, as in (10.9). Again,

write θ = νN0 ∪ νN1 ∪ · · · ∪ νNr−1 , where (N0, . . . , Nr−1) is an NZ-tuple, noting that Nq+1 ≤ N
(cf. (10.9)). This time,

ν
N
↓0
r
∪ ν

N
↓1
r
∪ · · · ∪ ν

N
↓r−1
r

= τNr ⊆ κ = R
Ir−1

Iq ,N
∪ θ = ∇̃Iq ∪ νN ∪ νNq+2 ∪ · · · ∪ νNr−1

gives N↓q+1
r ≤ N and N↓tr ≤ Nt for all q + 2 ≤ t ≤ r − 1. Put N ′q+1 = Nq+1N

↓q+1
r , noting that

N ′q+1 �Gq+1, N ′q+1 ≤ Zq+1 and N ′q+1 ≤ N . Then

κ ∪ νNr = ∇̃Iq ∪ νN ∪ νNq+2 ∪ · · · ∪ νNr−1 ∪ νNr = RIrIq ,N ∪ΘIr(N),
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for the NZ-tuple N = (Z0, Z1, . . . , Zq, N
′
q+1, Nq+2, . . . , Nr−1, Nr), and we have already noted that

N ′q+1 ≤ N .

This completes the inductive step, and hence Step 1 as well.

Step 2. We now consider the case in which r = ξ = ω. Suppose κ is an arbitrary congruence on
U = Iω. The proof will be complete if we can show that κ is one of those listed in the theorem.
For each k ≤ q < ω, let κq = κ�Iq . If κq = ∇̃Iq for all such q, then κ = ∇̃U . So suppose
otherwise, and let

p = min{q : k < q < ω, κq 6= ∇̃Iq}, (10.13)

noting that p > k. For any p ≤ t < ω, the finite case of the theorem (proved above) tells us that
κt ( 6= ∇̃It) is contained in RItIt−1,Gt

= ∇̃It−1 ∪H �Dt , and so κ�Dt = κt�Dt ⊆H ; Lemma 2.8 then
gives κ�Dt = νNt for some Nt �Gt. Thus,

κ = κp−1 ∪ νNp ∪ νNp+1 ∪ · · · . (10.14)

If Nt 6≤ Zt for some t > p, then (10.12b) would give ∇̃It−1 = (νNt)
]
It
�It−1

⊆ (νNt)
]
U ⊆ κ, and

hence ∇̃Ip ⊆ κ, contradicting κp 6= ∇̃Ip . Thus, Nt ≤ Zt for all t > p. We also note that for any
t > s ≥ p,

ν
N↓st

= (νNt)
]
U�Ds ⊆ κ�Ds = νNs ,

which gives N↓st ≤ Ns for all such t, s.

Case 1. If κp−1 = ∇̃Ip−1 , then (10.14) gives κ = ∇̃Ip−1 ∪ νNp ∪ νNp+1 ∪ · · · = RUIp−1,Np
∪Θ(N),

for the NZ-tuple N = (Z0, Z1, . . . , Zp−1, Np ∩Zp, Np+1, Np+2, . . .). (Note that for t > p, we have
ν
N
↓p
t

= (νNt)
]
U�Dp ⊆ ζ�Dp = νZp , which gives N↓pt ≤ Np ∩ Zp.)

Case 2. Now suppose κp−1 6= ∇̃Ip−1 . As above, we must have Np ≤ Zp (or else ∇̃Ip−1 ⊆ κ, a
contradiction). By the definition of p in (10.13), we must in fact have p = k + 1. Thus, writing
σ = κp−1 = κk ∈ Cong(Ik), (10.14) gives

κ = σ ∪ νNk+1
∪ νNk+2

∪ · · · ,

and we have seen that Nt�Gt and Nt ≤ Zt for all t > k. Now, σ∩ζ = σ∩ζIk is an H -congruence
on Ik, so by Proposition 10.5 (cf. Lemma 10.2), σ ∩ ζ = νN0 ∪ νN1 ∪ · · · ∪ νNk for some NZ-tuple
(N0, N1, . . . , Nk). Now, for any 0 ≤ s ≤ k < t, we have

ν
N↓st

= (νNt)
]
U�Ds ⊆ κ�Ds = σ�Ds and ν

N↓st
= (νNt)

]
U�Ds ⊆ (νZt)

]
U ⊆ ζ,

from which it follows that ν
N↓st
⊆ (σ ∩ ζ)�Ds = νNs , and so N↓st ≤ Ns. All of this shows

that N = (N0, N1, . . . , Nk, Nk+1, . . .) is an NZ-tuple in U . But then κ = σ ∪ Θ(N), and also
Θ(N)�Ik = νN0 ∪ νN1 ∪ · · · ∪ νNk = σ ∩ ζ ⊆ σ.

Remark 10.15. Theorem 4.2 may be viewed as a special case of Theorem 10.8(ii). This follows
from the observation that Sep(Ir) implies Zr = {idGr} for all r > k. Thus, every NZ-tuple
(N0, N1, . . .) satisfies Nr = {idGr} for r > k. Hence the congruences listed in Theorem 10.8(ii)
take the simpler forms σ ∪ θ = σ ∪∆Ir and RIrIq ,N ∪ θ = RIrIq ,N , exactly as in Theorem 4.2.

A particular simplification of Theorem 10.8 will be of use in our forthcoming applications.
Here we are dealing with the case in which k = 1, and the minimal ideal I0 = D0 of U (as above)
is trivial in the sense that each hom-set UA,B contains a unique element of D0. In this case,
every ideal of U is trivially retractable.
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For the next statement, if I is an ideal of a partial semigroup S, and if N = (Nq)q∈Q where
the Nq are normal subgroups of group H -classes contained in distinct stable, regular J -classes
contained in S \ I, then we define the relation

RSI,N = RSI ∪
⋃
q∈Q

νNq .

Note that here we do not assume the J -classes containing the Nq are minimal in (S \ I)/J ,
or that these are all the J -classes from S \ I.

Theorem 10.16. Let U be a chain of ideals of height ξ, and keep the notation of Definition 4.1
and the discussion before Theorem 10.8. Suppose also that

• the minimal ideal I0 = D0 is trivial,

• for every x ∈ D1 and y ∈ D1 \Hx with x ∼ y, there exists (x′, y′) ∈ (x, y)]I1 with x′ ∈ D1 and
y′ ∈ D0,

• Sepζ(Ir) holds for each 2 ≤ r < ξ.

Then for any r ≥ 0 (including r = ω if ξ = ω), the congruences on the ideal Ir are precisely ∇̃Ir
and those of the form

• RIrIq ,N for some 0 ≤ q < r and some N = (Nq+1, Nq+2, . . .),

where

• Np �Gp for all p ≥ q + 1,

• Np ≤ Zp for all p ≥ q + 2,

• N↓pt ≤ Np for all t > p ≥ q + 1.

Proof. This is clear for r = 0; indeed, the trivial I0 has only one congruence: ∆I0 = ∇̃I0 .
Proposition 4.8 gives the r = 1 case, noting that I1 is retractable. In the notation of that propo-
sition, and keeping in mind that Cong(I0) = {∆I0 = ∇̃I0}, the “τ ∪ νN -type” congruences are all
of the form ∇̃I0 ∪ νN = RI1I0,N (N � G1), and the only “θS,τ -type” congruence is θI1,∇̃I0 = ∇̃I1 .
In particular, ∇gen(I1) holds, and we also have CongU(I1) = Cong(I1); cf. Lemma 3.11. Thus,
Theorem 10.8 applies with k = 1, and it is easy to check that it gives precisely the desired
descriptions of Cong(Ir) for r ≥ 2.

11 Linear and projective linear categories

We now turn our attention to categories of linear transformations, specifically the linear and
projective linear categories, L and PL, both defined in Section 11.1. After discussing Green’s
relations and establishing the required multiplicative properties in Section 11.2, we describe the
congruences on arbitrary ideals of L in Section 11.3, and on PL in Section 11.5. It turns out
that L has non-trivial H -congruences, and so we will be applying the results from Section 10;
for PL, however, we will return to those of Section 4. In Section 11.4 we discuss how to visualise
the congruence lattices of ideals in L. The congruences of the ideals of the linear monoid were
determined by Mal’cev [83], one of the early papers motivating the present work.
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11.1 Definitions and preliminaries on L and PL

Throughout Section 11, F will be a fixed field, and F× = F \ {0} will denote the multiplicative
group of units of F. We denote by GLq = GLq(F) and SLq = SLq(F), respectively, the general and
special linear groups of q × q matrices over F. We also write PGLq = PGLq(F) = GLq /Z(GLq)
for the projective linear group; here Z(GLq) = {cEq : c ∈ F×} is the centre of GLq, consisting of
all non-zero scalar multiples of the q × q identity matrix Eq.

Fix some non-empty set C of finite-dimensional vector spaces over F, and define the parameter

ξ = ξ(C ) = LSUB
{

dim(V ) : V ∈ C
}
,

where as usual dim(V ) is the dimension of V . For vector spaces U and V we write LU,V for the
set of all linear transformations from U → V . We now define

L = L(C ) =
{

(U,α, V ) : U, V ∈ C , α ∈ LU,V
}
.

For U, V,W ∈ C , and for α ∈ LU,V and β ∈ LV,W , we define

d(U,α, V ) = U, r(U,α, V ) = V, (U,α, V ) · (V, β,W ) = (U,αβ,W ),

where αβ ∈ LU,W denotes the composition (performing α first, then β). Then

(L,C ,d, r, ·)

is a partial semigroup, indeed a stable, regular category (cf. [23, Lemmas 3.1 and 3.2]), which we
will call the linear category (over C ). For V ∈ C , the endomorphism monoid LV = LV,V is the
full linear monoid over V [94]. Note that when C = {V } consists of a single finite-dimensional
vector space, the category L is simply the monoid LV .

As with the transformation category T , we will avoid cumbersome notation by identifying
(U,α, V ) ∈ L with the transformation α ∈ LU,V , regarding the vector spaces U, V as “encoded”
in α, and writing d(α) = U and r(α) = V .

Of importance in all that follows will be the relation ζ on L defined by

ζ =
{

(α, β) ∈ L × L : α = cβ for some c ∈ F×
}
.

It is a routine matter to verify that ζ is a congruence, and that ζ ⊆ H . We have taken the
liberty of using the suggestive notation ζ for this congruence because it is in fact the maximum
H -congruence on L; cf. Corollary 11.4.

For α ∈ L, we write α for the ζ-class of α. We call the quotient category

PL = PL(C ) = L/ζ = {α : α ∈ L}

the projective linear category (over C ). Endomorphism monoids in PL are projective linear
monoids PLU (U ∈ C ). It is worth observing that ζ = ∆L if |F| = 2, so that PL = L in this
case.

11.2 Green’s relations and multiplicative properties in L and PL

For a linear transformation α : U → V , we write as usual

Ker(α) = {u ∈ U : uα = 0}, im(α) = {uα : u ∈ U}, rank(α) = dim(im(α))

for the kernel, image and rank of α. Throughout 0 will denote the zero of any vector space.
Note that Ker(α) is a subspace of U (not an equivalence), im(α) is a subspace of V , and rank(α)
is a cardinal between 0 and min(dim(U),dim(V )), inclusive.

For a proof of the next result, see [23, Lemma 3.1], which is formulated equivalently in terms
of matrices and row/column spaces; see also [94, Lemma 2.1]. In what follows, it will occasionally
be convenient to move between the viewpoints of linear transformations and matrices.
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Lemma 11.1. (i) For α, β ∈ L, we have

• (α, β) ∈ R ⇔ d(α) = d(β) and Ker(α) = Ker(β),

• (α, β) ∈ L ⇔ r(α) = r(β) and im(α) = im(β),

• (α, β) ∈J ⇔ (α, β) ∈ D ⇔ rank(α) = rank(β).

(ii) The J = D-classes of L are the sets

• Dq = Dq(L) = {α ∈ L : rank(α) = q} for each 0 ≤ q < ξ.

These are all regular and stable, and they form a chain: D0 < D1 < · · · .

(iii) The ideals of L are the sets

• Ir = Ir(L) = {α ∈ L : rank(α) ≤ r} for each 0 ≤ r < ξ, and

• Iω = Iω(L) = L in the case that ξ = ω.

These are all regular and stable, and they form a chain: I0 ⊂ I1 ⊂ · · · .

(iv) The H -class of any idempotent from Dq is isomorphic to GLq(F).

Thus, L is a chain of ideals, as in Definition 4.1. Note that the minimal ideal I0 = D0 consists
entirely of zero-mappings, and is hence trivial in the sense described before Theorem 10.16.

Since the congruence ζ is contained in H , it follows quickly that Green’s relations on the
projective linear category PL = L/ζ are induced by those on L in the following sense. If α, β ∈ L,
and if K is any of Green’s relations, then α and β are K -related in PL if and only if α and β
are K -related in L. Thus, the (stable, regular) J = D-classes and ideals of PL are the sets

Dq(PL) = {α : α ∈ Dq(L)} and Ir(PL) = {α : α ∈ Ir(L)} for appropriate q, r.

These again form chains: D0(PL) < D1(PL) < · · · and I0(PL) ⊂ I1(PL) ⊂ · · · . The group
H -classes in Dq(PL) are isomorphic to PGLq(F).

As usual, the following technical lemma will underpin the investigations to follow.

Lemma 11.2. Let U, V ∈ C , and suppose α, β ∈ LU,V with r = rank(α) ≥ rank(β) = q.

(i) If r ≥ 2 and q < r, then there exists γ ∈ Ir such that αγ ∈ Dr−1 and βγ ∈ Ir−1 \Hαγ.

(ii) If q = r ≥ 1 and (α, β) 6∈H , then there exists γ ∈ Ir such that

[αγ ∈ Dr and βγ ∈ Ir−1] or [γα ∈ Dr and γβ ∈ Ir−1].

(iii) If r ≥ 2 and (α, β) ∈H \ζ, then there exists γ ∈ Ir such that αγ ∈ Dr−1 and βγ ∈ Ir−1\Hαγ.

Proof. (i) Since dim(Ker(β)) = dim(U)− rank(β) > dim(U)− rank(α) = dim(Ker(α)), we may
fix some u1 ∈ U such that v1 = u1α 6= 0 = u1β. Let {v1, . . . ,vd} be a basis of V such that
{v1, . . . ,vr} is a basis of im(α). Define γ ∈ Ir(LV ) by

viγ =

{
vi if 1 ≤ i ≤ r − 1

0 otherwise.

Since {v1, . . . ,vr−1} is a basis of im(αγ), we have αγ ∈ Dr−1. Since u1αγ = v1 6= 0 = u1βγ,
we have Ker(αγ) 6= Ker(βγ), and so (αγ, βγ) 6∈ R, whence βγ ∈ Ir−1 \Hαγ .

(ii) There are two cases to consider.
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Case 1. Suppose first that (α, β) 6∈ R, so that u1β = 0 6= u1α for some u1 ∈ U . Put v1 = u1α,
and let {v1, . . . ,vr} be a basis of im(α). Choose some ui ∈ viα

−1 for each 2 ≤ i ≤ r. We extend
these vectors to a basis {u1, . . . ,ud} of U . Define γ ∈ Ir(LU ) by

uiγ =

{
ui if 1 ≤ i ≤ r
0 otherwise.

Then γα ∈ Dr and γβ ∈ Ir−1.

Case 2. The case in which (α, β) 6∈ L is dual. Fix bases of U and V , and let the matrices
associated to the transformations α and β (and the fixed bases) be A and B, respectively. Since A
and B are L -unrelated, their transposes AT and BT are R-unrelated. Thus, by the previous
case there is a matrix C of rank r such that rank(CAT) = r > rank(CBT). We then take
γ ∈ Ir(L) to be the transformation associated to CT.

(iii) Let {u1, . . . ,ud} be a basis of U such that {ur+1, . . . ,ud} is a basis of Ker(α) = Ker(β).
For 1 ≤ i ≤ r, let vi = uiα, so that {v1, . . . ,vr} is a basis of im(α) = im(β). Extend this to a
basis {v1, . . . ,ve} of V .

Case 1. Suppose first that there exists some 1 ≤ i ≤ r such that uiβ is not a scalar multiple
of vi. Without loss of generality, we may assume that i = r, so that urβ =

∑r
j=1 cjvj for some

cj ∈ F and such that cj 6= 0 for some 1 ≤ j ≤ r − 1. Define γ ∈ Ir(LV ) by

viγ =

{
vi if 1 ≤ i ≤ r − 1

0 otherwise.

Then αγ ∈ Dr−1 and βγ ∈ Ir−1. But also ur(αγ) = 0, yet ur(βγ) =
∑r−1

j=1 cjvj 6= 0, so that
(αγ, βγ) 6∈ R.

Case 2. Now suppose that for each 1 ≤ i ≤ r we have uiβ = civi for some ci ∈ F. If
c1 = · · · = cr, then (since also uiα = uiβ = 0 for i > r) we would have β = c1α; since c1 6= 0
(as rank(β) = r > 0), it would follow that (α, β) ∈ ζ, a contradiction. Thus, we may assume
without loss of generality that cr−1 6= cr. Define γ ∈ Ir(LV ) by

viγ =

{
vi if 1 ≤ i ≤ r − 1

−vr−1 otherwise.

Then αγ, βγ ∈ Dr−1, as {v1, . . . ,vr−1} is clearly a basis of im(αγ) = im(βγ). But since
(ur−1 + ur)αγ = 0 and (ur−1 + ur)βγ = (cr−1 − cr)vr−1 6= 0, we have (αγ, βγ) 6∈ R.

Remark 11.3. It follows from Lemma 11.2 that the ideal Ir of L (2 ≤ r < ξ) satisfies Multζ(Ir),
and hence Sepζ(Ir); cf. Definitions 10.6 and 10.7.

On the other hand, since ζ ⊆ H L, it follows that the ideal Ir of PL = L/ζ (2 ≤ r < ξ)
satisfies the stronger Mult(Ir), and hence Sep(Ir); cf. Definitions 3.4 and 3.5.

Corollary 11.4. The congruence ζ =
{

(α, β) ∈ L × L : α = cβ for some c ∈ F×
}

is the
maximum H -congruence on L.

Proof. We first claim that ζ�Dq = H �Dq for q = 0, 1. Indeed, this is clear for q = 0. Next sup-
pose (α, β) ∈H �D1

, say with α, β ∈ LU,V . Fix a basis {u1, . . . ,ud} of U so that {u1, . . . ,ud−1}
is a basis of Ker(α) = Ker(β), and let v = udα. Since im(α) = im(β), we have udβ = cv for
some c ∈ F×, and so β = cα, which means that (α, β) ∈ ζ. This completes the proof of the
claim.

Now, we have already observed that ζ is an H -congruence. If ζ was strictly contained in
some other H -congruence σ, then for any (α, β) ∈ σ \ ζ, we would have (α, β) ∈H \ ζ, and so
rank(α) = rank(β) ≥ 2 (by the claim). Lemma 11.2(iii) then tells us that σ \H is non-empty,
a contradiction.
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11.3 Congruences on ideals of L

In this section we use Theorem 10.16 to describe the congruences on arbitrary ideals of the linear
category L = L(C ). We keep all the notation as in the previous section.

We have already noted that I0 = D0 is trivial, and the remaining technical assumptions from
Theorem 10.16 follow from Lemma 11.2. Therefore all congruences on L are of the form RIrIq ,N,
as in Theorem 10.16. However, we can derive more concrete descriptions of these congruences
by being more explicit about the permitted sequences N.

For each 0 ≤ q < ξ, fix some vector space Vq from C with nq = dim(Vq) ≥ q, and fix a basis
Bq = {vq,1, . . . ,vq,nq} of Vq. We define the idempotent εq ∈ Dq(LVq) by

vq,iεq =

{
vq,i if 1 ≤ i ≤ q
0 otherwise.

We then let Gq be the H -class of the idempotent εq.
We have already noted that Gq ∼= GLq = GLq(F), and it is easy to see this in matrix form.

With respect to the basis Bq, the linear transformation εq corresponds to the nq × nq matrix
given in block form by

[
E O
O O

]
, where E = Eq is the q × q identity matrix, and where the O’s

denote zero matrices of appropriate sizes. Any matrix H -related to
[
E O
O O

]
is of the form

[
A O
O O

]
for some invertible q×q matrix A ∈ GLq (cf. [23, Lemma 3.1]). The element of Gq corresponding
to the matrix

[
A O
O O

]
will be denoted A\. For Ω ⊆ GLq, we write Ω\ = {A\ : A ∈ Ω}. In

particular, Gq = GL\q.
The next step is to give a concrete description of the νN relations. We do this in Lemma 11.5,

for which we first introduce some terminology analogous to that used for transformations and
partitions. With this in mind, fix some H -related elements α, β from Dq(LU,V ), where U, V ∈ C .
Let B = {u1, . . . ,ud} be a basis of U such that {uq+1, . . . ,ud} is a basis of Ker(α). Let
B′ = {v1, . . . ,ve} be a basis of V such that vi = uiα for all 1 ≤ i ≤ q. Since Ker(α) = Ker(β)
and im(α) = im(β), the matrix of β with respect to the bases B and B′ has the form

[
A O
O O

]
for some invertible q × q matrix A ∈ GLq (and where again the O’s denote zero matrices of
appropriate sizes). We then define φ(α, β) = A ∈ GLq, again noting that this is defined only up
to conjugacy (change of basis) in GLq.

Lemma 11.5. If 0 ≤ q < ξ, and if N � GLq, then νN\ =
{

(α, β) ∈H �Dq : φ(α, β) ∈ N
}
.

Proof. Let (α, β) ∈H �Dq , say with α, β ∈ LU,V , and fix the bases B and B′ as above. Define
γ1 ∈ LVq ,U , γ2 ∈ LV,Vq , δ1 ∈ LU,Vq and δ2 ∈ LVq ,V by

vq,iγ1 =

{
ui for 1 ≤ i ≤ q
0 for q < i ≤ nq,

uiδ1 =

{
vq,i for 1 ≤ i ≤ q
0 for q < i ≤ d,

viγ2 =

{
vq,i for 1 ≤ i ≤ q
0 for q < i ≤ e,

vq,iδ2 =

{
vi for 1 ≤ i ≤ q
0 for q < i ≤ nq.

Since (E\q, A\) = (γ1αγ2, γ1βγ2) and (α, β) = (δ1E
\
qδ2, δ1A

\δ2), we have (cf. Lemma 2.9(i))

(α, β) ∈ νN\ ⇔ (E\q, A
\) ∈ νN\ ⇔ A\ ∈ N \ ⇔ φ(α, β) = A ∈ N.

With the above definition of Gq = GL\q in place, we may also calculate the groups Zq. Indeed,
since νZq = ζ�Dq , Lemma 2.8 tells us that

Zq = {α ∈ Gq : (εq, α) ∈ ζ} = {cεq : c ∈ F×} = Z(GLq)
\.
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Thus,
ζ = νZ(GL0)\ ∪ νZ(GL1)\ ∪ νZ(GL2)\ ∪ · · · .

The subgroups of Z(GLq) have the form

Zq(H) = {cEq : c ∈ H} where H ≤ F×,

and these are all normal in GLq. The NZ-tuples in L are of the form N = (N0, N1, . . .), where
each Nq � Gq and Nq ≤ Zq, and where N↓pq ≤ Np for all 0 ≤ p < q. The next result explicates
the effect of ↓p.

Lemma 11.6. For any 0 ≤ p ≤ q < ξ, and for any H ≤ F×, we have (Zq(H)\)↓p = Zp(H)\.

Proof. For convenience, we writeNq = Zq(H)\ andNp = Zp(H)\; we must show thatN↓pq = Np.
Note that Nq = {cεq : c ∈ H} and similarly for Np.

First, since εp ≤J εq, we have εp = γ1εqγ2 for some γ1, γ2 ∈ L. For any c ∈ H, we
have (εq, cεq) ∈ νNq , and so (εp, cεp) = (γ1εqγ2, γ1(cεq)γ2) ∈ ν]Nq�Dp = ν

N
↓p
q
. It follows from

Lemma 2.9(i) that cεp ∈ N
↓p
q . Since c ∈ H was arbitrary, it follows that Np ≤ N

↓p
q .

We will show that N↓pq ≤ Np by showing that ν
N
↓p
q
⊆ νNp . Now, ν

N
↓p
q

= ν]Nq�Dp . As in

Remark 3.15, the congruence ν]Nq is the union of ∆L with the transitive closure of the set

Ω =
{

(γ1αγ2, γ1βγ2) : α, β ∈ Nq, γ1, γ2 ∈ L, r(γ1) = d(γ2) = Vq
}
.

Any pair from Ω satisfies (γ1αγ2, γ1βγ2) ∈ H ⊆J , since (α, β) ∈ νNq ⊆ νZq ⊆ ζ, and since ζ
is an H -congruence. It follows that ν

N
↓p
q

= ν]Nq�Dp is in fact the transitive closure of the
set Ω�Dp . Since νNp is an equivalence, we can therefore show that ν

N
↓p
q
⊆ νNp by showing that

Ω�Dp ⊆ νNp . With this in mind, consider some pair (γ1αγ2, γ1βγ2) ∈ Ω�Dp . Since α, β ∈ Nq,
we have β = cα for some c ∈ H (since α = c1εq and β = c2εq for some c1, c2 ∈ H). Since
γ1αγ2 ∈ Dp, we have (γ1αγ2, εp) ∈ D , and so γ1αγ2 = δ1εpδ2 for some δ1, δ2 ∈ L. But then
(γ1αγ2, γ1βγ2) =

(
γ1αγ2, γ1(cα)γ2

)
=
(
δ1εpδ2, δ1(cεp)δ2

)
∈ νNp . This completes the proof.

From Lemma 11.6, we immediately deduce the following:

Corollary 11.7. If 0 ≤ p ≤ q < ξ, and if H1, H2 ≤ F×, then

(Zq(H1)\)↓p ≤ Zp(H2)\ ⇔ H1 ≤ H2.

Here is the main result of this section. The statement involves the relations RSI,N defined
before Theorem 10.16.

Theorem 11.8. Let C be a non-empty set of finite-dimensional vector spaces over a field F,
let L = L(C ) be the linear category over C , and keep the above notation. Then for any r ≥ 0
(including r = ω if ξ = ω), the congruences on Ir are precisely the universal congruence ∇̃Ir and
those of the form

RIrIq ,N for some 0 ≤ q < r and some N = (N \
q+1,Zq+2(Hq+2)\,Zq+3(Hq+3)\, . . .),

where

Nq+1 � GLq+1, F× ≥ Hq+2 ≥ Hq+3 ≥ · · · , Zq+1(Hq+2) ≤ Nq+1 if q ≤ r − 2.

Proof. We have already noted that all of the conditions of Theorem 10.16 are satisfied. The only
thing left to check is that, with N as in the statement, and writing Np = Zp(Hp) for p ≥ q + 2,
we have (N \

t )
↓p ≤ N \

p for all t > p ≥ q + 1. But this follows quickly from Corollary 11.7.
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11.4 Visualising the lattices

Compared to the categories considered in Sections 5–9, congruence lattices of the ideals of L are
rather complex and harder to visualise. Nevertheless, we may gain some intuition by considering
Cong(Ir) for some small r and small underlying fields F.

The first key is to recall the normal subgroup structure of GLq. The next result is well known,
though non-trivial to prove; see for example [6, Theorem 4.9].

Proposition 11.9. If q ≥ 3, or if q = 2 and |F| ≥ 4, then the normal subgroups of the general
linear group GLq = GLq(F) are precisely

(i) the subgroups of the centre Z(GLq), and

(ii) the subgroups of GLq containing the special linear group SLq = SLq(F).

We have already noted that the subgroups of Z(GLq) are of the form Zq(H) = {cEq : c ∈ H}
for H ≤ F×. It is also not hard to show that the subgroups of GLq containing SLq are of the
form

Sq(H) = {A ∈ GLq : det(A) ∈ H} for H ≤ F×,

where as usual det(A) is the determinant of A. Thus, apart from the exceptional combinations
of q and |F| excluded in Proposition 11.9, the lattice of normal subgroups of GLq is

N (GLq) =
{
Zq(H), Sq(H) : H ≤ F×

}
.

The sublattices
{
Zq(H) : H ≤ F×

}
and

{
Sq(H) : H ≤ F×

}
are both clearly isomorphic to

N (F×), but the ways in which these sublattices are “glued together” to form N (GLq) depends
on q (and in particular, which elements of F are qth powers). The structure of the lattice N (F×)
itself depends on the field F; if |F| = n is finite, N (F×) is isomorphic to the lattice of divisors of
|F×| = n− 1, since F× is cyclic.

As an example, consider the case in which F = Z7 = {0, 1, . . . , 6} is the field with seven
elements. The (normal) subgroups of the multiplicative group F× = {1, . . . , 6} are

H1 = {1}, H2 = {1, 6}, H3 = {1, 2, 4}, H4 = F×.

The Hasse diagram of N (F×) = {H1, H2, H3, H4} is pictured in Figure 26 (in red). Figure 26
also pictures the lattices N (GLq(F)) for 1 ≤ q ≤ 6, illustrating the various ways the two above-
mentioned sublattices may be glued together. To avoid clutter, for each 1 ≤ q ≤ 6 and 1 ≤ i ≤ 4
we write Zq,i = Zq(Hi) and Sq,i = Sq(Hi).

We now describe the lattices Cong(Ir), r = 1, 2, 3, for F = Z7 (with Cong(I0) of course being
trivial). To understand these, it will be useful to keep in mind Theorem 3.14(ii) as well, as it
will help us visualise the construction of Cong(Ir+1) from Cong(Ir).

By Theorem 11.8, we have

Cong(I1) = {RI1
I0,N\ : N � GL1} ∪ {∇̃I1}.

Figure 27 (left) pictures the lattice Cong(I1), where for simplicity we denote the congruences by

σi = RI1
I0,Z1(Hi)\

for i = 1, 2, 3, 4 and σ5 = ∇̃I1 .

In both lattices pictured in Figure 27, Rees congruences are indicated by bold outline. From this
we may construct the lattice

Cong(I2) = {σ ∪ νN : σ ∈ Cong(I1), N � G2, τN ⊆ σ} ∪ {∇̃I2}.
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H1

H2 H3

H4 = F×

Z1,1

Z1,2 Z1,3

Z1,4GL1 =

SL1 =

Z2,1

Z2,2 Z2,3

Z2,4S2,1

S2,2 S2,3

S2,4GL2 =

SL2 =

Z3,1

Z3,2 Z3,3

Z3,4 S3,1

S3,2 S3,3

S3,4GL3 =

= SL3

Z4,1

Z4,2 Z4,3

Z4,4S4,1

S4,2 S4,3

S4,4GL4 =

SL4 =

Z5,1

Z5,2 Z5,3

Z5,4

S5,1

S5,2 S5,3

S5,4GL5 =

SL5

Z6,1

Z6,2 Z6,3

Z6,4

S6,1

S6,2 S6,3

S6,4GL6 =

SL6 =

Figure 26. Hasse diagrams of N (F×), and of N (GLq) for q = 1, . . . , 6, where F = Z7. See
Section 11.4.

By (10.12a), (10.12b) and Lemma 11.6, we see that for i = 1, 2, 3, 4,

τN = ∇̃I1 = σ5 for N = S2(Hi)
\ and τN = σi for N = Z2(Hi)

\.

From this information, we can construct the layers Λ(N), N � GL\2, as defined in Remark 3.17.
We have

Λ(N) =



{σ5 ∪ νN} if N = S2(Hi)
\ for any i = 1, 2, 3, 4

{σi ∪ νN : i = 1, 2, 3, 4, 5} if N = Z2(H1)\

{σi ∪ νN : i = 2, 4, 5} if N = Z2(H2)\

{σi ∪ νN : i = 3, 4, 5} if N = Z2(H3)\

{σi ∪ νN : i = 4, 5} if N = Z2(H4)\.

These eight layers, together with ∇̃I2 , form the lattice Cong(I2) pictured in Figure 27 (right).
In the diagram, we write for simplicity

σi,j = σi ∪ νZ2(Hj)\ and τj = ∇̃I1 ∪ νS2(Hj)\ for 1 ≤ i ≤ 5 and 1 ≤ j ≤ 4.
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Grey shaded regions in the diagram indicate the layers Λ(N), as above, and these fit together
in the way described in Remark 3.17 (cf. Figures 3 and 4). The congruences shaded red in the
diagram of Cong(I2) are those of the form ∇̃I1 ∪ νN (N � GL\2); these form a lattice isomorphic
to N (GL2); cf. Figure 26. This calculation has been verified by GAP [47,91] in the case where C
consists of a single vector space of dimension 2: i.e., when L is the monoid of 2 × 2 matrices
over F.

One may then construct Cong(I3) with the same kinds of calculations, starting with the
observation (again using (10.12a), (10.12b) and Lemma 11.6) that for i = 1, 2, 3, 4,

τN = ∇̃I2 for N = S3(Hi)
\ and τN = σi,i for N = Z3(Hi)

\.

Figure 28 shows the lattice Cong(I3), again with the layers Λ(N), N � GL\3, shaded, and Rees
congruences denoted by filled vertices. This time we have not labelled the congruences, but we
have again indicated in red the sublattice isomorphic to N (GL3); cf. Figure 26. It is not so
easy to verify this calculation using GAP, as even when C consists of a single vector space of
dimension 3, L has size 79 = 40 353 607.

In principle, this process could be iterated further, but we have not attempted to do this.

σ1

σ2 σ3

σ4

σ5

= ∆I1

= ∇̃I1

σ1,1

σ2,1 σ3,1

σ4,1

σ5,1

σ2,2

σ4,2

σ5,2

σ3,3

σ4,3

σ5,3σ4,4

σ5,4τ1

τ2 τ3

τ4

∇̃I2

Figure 27. Hasse diagrams of Cong(Ir) for r = 1 (left) and r = 2 (right), where Ir = Ir(L) and
F = Z7. See Section 11.4.

11.5 Congruences on ideals of PL

By contrast with the linear categories, the ideals Ir (2 ≤ r < ξ) of the projective linear cate-
gory PL = PL(C ) satisfy Sep(Ir), as we observed in Remark 11.3, so we may return to using
Theorem 4.2 (and Proposition 4.8) to describe the congruences on its ideals.
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Figure 28. Hasse diagram of Cong(I3), where I3 = I3(L) and F = Z7. See Section 11.4.

In what follows, we keep the above meaning of the parameter ξ, and denote D-classes and
ideals by Dq = Dq(PL) and Ir = Ir(PL), for appropriate q and r. For each 0 ≤ q < ξ, fix
some group H -class Gq in Dq, so that Gq is isomorphic to the projective general linear group
PGLq = PGLq(F). An ideal Ir (r ≥ 1) contains the IN-pairs (Iq, N) for 0 ≤ q < r and N �Gq+1.
As usual, these induce the congruences RIrIq ,N , including R

Ir
Iq

when N is trivial, and we note that
∆Ir = RIrI0 , since I0 = D0 is trivial.

Theorem 11.10. Let C be a non-empty set of finite-dimensional vector spaces over a field F,
let PL = PL(C ) be the projective linear category over C , and keep the above notation. Then for
any r ≥ 0 (including r = ω if ξ = ω),

Cong(Ir) = {RIrIq ,N : 0 ≤ q < r, N � Gq+1} ∪ {∇̃Ir}.

Proof. For r = 0, the result says that Cong(I0) = {∇̃I0}, which follows from I0 being trivial.
For r = 1, the result says that Cong(I1) = {∆I1 , ∇̃I1}. This follows quickly from Proposi-

tion 4.8, keeping in mind that I1 is retractable, I0 is trivial, and D1 is H -trivial. The technical
assumption from Proposition 4.8 follows from Lemma 11.2(ii).

As usual, the result then follows from Theorem 4.2, using Lemma 11.2 (cf. Remark 11.3) to
establish Mult(Ir), and hence Sep(Ir), for the ideals Ir (1 < r < ξ).

Remark 11.11. Theorem 11.10 could also be deduced from Theorem 11.8, since PL = L/ζ.

96



Remark 11.12. We have not drawn any congruence lattices for ideals Ir(PL), since for small
values of r and |F|, these are typically chains. Indeed, this follows from Theorem 11.10 (cf. The-
orem 4.2 and Figure 5), and the fact that the normal subgroups of PGLq = PGLq(F) form
chains for small q and |F|, as may be readily verified using GAP [47]. However, the lattices
N (PGLq) are not always chains, and hence neither are the lattices Cong(Ir(PL)) in general.
For example, consider the case in which q = 10, and F = Z31 is the field of size 31, and for
simplicity, write G = GL10(Z31), Z = Z(G) and P = PGL10(Z31) = G/Z. By the Third Iso-
morphism Theorem, the normal subgroups of P are all of the form N/Z where N is a normal
subgroup of G containing Z. Now, Z = {cE10 : c ∈ Z×31}, so the possible determinants of el-
ements of Z are the tenth powers of elements of Z×31, which are precisely 1, 5 and 25. Thus,
using the above notation, the only normal subgroups N of G containing Z are those of the form
N = S10(H) = {A ∈ GL10 : det(A) ∈ H} where H is a subgroup of Z×31 containing {1, 5, 25}.
The possible subgroups H are of size 3, 6, 15 and 30; let H1 and H2 be the subgroups of size 6
and 15. Since |S10(H)| = |H| · | SL10 |, it follows by Lagrange’s Theorem that the normal sub-
groups S10(H1)/Z and S10(H2)/Z are incomparable in N (P ) = N (PGL10). We thank Heiko
Dietrich for suggesting this example to us.

12 Partial braid categories

In this final section we apply the theory from Section 10 once more, this time to categories
of partial braids. These categories, denoted IB, and defined in Section 12.1, are categorical
analogues of the inverse braid monoids of Easdown and Lavers [30], and are also preimages of
certain instances of the category I of partial bijections mentioned in Section 5.5. We characterise
Green’s relations in IB and establish the requisite multiplicative properties in Section 12.2, where
we also describe the maximum H -congruence ζ = ζIB in terms of pure braid groups. Then in
Section 12.3 we describe the congruences on arbitrary ideals of IB; see Theorem 12.7.

12.1 Definitions and preliminaries on IB

Following [4, 5], a braid of degree n is a homotopy class of a collection (s1, . . . , sn) of strings in
three-dimensional space R3. Here the si are smooth embeddings of the unit interval [0, 1] into R3

such that:

• for all i ∈ [n], si(0) = (i, 0, 1) and si(1) = (ji, 0, 0) for some ji ∈ [n],

• for all i ∈ [n] and t ∈ [0, 1], the z-coordinate of si(t) is 1− t,

• the strings do not intersect each other.

We will customarily identify (s1, . . . , sn) and the corresponding braid (which is the homotopy
class of the former). The set Bn of all braids with n strings forms the braid group of degree n; the
multiplication consists of concatenation and rescaling. For more details, see for example [15,92],
and Figure 29, which gives an example product of partial braids. The map [n] → [n] : i 7→ ji
determined by the endpoints of the strings of α will be denoted by α. This is a permutation of [n],
and the map Bn → Sn : α 7→ α is a group homomorphism. The kernel of this homomorphism
is the pure braid group Pn = {α ∈ Bn : α = idn}. (We will not refer to Brauer or partition
monoids/categories in this section, so we may reuse the symbols B and P without confusion.)

As in [30], a partial braid of degree n is a braid of degree n with some number of strings re-
moved: i.e., a homotopy class of a collection α = (si1 , . . . , sir) of strings, where 1 ≤ i1 < · · · < ir ≤ n,
satisfying the above conditions. We write

dom(α) = {i1, . . . , ir}, codom(α) = {j1, . . . , jr}, rank(α) = r,
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where sik(1) = (jk, 0, 0) for each 1 ≤ k ≤ r. So dom(α) and codom(α) are subsets of [n], and
rank(α) is an integer between 0 and n, inclusive. Note that the partial braid α induces an
injective partial map [n]→ [n] with domain dom(α) and codomain codom(α), where ik 7→ jk for
each k; we denote this map by α.

Two partial braids α, β (of any degree) may be composed by first translating and joining
the bottom of α to the top of β, then removing any strings of α (respectively, β) that do not
become joined to a string of β (respectively, α), and finally scaling the resulting object so it lies
in the region 0 ≤ z ≤ 1 of R3. An example calculation is given in Figure 29. For more details,
see [30, 31,48].

α =

β =

= αβ

Figure 29. Two partial braids α ∈ IB4,6 and β ∈ IB6,5, and their product αβ ∈ IB4,5.

For natural numbers m,n ∈ N, we write IBm,n for the set of all partial braids α with
dom(α) ⊆ [m] and codom(β) ⊆ [n]. Fix a non-empty subset C ⊆ N, and define

IB = IB(C ) =
{

(m,α, n) : m,n ∈ C , α ∈ IBm,n
}
.

For m,n, p ∈ C , and for α ∈ IBm,n and β ∈ IBn,p, we define

d(m,α, n) = m, r(m,α, n) = n, (m,α, n) · (n, β, p) = (m,αβ, p),

where αβ ∈ IBm,p is as defined above. Then

(IB,C ,d, r, ·)

is a partial semigroup, indeed an inverse category in the sense of [68] and [21, Section 2.3.2].
For α ∈ IBm,n, the unique inverse of α (i.e., the unique element β satisfying α = αβα and
β = βαβ) will be denoted by α−1; it is the partial braid from IBn,m obtained by reflecting α in
the horizontal plane z = 1

2 ; cf. [30, Section 1]. We call IB the partial braid category (over C ).
As with (linear) transformations, we will avoid clutter by identifying (m,α, n) ∈ IB with the

partial braid α ∈ IBm,n, but considering m,n as “encoded” in α, and writing d(α) = m and
r(α) = n.

An endomorphism monoid in IB is simply an inverse braid monoid IBn = IBn,n [30]. In
particular, IB contains the braid groups Bn for each n ∈ C ; these are precisely the units of IB.
When C = {n} consists of a single natural number, IB = IBn is itself an inverse braid monoid.

Note that the above set-up is somewhat different from the other categories considered in
Sections 5–9, where C is typically a non-empty set of finite sets. Here the subset C of N
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determines a family of subsets {[n] : n ∈ C }, which serve to constrain the (co)domains of partial
braids in the category IB = IB(C ). While one could in principle replace C ⊆ N with an
arbitrary set of subsets of N, this does not seem desirable, and would only serve to complicate
notation. On the other hand, since the bottom ideal I0 of IB is still trivial for more general C
(see below), the descriptions of congruences on IB and its ideals are identical, and the lattices
arising are no more complicated than for the situation considered here.

It is worthwhile noting also that if C is all of N (or even a submonoid of N), then IB has an
additional monoidal structure; given α ∈ IBm,n and β ∈ IBk,l, one forms α⊕ β ∈ IBm+k,n+l by
placing a translated copy of β to the right of α. This is reminiscent of the analogous operation
on the partition category discussed at the start of Section 9.1.

12.2 Green’s relations and multiplicative properties in IB

We keep the above notation, and let ξ = LSUB(C ). The next result follows quickly from [34,
Theorem 5], which treats singular partial braids, or it may be proved directly using the same
method of proof.

Lemma 12.1. (i) For α, β ∈ IB, we have

• (α, β) ∈ R ⇔ d(α) = d(β) and dom(α) = dom(β),

• (α, β) ∈ L ⇔ r(α) = r(β) and codom(α) = codom(β),

• (α, β) ∈J ⇔ (α, β) ∈ D ⇔ rank(α) = rank(β).

(ii) The J = D-classes of IB are the sets

• Dq = Dq(IB) = {α ∈ IB : rank(α) = q} for each 0 ≤ q < ξ.

These are all regular and stable, and they form a chain: D0 < D1 < · · · .

(iii) The ideals of IB are the sets

• Ir = Ir(IB) = {α ∈ IB : rank(α) ≤ r} for each 0 ≤ r < ξ, and

• Iω = Iω(IB) = IB in the case that ξ = ω.

These are all regular and stable, and they form a chain: I0 ⊂ I1 ⊂ · · · .

(iv) The H -class of any idempotent from Dq is isomorphic to Bq, the braid group of degree q.

Thus, IB is a chain of ideals, as in Definition 4.1. The minimal ideal I0 = D0 of IB is trivial.
Recall that for any partial braid α ∈ IBm,n there is an associated injective partial map

α ∈ Im,n = I[m],[n]; here I = I(C ) denotes the category of injective partial maps [m] → [n],
m,n ∈ C , as briefly discussed in Section 5.5. We define the relation ζ on IB by

ζ =
{

(α, β) ∈ IB × IB : α = β
}
.

It is easy to check that ζ is a congruence; in fact it is the kernel of the functor IB → I : α 7→ α.
Moreover, since α = β clearly implies dom(α) = dom(β) and codom(α) = codom(β), we have
ζ ⊆ H . We will soon see that ζ is the largest H -congruence on IB, justifying the choice of
notation.

For A ⊆ N with max(A) < ξ, we write εA for any partial braid with domain and codomain
both equal to A, and where every string of εA is vertical. As noted above, when using these ele-
ments, we will have to be careful to indicate which hom-sets they belong to. When m ≥ max(A),
clearly εA ∈ IBm is an idempotent.
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We now verify that ideals Ir (2 ≤ r < ξ) satisfy Multζ(Ir), and hence Sepζ(Ir); cf. Defini-
tions 3.4 and 3.5.

Lemma 12.2. Let m,n ∈ C , and suppose α, β ∈ IBm,n with r = rank(α) ≥ rank(β) = q.

(i) If r ≥ 2 and q < r, then there exists γ ∈ Ir such that γα ∈ Dr−1 and γβ ∈ Ir−1 \Hγα.

(ii) If q = r ≥ 1 and (α, β) 6∈H , then there exists γ ∈ Ir such that

[αγ ∈ Dr and βγ ∈ Ir−1] or [γα ∈ Dr and γβ ∈ Ir−1].

(iii) If r ≥ 2 and (α, β) ∈H \ζ, then there exists γ ∈ Ir such that γα ∈ Dr−1 and γβ ∈ Ir−1\Hγα.

Proof. (i) Write dom(α) = {i1, . . . , ir}. Without loss of generality, we may assume that
i1 6∈ dom(β). Let γ = εA ∈ IBm, where A = {i1, . . . , ir−1}. Then dom(γα) = A, and yet
i1 6∈ dom(γβ), so γα ∈ Dr−1 and (γα, γβ) 6∈ R.

(ii) By symmetry we may assume that (α, β) 6∈ R, so that A = dom(α) 6= dom(β). We then
take γ = εA ∈ IBm, so that γα = α ∈ Dr and γβ ∈ Ir−1.

(iii) Write dom(α) = dom(β) = {i1, . . . , ir} and codom(α) = codom(β) = {j1, . . . , jr}, where
ikα = jk for all k. Without loss of generality we may assume that i1β = jr. Then with
A = {i1, . . . , ir−1} and γ = εA ∈ IBm, we have γα ∈ Dr−1, yet jr ∈ codom(γβ) \ codom(γα), so
(γα, γβ) 6∈ L .

From Lemma 12.2(iii), and the fact thatD0 andD1 are both H -trivial, we have the following:

Corollary 12.3. The congruence ζ =
{

(α, β) ∈ IB × IB : α = β
}

is the maximum H -
congruence on IB.

12.3 Congruences on ideals of IB

We now set out to apply Theorem 10.16 and describe the congruences on the category IB and its
ideals. We have already noted that I0 = D0 is trivial, and the remaining technical assumptions
from Theorem 10.16 follow from Lemma 12.2 and Corollary 12.3. Again, we can achieve a more
explicit description of the congruences arising.

We begin as usual by fixing specific group H -classes in IB. With this in mind, let 0 ≤ q < ξ,
and fix some nq ∈ C with nq ≥ q. For each braid α ∈ Bq, we write α\ ∈ IBnq = IBnq ,nq for the
partial braid of degree nq with the same strings as α. For Ω ⊆ Bq, we write Ω\ = {α\ : α ∈ Ω}.
In particular, we take Gq = B\q, and we note that Gq is a group H -class in Dq.

To describe the νN relations, it will first be convenient to define a family of partial braids.
For A,B ⊆ N with |A| = |B|, say A = {a1 < · · · < ak} and B = {b1 < · · · < bk}, we denote
by γA,B any partial braid with domain A and codomain B, and whose strings are straight lines
joining (ai, 0, 1) to (bi, 0, 0) for each i; as usual, we need to be careful to specify which hom-set
these belong to. See Figure 30 for an example.

Now consider two H -related elements α, β ∈ Dq(IBm,n), where m,n ∈ C , and write
A = dom(α) = dom(β). Writing γ = γ[q],A ∈ IBq,m (whether q belongs to C or not), we then
define φ(α, β) = γ(αβ−1)γ−1 ∈ Bq. Note that φ(α, β) can be thought of as the braid on q strings
obtained from αβ−1 by relabelling the points from A by 1, . . . , q. Also note that φ(α, β) is fully
well defined, not just up to conjugacy.

Lemma 12.4. If 0 ≤ q < ξ, and if N � Bq, then νN\ =
{

(α, β) ∈H �Dq : φ(α, β) ∈ N
}
.
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Figure 30. The partial braid γA,B ∈ IB6,8, where A = {3, 5, 6} and B = {1, 5, 7}.

Proof. Let (α, β) ∈ H �Dq , say with α, β ∈ IBm,n, and write A = dom(α) = dom(β). Also let
γ = γ[q],A ∈ IBnq ,m. Then since

(φ(α, β)\, id\Bq) = (γ ·α ·β−1γ−1, γ ·β ·β−1γ−1) and (α, β) = (γ−1 ·φ(α, β)\ ·γβ, γ−1 · id\Bq ·γβ),

we have (α, β) ∈ νN\ ⇔ (φ(α, β)\, id\Bq) ∈ νN\ ⇔ φ(α, β)\ ∈ N \ ⇔ φ(α, β) ∈ N .

Next we describe the groups Zq (0 ≤ q < ξ). Since νZq = ζ�Dq , Lemma 2.8 tells us that

Zq = {α\ : α ∈ Bq, (id\Bq , α
\) ∈ ζ} = {α\ : α ∈ Bq, α = idq} = P\q

is a copy of the pure braid group of degree q. Thus,

ζ = νP\0
∪ νP\1 ∪ νP\2 ∪ · · · .

Lemma 12.6 below gives a concrete description of the ↓p operations. Its statement involves the
following simple construction. For a pure braid α ∈ Pn, and for m ≤ n, we denote by α�m ∈ Pm
the braid consisting of the first m strings of α. For Ω ⊆ Pn, we write Ω�m = {α�m : α ∈ Ω}.
If G is a subgroup of Pn, then G�m is a subgroup of Pm; if G is additionally a normal subgroup
of Bn, then G�m is also a normal subgroup of Bm. However, it is worth noting that some normal
subgroups of Pn are not normal in Bn. To prove Lemma 12.6, we require the following technical
result.

Lemma 12.5. Let N � Bq with N ≤ Pq, where 0 ≤ q < ξ. Let α ∈ N , and suppose γ1 ∈ IBs,nq
and γ2 ∈ IBnq ,t, where s, t ∈ C . Put p = rank(γ1α

\γ2). Then γ1α
\γ2 = δ1α

′\δ2 for some
α′ ∈ N�p, and some δ1 ∈ IBs,np and δ2 ∈ IBnp,t.

Proof. This proof is somewhat technical, though the steps have a clear geometric meaning, as il-
lustrated in Figure 31. Write α = (s1, . . . , sq), and define the set A = codom(γ1) ∩ [q] ∩ dom(γ2).
The strings of α\ that survive in the product γ1α

\γ2 are precisely the sa with a ∈ A; these strings
(and those of γ1 and γ2 connected to them) are coloured red in Figure 31. Next, let δ ∈ Bq be
any braid for which [p]δ = A. Then

γ1α
\γ2 = γ1(δ−1δαδ−1δ)\γ2 = (γ1δ

\−1) · (δαδ−1)\ · (δ\γ2).

Note that δαδ−1 ∈ N , as N is normal in Bq. Moreover, it is precisely the first p strings of δαδ−1

that survive in the above product. Let

• δ1 ∈ IBs,np be the sub-braid of γ1δ
\−1 consisting of all strings whose teminal point is from [p],

• δ2 ∈ IBnp,t be the sub-braid of δ\γ2 consisting of all strings whose initial point is from [p],

• α′ = (δαδ−1)�p ∈ N�p be the sub-braid of δαδ−1 consisting of all strings whose initial (and
terminal) point is from [p].

Then γ1α
\γ2 = δ1α

′\δ2, as required.

101



1 s

γ1

nq

α\

t

γ2

1 s

γ1

nq

δ\−1

δ\

α\

δ\−1

δ\

t

γ2

1 s

γ1δ
\−1

nq

(δαδ−1)\

t

δ\γ2

1 s

δ1

np

α′\

t

δ2

Figure 31. The equality γ1α\γ2 = δ1α
′\δ2 from Lemma 12.5; see the proof for more details.
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The next result gives the promised description of the ↓p operations, and says that these are
essentially equivalent to the �p operations.

Lemma 12.6. For any 0 ≤ p ≤ q < ξ, and for any N�Bq with N ≤ Pq, we have (N \)↓p = (N�p)
\.

Proof. First consider some α ∈ (N�p)
\. So α ∈ IBnp , and α = (β�p)

\ for some β ∈ N , and we
note that (id\Bq , β

\) ∈ νN\ . Now, α = γ1β
\γ2, where γ1 = ε[p] ∈ IBnp,nq and γ2 = ε[p] ∈ IBnq ,np .

Since also γ1 id\Bq γ2 = id\Bp , we have (id\Bp , α) = (γ1 id\Bq γ2, γ1β
\γ2) ∈ ν]

N\�Dp = ν(N\)↓p , so it
follows that α ∈ (N \)↓p . This all shows that (N�p)

\ ≤ (N \)↓p .
We will show the reverse containment by showing that ν(N\)↓p ⊆ ν(N�p)\ . As in the proof of

Lemma 11.6, ν(N\)↓p is the transitive closure of Ω�Dp , where

Ω =
{

(γ1α
\γ2, γ1β

\γ2) : α, β ∈ N, γ1, γ2 ∈ IB, r(γ1) = d(γ2) = nq
}
.

And again, since ν(N�p)\ is an equivalence, the proof will be complete if we can show that
Ω�Dp ⊆ ν(N�p)\ . So consider some pair (γ1α

\γ2, γ1β
\γ2) from Ω�Dp . Let δ, δ1, δ2 and α′ be as in

the proof of Lemma 12.5. Then with β′ = (δβδ−1)�p ∈ N�p, we have γ1β
\γ2 = δ1β

′\δ2. Thus,
(γ1α

\γ2, γ1β
\γ2) = (δ1α

′\δ2, δ1β
′\δ2) ∈ ν(N�p)\ . As noted above, this completes the proof.

We may now prove the main result of this section. The statement involves the relations RSI,N
defined before Theorem 10.16.

Theorem 12.7. Let C ⊆ N be a non-empty set of natural numbers, let IB = IB(C ) be the
partial braid category over C , and keep the above notation. Then for any r ≥ 0 (including r = ω
if ξ = ω), the congruences on Ir are precisely the universal congruence ∇̃Ir and those of the form

RIrIq ,N for some 0 ≤ q < r and some N = (N \
q+1, N

\
q+2, . . .),

where

Np � Bp for all p ≥ q + 1, Np ≤ Pp for all p ≥ q + 2, Np�p−1 ≤ Np−1 for all p ≥ q + 2.

Proof. The proof is almost identical to that of Theorem 11.8: we apply Theorem 10.16, using
Lemma 12.2 and the above-mentioned fact that I0 = D0 is trivial. The only thing left to check
is that with N as in the statement, (N \

t )
↓p ≤ N \

p for all t > p ≥ q + 1. But this follows from
Lemma 12.6 and a simple induction. For the t = p+ 1 case we have (N \

p+1)↓p = (Np+1�p)
\ ≤ N \

p.
For t ≥ p+ 2,

(N \
t )
↓p = (Nt�p)

\ = ((Nt�t−1)�p)
\ ≤ (Nt−1�p)

\ = (N \
t−1)↓p ,

at which point we apply an inductive hypothesis.

Remark 12.8. The lattices Cong(I0) = {∇̃I0} and Cong(I1) = {∆I1 , ∇̃I1} are of course easily
understood. We may also visualise the lattice Cong(I2) to some extent. First note that B1 is
trivial, and that B2 is an infinite cyclic group generated by the standard Artin generator ς (in
which the first string passes over the second, as in [4, 5]); thus, the subgroups of B2 are those of
the form 〈ςk〉, k ∈ N; such a subgroup is contained in P2 if and only if k is even. Thus

Cong(I2) =
{
RI2
I0,(B1,〈ς2k〉)

: k ∈ N
}
∪
{
RI2
I1,〈ςk〉

: k ∈ N
}
∪ {∇̃I2}.

Writing | for the division relation in N, and writing σ2k = RI2
I0,(B1,〈ς2k〉)

= ∆I1 ∪ ν〈ς2k〉 and

τk = RI2
I1,〈ςk〉

= ∇̃I1 ∪ ν〈ςk〉 for each k ∈ N, the order in Cong(I2) is given by

σ2k ⊆ σ2k′ ⇔ k′ | k, τk ⊆ τk′ ⇔ k′ | k, σ2k ⊆ τk′ ⇔ k′ | 2k, σ2k 6⊇ τk′ ,
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and of course every congruence is contained in ∇̃I2 . Thus, the lattice Cong(I2) is essentially
two copies of N ordered by reverse division, with one below the other, and with a top element
adjoined.

There does not seem to be much hope of visualising Cong(Ir) for r ≥ 3. In fact, to the authors’
knowledge, the normal subgroups of the braid groups Bn (n ≥ 3) have not been classified.

Remark 12.9. As with the categories of transformations and partitions studied in Sections 5–9,
we could define planar and annular reducts of IB. That is, we could consider categories such
as P+(IB), which consists of partial braids α with α order-preserving; cf. [33], where the
corresponding submonoid of IBn was denoted POIBn. Note that the category P+(I) of order-
preserving bijections is a homomorphic image of P+(IB), and also (isomorphic to) a subcategory
of P+(IB). Indeed, the partial braids of the form γA,B, pictured in Figure 30, form a subcategory
of IB isomorphic to P+(I); cf. [33, Section 3]. The subcategories P±(IB), A +(IB) and
A ±(IB), with analogous meanings, could also be defined.

Congruences on these subcategories and their ideals may be described in essentially the same
way as for IB itself; cf. Theorem 12.7. Part (iv) of Lemma 12.1 needs to be updated, to reflect
the fact that group H -classes are subgroups of Bq mapping onto trivial, cyclic or dihedral
permutation groups as appropriate, and each occurrence of Bq in Theorem 12.7 needs to be
replaced by the relevant subgroup. In each of these subcategories, the maximum H -congruence
is still of the form ζ = νP\0

∪ νP\1 ∪ νP\2 ∪ · · · .

Remark 12.10. There are other categories of braid-like objects, including (partial) vines [32,76]
and tangles [101]; see Figure 32 for examples. It would be interesting to attempt to use the
methods of this paper to describe such categories.

Figure 32. A partial vine (left) and a tangle (right).
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