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Foreword to the XIXt" TELEMAC-MASCARET User Conference
Dear participants,

HR Wallingford is delighted to organise the XIX" TELEMAC-MASCARET User Conference
in Oxford, a beautiful town renowned worldwide for Alice in Wonderland and the Mini Cooper
car factory, but most relevant here, for its academic excellence. Oxford is just a short drive
from HR Wallingford where those of you who participated in the pre-conference workshops
will remember the tour around its impressive physical modelling halls and the immersion in its
virtual world ship simulator.

The TELEMAC-MASCARET user community is now strong of ¢.3000 users and organisations,
i.e. ¢.1000 more users than last year. HR Wallingford is proud to host, develop and maintain
for the community a series of access sites, including the website (www.opentelemac.org,
www.openmascaret.org), the source code repository (svn), the source code documentation
(docs), the general documentation (wiki) and several other sites critical for the organisation and
activities of the TELEMAC-MASCARET Consortium.

Following on last year lead by EDF-LNHE, the user club meeting is again organised as an
international conference with published proceedings. The scientific committee has received
34 abstracts, of which 25 were turned into 6 to 8 page articles, here enclosed. The conference
features oral presentations from all 34 authors. Participants to the conference are mainly
coming from Europe (UK, France, Germany, Austria, The Netherlands, Ireland, Italy), but also
from the Middle East (The Emirates), from Asia (South Korea) and from Oceania (Australia).

On behalf of HR Wallingford and of the TELEMAC-MASCARET Consortium, | am happy to
welcome you to Oxford for this XIX" TELEMAC-MASCARET User Conference.

Thank you for your participation

Sébastien Bourban

HR Wallingford '
Howbery Park

Wallingford

Oxfordshire

0OX10 8BA
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Application of TELEMAC-3D to sediment-laden
flow on flat bed configuration

Nicolas Huybrechts
Roberval Laboratory, LHN (joint research unit UTC-
CETMEF), UMR CNRS 7337
Compiégne, France
nicolas.huybrechts@developpement-durable.gouv.fr

Abstract—The development of three-dimensional (3D) sediment
transport model remains a challenging task, due to our limited
knowledge of the complex sediment turbulent flow interactions,
as well as the inherent difficulty to represent numerically the
large gradients of flow and sediment distribution. In this work,
we compare 3D numerical simulations of coupled flow and
suspended sediment transport with some well documented
flume data. In order to isolate the effect of particles in
suspension on the turbulent flow field, we mimic starved bed
experiments, where sediment is progressively added to the
clear flow below saturation (no deposit). Numerical simulations
are based on the TELEMAC-3D module of the open-source
TELEMAC Modelling System release 6.2.

L INTRODUCTION

Despite some recent progress, the development of full
three-dimensional (3D) sediment transport models remains a
challenging task [1,2,3]. In addition to our limited knowledge
of complex processes which govern sediment/turbulent flow
interactions, the inherent difficulty to capture both flow and
sediment concentration vertical structures has not been
emphasised enough. Other issues such as the influence of
suspended sediment on the damping of turbulence level are
still subject to continual development and discussion.

The effect of sediment particles and turbulent flow
interactions is an intriguing and difficult problem: the
inhomogeneous and anisotropic characteristics of a turbulent
flow, added to the broad range of involved length and time
scales [4], make the problem challenging from both
theoretical and computational point of view. In the high
concentrated bed-load layer, the effect of particle/particle
interaction plays a dominant role and a complete two-phase
flow approach is required to capture entirely the near-bed
processes [4,5]. In the upper part of the flow, in the dilute
suspension regime, particles in suspension can be treated as a
passive scalar which interacts with the turbulent flow through
density gradients [6].

Turbulence models play a crucial role for predicting both
velocity and sediment distribution in the water column, and

Pablo Tassi and Catherine Villaret

EDF R&D — LNHE — LHSV
Chatou, France
pablo.tassi@edf. fr
catherine.villaret} @edf.fr

therefore to estimate accurately the suspended sediment
transport rate. The simplest turbulence models assume the
turbulent eddy viscosity to be either constant over the flow
region, or proportional to the velocity or length scales. The
value of the eddy-viscosity is therefore determined entirely
by the local flow conditions. The widely used k-¢ turbulence
model solves two additional transport equations to determine
both turbulent kinetic energy k& and the rate of dissipation rate
& The k-equation can be derived in its exact form from the
Navier-Stokes equations, while in the &-equation, all terms
are modeled and introduced as a set of semi-empirical
‘invariant’ model coefficients [7]. In k-¢ turbulence models,
the sediment induced stratification effect is accounted for, in
a straight-forward manner, by the buoyancy term. In eddy
viscosity models, the effect of sediment concentration on the
turbulence can be represented by using damping functions.
These semi-empirical functions are in general expressed as a
function of the flux Richardson number, which is defined as
the ratio between the gravity term versus the production term
in the k-equation.

The objective of this paper is to propose a database for
validation of the hydrodynamic module TELEMAC-3D and
its sediment transport library Sedi-3D based on the numerical
reproduction of the experimental tests by Lyn [4, 8]. In order
to isolate the effect of particles in suspension on the turbulent
flow field, we mimic the starved bed experiments, where
sediment is progressively added to the clear flow below
saturation (no deposit). We discuss the sensitivity of the
model results to the choice of turbulence closure, friction
equation and damping functions, in order to provide practical
recommendations for modelling three-dimensional flows and
suspended transport. For this work, the numerical
simulations are based on the open-source TELEMAC
Modelling System release 6.2.

This paper is organised as follows. In Part 11, we present
the hydrodynamics and sediment transport equations, as well
as the different turbulence closure relationships which are
implemented in TELEMAC-3D. In Part III, we give a short
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literature review on the problem of turbulent flow
interactions with suspended sediments. In Part IV, we present
the experimental setup used by Lyn [4, 8]. In Part V, we
present the discretization of the domain as well as a brief
description of the boundary conditions implemented in the
flow and sediment transport models. In Part VI, the
comparison between data and numerical results is presented
and discussed for the clear water and starved bed conditions.
Finally, the conclusions and practical recommendations for
the TELEMAC-3D end-user are given in Part VII.

II. 3D MATHEMATICAL MODEL OF SUSPENDED SEDIMENT
TRANSPORT

A. 3D flow model

The 3D flow field is determined by solving the continuity
and Reynolds-averaged Navier-Stokes equations (RANS) in
the Cartesian coordinate system:

Ouj _

axl'

Ou; Ouu; 1 op 1 Ot 1
oy Ouj _p 1 op 107y

ot axj P 5xl- P axj

where the summation convention for repeated indices is
used. Above, let x;=(x;x5x3)=(x,y,z) denote the spatial
coordinates; ¢ > 0the time; u;=(u;u,uz)=(u,v,w) the mean
flow velocity, F; the components of external forces, such as
gravity, Coriolis force, etc.; p the mean pressure; p the fluid
density; and 7; the components of the stress tensor calculated
with the Boussinesq hypothesis and related to the gradients
of the velocity and the turbulence eddy viscosity v; :

1% _ 0 [(Vﬂ,t{%Jr%J_gkgl ©)
ij

p@x]_ﬁx] 3

Above, v is the kinematic viscosity, k is the turbulent
kinetic energy and Jis the Kroneker delta.

B. Turbulence closure

In TELEMAC-3D, the eddy viscosity v, is determined by
the choice of the turbulence closure models. In this paper, we
will compare two models: the mixing-length model [9] and
the standard k-¢ model [7].

In mixing length models, the eddy viscosity model is
calculated as a function of mean flow velocity gradients and

mixing length 1,;:
2 2
v=1, [ ) [ 3)
oz Oz

Following [9], the mixing length is assumed to vary with
distance from the bed z,

b = ke A2 TR )

where z =0 is the bed level, % the local water-depth and k =
0.4 the Karman constant.

In k-¢ turbulence models, the eddy viscosity v; is related

to the turbulent kinetic energy & and the rate of dissipation ¢:
k2

V,=c,— 5)

"e

with ¢, a constant. The governing equations for £ and ¢ are
given by:

ok ok @ (vt ok
. _

—tuj—=—— ——J+P+G—£ 6)
ot Ox; 0x;| oy Ox;

2
ifwjﬁzi V08 et (D)
ot ox; ox;| o, ox; k k k

Above ¢;, ¢,, ¢3, 0, and o, are constants. P is the shear
production and G the buoyancy term due to density effects
(as discussed in Part IIT), defined as :

P=—uu, 27 8)
J
G=-gF= ©)
P

with g the gravity acceleration (g=9.81m’/s), and —uu, the
turbulent Reynolds stress components. The mean (time or
spatially) averaged and fluctuating components of
instantaneous quantity x are designated by xand x’,
respectively.

The standard coefficients of the turbulence k-¢ model [7]
are implemented and can be modified (see for example
subroutine CSTKEP):

¢, = 0.09, c;=1.44,
O'kZI.O, O'g:1~3

C) = 1.92

C. Sediment transport model

Assuming sediment particles follow the mean and
turbulent flow component, except for an additional settling
term, the following 3D transport/diffusion equation can be
derived:

ou,
e fue e af )
ot oOx; T Ox;  Ox;| Ox

J J
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with ¢=c(x;,t) the suspended sediment mean (volume)
concentration, w_ > 0 the vertical-settling sediment velocity
and & the turbulent eddy diffusivity coefficient.

The turbulent eddy diffusivity coefficient is assumed to
be proportional to the turbulent eddy
viscosity: £ =v, /o ,where o, is the turbulent Schmidt
number.

The advection-diffusion equation (10) is completed with
initial and boundary conditions. In this work (starved bed
experiments), we assume zero flux at the free surface (z=h),
and at the bed: —¢&, 0c/0z—w_ =0 . Further details on the
implementation of the boundary conditions are given in
Part V.

III. SEDIMENT-TURBULENT FLOW INTERACTIONS

A. Sediment induced density gradients
Assuming dilute suspension, such that particle

interactions can be neglected, the effect of sediment particles
is to increase the density of the flow-sediment mixture:

p = pyetpyll-c) (11)

where p, is the solid density (assumed p,=2650 kg/m’), ¢ the
volume concentration and py, the fluid density. The density
variation is calculated (subroutine DSRUR) :

M: (pv _pO)& (12)

pO pO ps

where Ap=p —p, and C,=p; c is the mass concentration.

Since most particles are carried near the bed ( 9p/éz <0),
the effect of stable density gradients is to extract turbulent
kinetic energy. Indeed the gravity term G in the turbulent
kinetic energy equation (7) is a dissipative term:

G-V’ (13)
Py Oy Oz

The damping of turbulence can be expressed in terms of
the flux Richardson number R; which is defined as the ratio
of the gravity term and the production term in Egs (8, 9).

o
Riz-S_. &1 0z (14)

Ppoos (o) (v
0z 0z

B.  Damping functions

The effect of particles is analogous to the effect of

thermal stratification, and can be represented in eddy
viscosity models by use of damping functions [10].

Damping functions are semi-empirical functions that
characterise the degree of stratification for both eddy
viscosity and eddy diffusivity. They can be expressed as a
function of the flux Richardson number R;, as follows:

F=(01+4r)"=2, F =(1+BR) =% (15)
Vo &y

with v, and g the eddy viscosity and sediment diffusion
coefficient in neutral conditions respectively, and 4, B, a
and b a set of empirical coefficients. Different values have
been proposed in the literature, as synthesised in Table 1.

TABLE L EXAMPLES OF DAMPING FUNCTION
Coefficients
Damping function
A a B b
Munk and Anderson 1948 [10 10 0.5 10/3 1.5
Kranenburg 1998 [11] 2.4 2 2.4 4

According to Villaret and Trowbridge [6], the effect of
particles induced stratification effect can be represented by
the Munk and Anderson damping function.

C. Effect of particles on the Schmidt number

The value of the Schmidt number for sediment may
differ from the classical value used for thermocline (in
TELEMAC-3D, this value can be implemented in the
subroutine CSTKEP, the default value is g;=1.0). For the
turbulent Schmidt number (the neutral value), predictive
equations were introduced by Graf and Cellino [12] and van
Rijn [13]. These equations involve the ratio ws/u*, with u«
the friction velocity. For instance, the van Rijn equation
[13] is:

L=1+2(Wsj (16)
o U

Other equations rather link the turbulent Schmidt number
to the Richardson number [14].

D. Effect of sediment particles on the apparent bed
roughness

The effect of particles in the high concentrated near bed
region is to increase the apparent bed roughness [4, 5].
Various semi-empirical formulae have been proposed in the
literature in order to account for this process, refer [15, 16]
for example.
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IV. EXPERIMENTAL DATA

Detailed velocity and concentration profiles have been
measured by Lyn [4, 8] using LDV and sediment sampling
techniques (or turbidity meter). He conducted flume
experiments combining 4 runs with clear water, 7 runs under
capacity condition (starved bed) and 4 runs at capacity
conditions. This high quality data set will be used here as a
new test case for the TELEMAC-3D sediment transport
model.

As a first step, we mimic the starved bed experiments,
where the concentration is increased progressively in order to
isolate the effect of sediment in suspension on the turbulent
flow field. The equilibrium data set will be used next to
validate the sediment transport model boundary condition.

The flume dimensions are 13 m long and 0.2667 m wide.
Velocity and concentration profiles were measured at 9 m
from the channel inlet. The main characteristics of each
experiment are summarised in Table II. The sediment is a
fairly uniform sand of mean diameter d5=0.19 mm and
measured settling velocity is approximately w,=0.023m/s.

TABLE IL SUMMARY OF FLOW AND SEDIMENT PARAMETERS
C at "

Runs (l/Qs) (clrln) (*0.?)01) (’?6.150111) (ems)
cl 10.84 6.54 2.06 - 3.11
C2 12.66 6.53 2.70 - 3.73
3 10.77 5.75 2.96 - 3.61
c4 12.66 5.69 4.01 - 433
STIA 10.30 5.69 2.99 0.55 3.74
STIB 10.30 5.68 2.98 0.24 3.69
ST2A 12.10 5.84 4.00 2.08 425
ST2B 12.40 5.77 3.95 0.80 431
ST2C 12.60 5.75 4.00 0.47 428
ST2D 12.60 4.74 4.00 0.31 434

where Q is the flow rate, h the water depth, S the bottom slope and C
the concentration level at 10% of the water depth.

The friction velocity u* has been computed from the Reynolds
stresses measurements [4, §].

For this work, we have selected the runs C4, ST2B,
ST2A as they present relatively similar hydraulic conditions
(flow rate, water depth, bed slope) and the highest
concentration levels (for the starved bed runs).

V. NUMERICAL SIMULATION

A.  Mesh description

The 3D finite element mesh is obtained by first dividing
the two-dimensional domain in non-overlapping linear
triangles and then by extruding each triangle along the

vertical direction into linear prismatic columns that fix the
bottom and the free surface and partitioned into a number of
non-overlapping layers. In this work, the computational
domain is discretised with an unstructured triangular mesh
consisting of 2611 nodes, 4682 elements and 12 horizontal
layers with vertical grid size increasing with the distance
from the bed, in order to represent the large variations of both
velocity and concentration profiles. The triangular elements
are about 0.85 m size and the first grid plane is located at
z/h=0.0178 from the bed level.

B.  Hydrodynamic boundary conditions

At the inflow boundary, all flow components are
prescribed by imposing a constant flow rate, corresponding
to the measurements. The upstream boundary is indeed
located sufficiently far upstream that is beyond the influence
of the channel inflow. Numerical tests with a fully-developed
velocity profile calculated from the experimental data
showed little variation on the results.

At outlet boundaries, the normal gradients of the flow
velocity and sediment concentrations are set equal to zero,
whereas the water depth is imposed, according to the
experimental measurements. At the sidewalls, the velocities
tangential and normal to the boundary are set to zero (no-slip
condition).

C. Boundary condition for sediment transport

Boundary conditions for Equation (10) are prescribed as
follows. At the inflow boundary, the sediment is assumed to
enter the three-dimensional domain with constant
concentration. Numerical tests with a local equilibrium
concentration profile, calculated from the experimental data,
have shown little variation on the results. At outlet
boundaries, the normal gradient of sediment concentration is
set equal to zero. At the bottom boundary, the vertical fluxes
of sediment (both erosion and deposition rates) are set equal
to zero. This condition is implemented to mimic the starved-
bed flow condition, that assumes that the sand-bed is not
present and simplifies the analysis of results [4]. Numerical
simulations for the equilibrium bed condition are subject of
future work.

D. Friction equation

The Nikuradse friction law is applied, where the velocity
at the first elevation plane is related to the friction velocity
assuming a classical logarithmic velocity profile:

u(zy) = ﬁlog[ij (17)
K )

where z; is the vertical distance to the first e levation plane

from the bed level, u-is the shear velocity, related to the bed

shear stress by u. =,/7,/p , k is the von Karman constant

(=~ 0.40), zy=k/30 is a length scale related to the bottom

roughness and &, the Nikuradse equivalent bed roughness.



XIX" TELEMAC-MASCARET User Conference

Oxford, UK, October 18—-19, 2012

E. Turbulence model

For the two-equation turbulence model k-¢, the boundary
conditions are specified according to Burchard [17]. At the
bed level (z=0), the boundary condition for the turbulent
kinetic energy is given by:

us

\/a (18)

The dissipation decays rapidly with distance from the
bed, so it is assumed that & = u? / k0, where 6=z,.

k=

At the free surface (z=h) and in the absence of wind
stress, k decreases to zero, we assume dc/ ¢ =0 whereas ¢
isreduced to & = k3/2/0.43h .

At the channel inlet, the k-& profiles are imposed.
Assuming production to balance dissipation, the following
analytical expression can be derived [17]:

- u(-z/h) 19
Z)=————

‘\IC,U

3(=z/h
g(z)zu (20)

VI.  NUMERICAL RESULTS

A. Results for clear water run C4

For the clear water run, computations have been
performed with the mixing length model (‘NML’, [9]) and
the k-& model. For both computations, the roughness height is
assumed to be equal to 0.05 mm. The selected value is
obtained from a trial and error procedure. The comparison
between measured and computed profiles is illustrated in
Fig.. 1, where the velocities are normalised by the shear
velocity. For this case, the main measured and computed
hydrodynamic variables are summarised in Table III.

o data C4 —NML --keps

0.01

10 15 20 25
u/u*

Figure 1. Comparison avec NLM and k- € models for clear water run C4.

As expected, the computed profile with the NLM model
is logarithmic up to the free surface. Below z/h = 0.25, the
velocity profile is well captured by the NLM model. For z/A
> (.25, the measurements do not follow the logarithmic
velocity profile. This is probably due to the presence of
secondary currents and free surface effects which are not
captured in the simple eddy viscosity model: in the upper part
of the flow, computed results do not reproduce the observed
deviation from the log profile. The velocity profile is overall
well captured by the k-& model even if the depth-averaged
velocity seems slightly under-predicted.

B.  Velocity profiles for sediment-laden flows

The comparison between the NML and the &-& models is
performed on the starved bed data sets ST2B and ST2A.
These runs are characterised by the highest concentration
levels up to 0.64 g/l and 1.46 g/l near the bed (z/h = 0.1),
respectively. NML simulations are run with and without
damping function. To analyse the effect of sediment on the
velocity profile for the k-& model, simulations are conducted
with and without sediment. The equivalent bed roughness is
set equal to 0.7 mm and 1.25 mm for ST2B and ST2A
respectively. The velocity profiles for runs ST2B and ST2A
are plotted in Fig. 2. The main measured and computed
hydrodynamic features are provided in Tables IV and V. The
computed water depth, depth averaged velocity and shear
velocity are relatively close to the measurements (Tables IV
and V).

TABLE IIL MAIN HYDRODYNAMIC FEATURES OF RUN C4
C4 data . NMI‘f k- € simulation
simulation
U (m/s) 0.87 0.9 0.9
H (m) 0.0569 0.0557 0.0554
u* (m/s) 0.043 0.038 0.036

Water depth, depth averaged velocity, and shear velocity

TABLE IV. MAIN HYDRODYNAMIC FEATURES OF RUN ST2B
ST2B data . NML. k- € simulation
simulation
U (m/s) 0.862 0.865 0.87
H (m) 0.0577 0.0582 0.0576
u* (m/s) 0.043 0.053 0.047

have mostly the same values for both turbulence models. The
computed shear velocity is under-estimated compared to the
measured data.

For run ST2B, even if the concentration level is relatively
high, both turbulence models produce almost the same
velocity profiles with or without the sediment influence (Fig.



XIX" TELEMAC-MASCARET User Conference

Oxford, UK, October 18—-19, 2012

2a). For Run ST2A, k-& model still predicts unchanged
velocity profile with or without sediment (Fig. 2c) whereas
the velocity profile is influenced by the damping functions
with NLM model. For both runs, the detail of the velocity
profile is better reproduced by the k-& model. The profiles of
the Richardson number (equation (14)) for run ST2B and
ST2A are plotted in Fig. 3. The Richardson number reaches
high value up to 0.1 near the bed for run ST2A and up to
0.05 for Run ST2B. However, R; decreases rapidly with
distance from the bed, down to less than 1% at about 10% of
the water depth which could explain why the k-& model
seems not affected by the presence of sediment.

z/h

001
0.001

—Ri5T2B

--Ri5T2A

0.01 0.1
Ri

Figure 3. Richardson profiles for run ST2B and ST2A obtained with k-¢

model.

TABLE V. MAIN HYDRODYNAMIC FEATURES OF RUN ST2A
ST2A data . NML. k- € simulation
simulation
U (m/s) 0.81 0.83 0.83
H (m) 0.0584 0.0583 0.0583
u* (m/s) 0.043 0.046 0.048
damped NLM - -keps SED o dataST2B
1. NLM e k eps CW
<
2 a N1
0.01 : : :
10 15 20 25
U/u*
~~~~~ damped NLM o dataST2A — NLM
1 .
2b o1
0.01 : : :
10 15 20 25
U/u*
~~~~~~ k eps SED O dataST2A - kepsCW
14 -
_0.9‘08/
<
5T°
- ) 5.@"’ ©
2c | Foi- /__,-"9"
0.01 : : :
10 15 20 25
U/u*

Figure 2. Figure 2. Comparison of NML and k-[] models for runs ST2B
and ST2A: (a) velocity profiles for ST2B run; (b) velocity profiles with
NML for ST2A run; (c) velocity profiles with k-[] for ST2A run

C. Concentration profiles for runs ST2B and ST2A

For the sediment concentrations, profiles are plotted in
Figs. 4a and 4b for runs ST2B and ST2A respectively. The
concentration levels are normalised by near bed
concentration C, measured at 10% of the water depth.
Results for the concentrations are only shown for the k-¢
model because the velocity profile is better captured with this
turbulence closure. Computations were performed with
different values of the turbulent Schmidt number. Best
agreements are obtained with o, =1.3 or 1.4 for runs ST2B
and ST2A respectively. For both runs, the computed
concentration profiles match well the experimental data.

< dataST2B --k-eps
1 .
\
é\
N
o
<
N
e
= \\O
AR
4a R05 o
Y
X
0‘>
%Q
%o,
oo _
0 | | | ——r==- !
0.001 0.01 0.1 1 10 100
Cc/Ca
10 . . < dataST2A - -k-eps
oM
LN
N
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4b Sos - N
N
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Og\
>
° bb‘o‘ -
0.0 T T T A |
0.001 0.01 0.1 1 10 100
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Figure 4. Comparison of NML and k-[_] models for runs ST2B and ST2A:
(a) concentration profile for ST2B run and (b) concentration profile for
ST2A run.
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VII. CONCLUSIONS

From the analysis of the experiences of Lyn [4, 8], the
recommended modelling strategy is to use the k-& model
because it allows to obtain simultaneously the correct
velocity and concentration profiles for the whole range of
concentration levels. The NML model is efficient for the
clear water runs but it appears to be less effective to
reproduce the velocity profile in presence of sediment in
suspension, even when the turbulence model is implemented
in combination with damping functions. The comparison
between TELEMAC-3D results and measured profiles of
suspended sediment needs to be extended to other flume
series, for example the experimental setup of Graf and
Cellino [18], and validated with in-situ measurements.
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Abstract— Vertical grain sorting is one of the leading processes
for many hydrodynamic and morphodynamic simulations.
Like most hydraulic & morphological software packages
TELEMAC & SISYPHE calculate sediment transport,
sediment sorting and development of bed forms depending on
the active layer of the bed. The empiric active layer thickness
concept has been developed in 1971 by Hirano and expanded
by Ribberink among others to fit the numerical models and
demands of their time. With new high performance computers
and the here presented continuous vertical grain sorting
models with dynamically estimated active layer thickness it is
now possible to overcome several limitations of this meanwhile
40 year old concept. Results of this model are compared to the
classic Hirano-Ribberink implementations using measured
data off 3 flume experiments performed at the Universities of
Delft, Ziirich and Illinois to validate and proof this concept.

I.  THE HIRANO-RIBBERINK VERTICAL GRAIN SORTING
MODEL (HR-VSM)

A.  Motivation

Many medium and long term hydrodynamic numerical
simulations of rivers cannot be operated successfully without
considering the flow-sediment interaction. Sediment layer
thickness and grain size distributions influence the bed
roughness and the flow field. Vice versa the flow field sorts
sediments and develops bed forms. TELEMAC-2D/3D and
SISYPHE enables interactive coupling of morphodynamic
and hydrodynamic simulations and includes the state of the
art grain sorting algorithm for numerical morphodynamic
models: The Hirano (1971) concept with extensions of
Ribberink (1987) and other research groups.

The basic idea of Hirano is the interaction of flow with a
fully mixed top-most layer of the sediment, while the deeper
sediment stratigraphy remains untouched. The thickness of
this active layer describes the common depth of
morphological processes in the riverbed per time step, which
equals the maximum impact of the hydraulic shear forces.
The empirical variable active layer thickness (ALT) is
usually chosen as a multiple of the characteristic grain
diameter and the mean height of bed forms. For numerical
reasons it is the maximum depth that can be eroded in one
time step. Below the active layer follows another empirical

Rebekka Kopmann

Department of Hydraulic Engineering
Bundesanstalt fiir Wasserbau
Karlsruhe, Germany
rebekka.kopmann@baw.de

layer, the active stratum, which has no measurable equivalent
in nature. It is used to refill or reduce the active layer to the
predefined thickness after evolution calculations changed the
active layer thickness.

The implementation in TELEMAC / SISYPHE vé6pl
adds up to 7 more storage layers below these 2 layers. They
keep different sediment mixtures until they are activated by
erosive processes. Within 1 time step evolution only affects
the active layer and the active stratum.

B. Limitations

This meanwhile 40 year old concept was developed as an
averaging empirical approach at a time where the available
computational performance was 1010 times less than in
2012. Saving computational resources by spatial averaging
was necessary but comprehends several limitations:

e The number of discrete layers is limited to 9.

e The a priori chosen layer thickness depends on dune
heights, grain roughness, depth of the rigid bed,
mesh density and other parameters.

e The active layer + active stratum concept in fact
mixes the second layer as well, Fig. 2.

e Contrary requests of the active layer concept cannot
be fulfilled in every case. e.g. the theoretical active
layer filling is homogenous and cannot be
subdivided. If the topmost layer is used to reproduce
the stratigraphy, it cannot be used for the natural
impact depth of the driving shear forces at the same
time.

While the first two limitations could be easily removed,
the last two require a new concept with less averaging effects
on the bookkeeping.

II.  THE NEW CONTINUOUS VERTICAL GRAIN SORTING
MODEL (C-VSM)

A. Divided in bookkeeping model and transport model
One of the main disadvantages of the Hirano method is
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f ' . Figure 2. Development of an academic sorting profile in HR-VSM
< (SISYPHE v6p0). For a channel with equilibrium transport, but short term
§ . Layer N evolution of 0,0001% of the active layer thickness.
Fraction . . .
8 which gets an addition or subtraction of volumes. Exchange

goes from top to bottom as deep as necessary to get the

Figure 1. Legend for all following diagrams: Imagine the new continuous needed volumes. It is not anymore a Shlftlng of fractions over

vertical grain size sorting model C-VSM as the drilling profiles probability the full strength of a theoretical layer.
density functions in polyline form, where grains are sorted from fine to
coarse, left to right, resulting in 100% at any depth. The widespread Hirano B.  The new bookkeeping model

/ Ribberink layer sorting model HR-VSM is a simplified version. . .
We decided to add a depth dependent bookkeeping model

the continuous mixing of the active layer and the active for each grain size fraction with unlimited numerical
stratum after every time step, even with minor or without resolution for each node pf the 2D morphological model. As
the transport model remains unchanged and does not directly

evolution. interact with the bookkeeping model, both are kept in
This is done to numerically refill or reduce the active separate software modules without knowing the existence of
layer content with active stratum content each other.
e for example to restore the full theoretical thickness of As shown in Fig. 1 a drilling core is the physical
the active layer after evolution, equivalent to the storage model. The numerical
. . . . implementation is a set of depth dependent probability
e or even when just a dynamic active layer thickness density functions (PDF) for each grain size fraction. The sum
formula resizes the thickness based on turbulence of all grain fraction PDFs is always 100% at any depth.
shuffled flow conditions. These PDFs are stored as polylines. The number of line
But it is not necessarily a process that happens in nature. sections is theoretically unlimited. For visualisation, the grain
Fig. 2 shows the dynamic formula effect to the ALT, due to size fractions of each profile are always drawn additive from
turbulence influenced shear stress variability in between 2
time steps (ALT i=+/- 0.000001 * ALTi-1), but with a long
term equilibrium state (Eoo ~ 0). After 1 000 000 refill and VIPARELL FLUME #1053
reduction cycles for an alignment of the active layer and il e
active stratum each time, the content of both layers is almost Al 0062 GRS DO L0 AR G M 0B SRS A00]

fully mixed, without any change in bed level. Even though
this is mathematically correct it leads to wrong vertical grain
sorting. Hirano demanded morphological activity ends below
the active layer, but here the mixing reaches one layer
deeper.

The solution is to separate the grain storage model from
the evolution calculation model. This means that 2 datasets
are used for the grain sorting. Dataset 1 is a storage model
that keeps the information about the vertical grain sorting,
without regard to any layer boundary, like the drilling profile,
with as much resolution as possible. Dataset 2 is again the
Hirano active layer, newly filled with the actual average

Figure 3. In case of immobile coarse fractions within the active layer, the

gre}in mixture of the equivalem top sections of the Dataset. 1. active layer itself can develop a sub ordinary stratigraphy which is relevant
Itis newly averaged at each time step and used for evolution for the development of bed forms and armoring effects. This figure shows
calculations. This works not different than the original the mean grain diameter ds, (green to red) in the middle of a laboratory

Hirano concept. But now any evolution is not shifted to the flume and the corresponding hydraulic impact, shown as shear stress (blue).

Fine grains separate from the mixture and move on top of the coarse ones,

active stratum, but to the fine resolution storage model, which stay behind as an immobile under layer

10
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fine (left) to coarse (right) (Fig. 1 is the legend to all other
figures). In contrast to the classic Hirano-Ribberink layer
model there are no theoretical limitations to the discretisation
of thicknesses except the capabilities of the hardware.

Additionally a fraction gradient over depth is modelled as
a single trapezoid instead of an approximation with many
rectangular layers. This saves resources. The main benefit
can be found in simulations where the real layering is finer
than the ALT (Fig. 4).

This is especially helpful for fine grain lentils or
armouring layers within the sediment body which might
significantly influence the calculation in a subsequent time
step. Fig. 4 shows the main advantage of the polyline C-
VSM version against the fine layer C-VSM versions. To
describe declining fractions of a single material only few
points (= double precision variables) are necessary while the
fine layer sorting profile needs many datasets more.

1) Depositing sediments: Sedimentation can occur in 2
modes. The first mode is a plain sedimentation of one or all
fractions. The already lying sediments are not moved,
incoming sediments can only be placed on top. Numerically
this is a new polyline section on top of the C-VSM. The bed
level is lifted while storing the new material. See Fig. 5Sc,
which is Fig. 5b plus sedimentation on top.

The second mode is sedimentation of some coarse grain
fractions while finer fractions are eroded from the active part
of the bed. Here the sediments within the active layer are also
in motion. Therefore depositions are placed as an addition to
the active part of the bed, inside the existing top section. See
Fig. 5b which adds material in the top section of Fig. Sa.

2) Eroding sediments: Erosion always starts from bed
level and ends where the transport capacity is satisfied. This
leads to complete or partial erosion of grains within C-VSM
polyline sections. If a grain class within a section (which
equals a volume!) is eroded completely, like grain class 2 in
Figs. 6b and 6c, only the bed level elevation has to be
updated and the fraction variables of the remaining sediment

PDF
(measured)

HR-VSM C-VSM C-VSM
(Sisyphe vép1) (fine layer) (Sisyphe v6p2)

Figure 4. Comparison of stratigraphy abstraction models with active layer
(red dotted): Measured Profil (far left); Hirano/Ribberink (left), Continuous
model based on very fine layers (middle) , Continuous model based on
polylines (right).
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0,1m

0,05 m

Active Layer

a b c d e

Figure 5. Eroding a certain volume of grain fraction No2 (grey) from the
storage model. Example in 4 Steps: a) Initial state; b) & c). Erosion of
sorting profile section 1 and 2 leads to a lowering of the surface, while the
sum of all fractions is normalised to 100%. d) & e) Section 3 is not eroded
completely, but split into two sections where only the upper part is eroded.

0,1m grain sizes:
M 0.00138 [m]
0.00225 [m]
0,05 m M 0.0032 [m]
0.0049 [m]
om | M 0.00747 [m]
a b c

Figure 6. There are 2 modes of adding fractions: a) a random profile in its
initial state; b) Sedimentation of fraction #4 mixed in the topmost section of
(a); ¢) Only sedimentation of fraction #4 on top of the profile (b), without
mixing in the top section.

have to be normalised to 100%. If the section contains more
material than can be eroded, only the necessary volume is
extracted. This forces a splitting into two parts (Fig. 6d). It
remains one section without grain class 2 and below another
section with grain class 2 (Fig. 6¢).

3) Avoiding excessive fragmentation: After a longer
series of sedimentation and erosion cycles the C-VSM is
fragmented in many very small sections, which is sometimes
only 10-15 m strong. To avoid too excessive memory
consumption a compression algorithm reduces the number
of sections based on user defined quality threshold values.
This algorithm is a modified version of the Douglas Peuker
line generalisation algorithm. It works iterative until a
maximum fraction error or a minimum point number is
reached. See Fig. 7.
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0,1 m

0,05 m
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Figure 7. The yellow points mark the polyline PDF sections of the C-
VSM. The intial profile (left) is simplified with the line generalisation
algorithm without significant change in volume.

4) Updating the transport model: When the bed load
formula is calculated, the supplied active layer hasn’t got the
content of the active layer of the last time step. It is an
updated content from the C-VSM by integration of the grain
class volumes over the newly estimated active layer
thickness.

C. Reduced smearing effects

Fig. 8 shows clearly how the high resolution vertical
sorting is preserved even though the transport model itself
works with the averaged and therefore coarse Hirano active
layer. It shows 3 sub steps of one time step for both
deposition and erosion.

e The active layer is averaged from the bookkeeping.

e Evolution is calculated with any well known
transport formula and the Exner equation based on
the active layer and without impact on the
bookkeeping.

e Evolution is added or subtracted from the top of the
PDF.

The resulting C-VSM surface is free from eroded and
buried materials, while the HR-VSM mixes in other materials
from the active stratum as well.

D. Dynamic active layer thickness

The original Hirano idea assumes the active layer bottom
as the limit of the moving part of the bed. It is clear that a fix
active layer thickness can not account for changing
hydraulics, morphology and grain sorting.

This empirical mean value is hard to measure and

e has growing uncertainties the coarser the spatial
steps get (mesh width),

e is sensitive to the length of the observed
morphological activity (time step),

e and is dependent on the shear stress magnitude.

12
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Figure 8. The changed and finer bookkeeping of Continuous Vertical
Sorting Profiles (C-VSM) avoids smearing problems due to averaging in
the classic Hirano/Ribberink layer method (HR-VSM). This sketch shows
the behavior for sedimentation and erosion of both algorithms within one
time step.

Replacing these influence factors with mean values
increases the morphological uncertainties. A collection of
formulas for dynamic ALT approximations during a
simulation are available in Malcherek (2007), using the
bottom shear stress 7, the critical shear stress ¢, the
characteristic diameters d_.d.,,d and transport stage

MAX
parameter D*. v

e  Hunziker & Giinther

ALT =5%d .y (D
e Fredsoe & Deigaard, 1992
ALT = 2 7p 2)
(1-n)-g- (ps - p)tang
e van Rijn, 1993
ALT=03-DY7 - (FB=EC)05 g4 3)

]



XIX" TELEMAC-MASCARET User Conference

Oxford, UK, October 18-19, 2012

e Wong, 2006
ALT=5-(—8 00549 .45, (4
(ps—p)-g-d
e  Malcherek, 2003
ALT =390, ZE (5)
1-n Tc

Other parameters: p ... density solid; p ... density water;
n ... pordsity; tang ... friction angle

The implementation of these formulae is possible for HR-
VSP with very long morphological time steps. But it is
limited, due to the smearing problem shown in Fig. 2.
Especially in pulsating eddy zones the ALT changes by
several 100% within few time steps instead of the above
shown 0.0001%. This increases the smearing problem.

With the new C-VSP this problem is obsolete and the
formulas for a dynamic ALT can be used over longer
simulation periods in coupled morphodynamic and
hydrodynamic models.

No further recommendation is given on these formulas, as
their usability is strongly dependent to the project. Fig. 9
shows the strong variance of these formulas for the later
described Guenter flume.

E. Possible future extensions

Another advantage of the separate bookkeeping method is
the possibility to add other geotechnical algorithms like time
dependent compacting, shrinking and changes of the

porosity, as well. Furthermore we recommend the
D50 D90 ——DMAX tauB —tauC -
0,020 ; 7 3 £
| ! 25 2
: ; 2
g 0015 _d\/W\N\I\J\J\/\N\J‘/\'\NW\NW/\J\/w/V/\/\/\A 15 ©
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= | | 5
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Figure 9. Development of the shear stress, the characteristic diameters and

the active layer thicknesses for a random point in the middle of the Guenter

flume, calculated with the five above mentioned formulas. Strong variations
between the formulas force a careful selection.
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development of a vertical mixing algorithm which accounts
for moving sediments without sedimentation or erosion.

III.  VALIDATION OF THE NEW C-VSM

The capabilities of the C-VSM were tested against 3
laboratory flume experiments with a total of 25 different
parameter combinations. Stability, usability and the
bandwidth of the C-VSM is demonstrated in this chapter by
picking demonstrative aspects of one suitable flume. Even
though we did not calibrate all 25 setups, it is technically
possible. The following examples show some new
possibilities and the model behaviour.

A. Validation case: BLOM FLUME

1) Setup: Astrid Blom (2003a, 2003b, 2008a, 2008b)
conducted flume experiments at Delft Hydraulic
Laboratories in 1998 to investigate vertical sorting
processes. She used the measured data to develop her own
numerical vertical sorting model. The authors decided to use
these experiments as validation cases as well.

This rectangular profile laboratory flume was 50m long,
Im wide and filled with an artificial 3 modal grain mixture
(dsp = 0.00068 m, 0.0021 m and 0.0057 m, 33.3% each).
Several flume configurations can be found in her
publications, we calculated all with TELEMAC and the C-
VSM, but want to focus on the “Series B” for this publication
(see Fig. 10 for a picture).

For a discharge of 0.267 m*/s a slope of 0.0018 produced
a normal flow depth of 0.386 m for case “B2”. The sediments
were recirculated. Both, the physical and numerical
experiments require the first half of the flume length to gain
undisturbed hydro- and morphodynamic conditions, thus
only the second half is used for comparison.

2) Results: Results of the C-VSM are shown in Fig. 12
(averaged) and Fig. 11 (2D top view). Bed forms occurred
and fine material moved over coarse material.

The C-VSM clearly shows that the surface material has
no coarse fraction any more as the fines move in form of
dunes on top of them. This effect has been observed by
Astrid Blom (see Fig. 12), but is clearly missing in the HR-
VSM.

These results subsequently show a better grain and form
roughness approximation for the C-VSM.

B. Validation case: VIPARELLI FLUME

1) Setup: Enrica Viparelli et al. setup a rectangular
profile flume of 17 m length and 0.61 m width with a slope
between 0.0046 and 0.0079. A sediment mixture between 1
and 10mm (dsy=7.8 mm) was filled in 18.5 cm strong. 9
Experiments were run with various discharge and duration
configurations resulting in water depths H between 6.9 and
8.7 cm.



XIX" TELEMAC-MASCARET User Conference Oxford, UK, October 18-19, 2012

C-VSM HR-VSM

Figure 10. Pictures by Astrid Blom (2003) of flume experiment before
(left) and after (right) experiment B2.

Figure 12. Development of bed form and grain sorting within 4h for the
Blom series B. Calculated with TELEMAC / SISYPHE v6pl. C-VSM and
HR-VSM show averaged values between flume stage 25 m to 47 m.

Figure 11. Top view a.k.a. flume surface. Development of the fine grain
fraction after 4h. Initial values (t=0) for all grain fractions f and both
models have been fi = 0.3333.

Transport rates, water depth, resulting slope and the shift thickness varies between 2.5 and 4.5 cm as the shear stress
of surface grading lines are documented well in Viparelli varies and the different grain mixtures of the active zone
(2010). A TELEMAC-2D / SISYPHE v6p1 model with 3800 have a different dso value. An interesting fact is that the last 2
points was used to calculate the flume experiments. The profiles are not mixed in as deep as the average active layer
initial grain mixture was set to 5 grain sizes with a fraction of thickness reaches. This means that so far no erosion took the
0.2 each. maximum of the available material. Maybe the dynamic ALT

estimation according to van Rijn overestimates this case and
one of the other formulas shown in Fig. 9 would perform
better. This problem also inspires to develop a new formula
for the ALT, dependent on the maximum impact thickness of
the last time steps morphological processes.

2)  Results: Viparelli describes the results of the flume as
free from bed forms and lateral effects. This is the same for
the C-VSM results. There is no clear trend of the grain
sorting in neither direction, maybe due to the equilibrium
conditions. But we have a strong variance on single points
especially close to the inflow and outflow boundaries. 3) Development of the C-VSM sections: Another
important result proofs the robustness of the dynamic C-
VSM data management. Initial fears that an uncontrolled
fragmentation of the C-VSM might increase the memory
demands significantly can be disarmed.

Fig. 13 shows 5 C-VSM profiles from probing points in
the middle of the flume after 36000 hydraulic time steps of
0.1 s, what equals 1h. Due to an extended morphological
time step this equals 720 calculations of the morphology.

These 5 profiles with totally different character are selected Starting with only 12 sections for the C-VSM in Fig. 14,
because they show the capability of the bookkeeping system. sediment movements fragmented the profiles and the number
Each of the shown profiles has its own development history of data points rises until a threshold of 80 is reached. Now
out of erosion and sedimentation cycles and consists of 12 to the profile simplification algorithm merges neighbouring line
48 sections. sections in the profile while respecting a maximum fraction

error which is user defined 10-12 here. The number of

The black line marks the active part of the bed at the last sections drops below 30. As the Viparelli flume is in

time step, calculated with van Rijn formula. The active layer

14
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equilibrium state the cycle of growing and shrinking is in
equilibrium as well.

tau: 4.537 . .
==L D50 of Fractions:

tau: 4241
S

tau: 8.9

<

M 0.00138 [m]

tau: 8.869
—_—

M 0.00225 [m]

tau: 7.597

M 0.0032 [m]

0.0049 [m]

0.00747 [m]

Figure 13. C-VSM profiles from 5 stations of the flume show a different
morphological history, even though the surface mixture ds is almost 3mm

7

SIS

for all of them. Pulsating shear stress values 7,(tau) of the last time steps

are shown in N/m? and the resulting active layer thickness according to the
van Rijn formula is marked as a thick black line.

# of sections in C-VSM

200 300 400 500

time (s)

Figure 14. The number of sections in the C-VSM, averaged over all points
in the middle of the flume, increases and decreases during changing erosion
and sedimentation cycles. If the number of sections gets too high,
recompression is performed, but an accuracy threshold is kept.

C. Validation Case: GUENTER FLUME

1) Setup: Arthur Guenter published his laboratory flume
experiments at the ETH Ziirich in 1971. The rectangular
flume dimensions were X=40m / Y=Im / 1e~0.002 /
H<O0.Im. Different to the other 2 test cases he didn’t use
recirculation. Therefore this flume is especially useful to
observe the development of armoring layers and the
influence of turbulence on the critical shear stress.

We use a TELEMAC-2D + SISYPHE model based on a
5000 point irregular triangle mesh. All simulations are based
on a 6 size fraction sieve line.

2) Results: Fig. 15 shows a longitudinal cut for ds
through the middle of the Guenter flume along the X axis
and the corresponding C-VSM charts for X=55m; Y=0.5m.

Obviously only the 3 finer fractions are moving in higher
percentage.
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X [m] 25 30 35 40 45 50 55

| — Profile_D50 [m]: 0.001 0.002 0.003 0.004 0.005

Z[m]
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t=72h

0.95

tau: 2.934
N

1m tau: 2.848
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tau: 2.271 D50 of Fractions:

- tau: 2.022
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M 0.000501 [m]
M 0.00151 [m]
0,95 m 0.00255 [m]
M 0.0036 [m]
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M 0.0056 [m]
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24h 72h

Figure 15. Top: dso [m] - longitudinal cut through the Giinther flume for
T=15min; 6h; 24h; 72h. Bottom: According vertical sorting profiles of
flume middle axis for x =55m.

After 6h most of the fine fractions are in motion on top of
the coarser ones. A clear stratigraphy can be seen now. The
available fine sediments are already getting less in the upper
half of the flume. At the end of the flume the coarse
intermediate layer is strongest, as all the fine material of this
part has meanwhile been eroded and out of the flume. The
fine material on top of this flume part is mainly originated
from upper flume parts.

After 24h the upper part of the flume almost reached the
final state. The lower part still has a small rest of fine
sediments coming from the deeper zones below the coarse
surface layer now sporadically reached by turbulent pulses.
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After 72h the coarse zone nearly reached a constant
strength, which equals almost the mean value over all points
of the maximum estimated active layer thickness (here:
Malcherek formula; option 5). Since even the shear stress
peaks now do not reach deeper available fine sediments any
more, erosion per time is very small now. An armouring
layer has developed and protects the lower sediments.

We tried different formulas, which lead to a different
strength of the armouring layer. And of course other
parameters like hiding effects or the slope effect, estimation
of the critical shear stress and others influence the resulting
sieve lines and the time scales.

IV. SUMMARY AND RECOMMENDATION

The continuous vertical sorting model (C-VSM)
overcomes many limitations of the classic layer
implementation (HR-VSM).

Even though this paper shows a different way to manage
the grain sorting, it is just another interpretation of Hiranos
original idea with fewer simplifications. The new model
doesn’t overcome the need to carefully calibrate the same
input parameters as all other models, but the new
interpretation has the following advantages:

e It is possible to keep minor but prominent grain
mixture variations even after a high number of time
steps. Smearing effects and bookkeeping accuracy is
defined by wuser defined thresholds or the
computational resources, rather than through a fix
value.

e A dynamic active layer thickness is not biased by
these effects any more. Various functions for the
impact depth of the shear stress can be chosen to the
projects demands.

e The result is a much more accurate vertical grain
sorting, which results in better prognoses for bed
roughness, bed forms and erosion stability.

The modular implementation provides an interface for
important future developments. Further validation in
practical projects is in progress.

V. How To USEIT IN SISYPHE v6pr2

A couple of new keywords enables the C-VSM. Add the
lines of Fig. 16 to your sis.cas file.

The full C-VSM output can be found in the Selafin files
VSPRES & VSPHYD in the tmp-folders. As the higher
resolution of the C-VSM needs resources, you can reduce the
print output period, or suppress the output at all. The
common SISYPHE result files only show the Hirano output.
Even more disk space can be saved, if only few points are
printed out as .VSP.CSV files in the subfolder /VSP/. We
recommend using between 200 and 1000 vertical sections.
More will not improve the accuracy much, and less will lead
to increasing data management, as the profile compression
algorithms are called more often.

VERTICAL GRAIN SORTING MODEL

Il
=

C-VSM MAXIMUM SECTIONS = 100

C-VSM FULL PRINTOUT PERIOD = 1000

C-VSM PRINTOUT SELECTION =

C-VSM DYNAMIC ALT MODEL =5

012511351411118[17501210413316(121211280(12186|3187[1356(3027]1535(485

Figure 16. Example configuration for Sisyphe v6p2.
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Please feel free to report your experiences with our new
development.

uwe.merkel@uwe-merkel.com
rebekka.kopmann@baw.de
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Abstract—This paper presents results of RANS simulations of
dunes in an open channel flume with TELEMAC-3D and
SISYPHE. Three-dimensional sand dunes were produced,
studied and compared to the physical dunes of a laboratory
flume situated at the BAW, Karlsruhe. Aim of the study is to
create a parameter set for TELEMAC-3D and SISYPHE with
which it will be possible to conduct explicit simulations of bed
forms for selected river stretches. For comparison the
parameters of dune height and length are used. Additionally
the mean deviation of the probability density function of the
bed forms, the mean skewness and the mean Kkurtosis were
computed and compared to the data of the physical data set.
Three different bed load transport formulas and four different
slope effect and deviation formulas were used. The deviation
formula of Apsley & Stansby in combination with the slope
effect formula of Koch & Flokstra and the transport formulas
of Engelund & Hansen as well as Yang & Lim showed the best
results. The study shows that even though the height, length
and Kurtosis of the dunes can be matched quite well with the
dunes of the physical flume, the skewness is not in the same
area. A possible explanation is that the produced dunes are not
dune-shaped but have the form of ripples.

I. INTRODUCTION

Most of the more-dimensional calculations in engineering
practice are 2D-hydrodynamic simulations. More and more
morphodynamic tasks and for this a coupling to
morphodynamic simulations is needed. In this case bed forms
are only accounted for by empiric formulations, e.g. by
changing the roughness coefficient. The actual depth of the
river with dune peaks and deepenings is not reproduced.
Following this the correct prediction of the available shipping
capacity must be assigned with a higher uncertainty.
Explicitly modelling of dune movement and behaviour could
help to solve this task.

There have been different approaches to tackle this lack
in morphodynamic modelling. One is LES of bed forms,
where [1], [2] used detailed hydrodynamics to model the
coherent structures of turbulence that are responsible for
dune sediment transport. Additionally the sediment model
included pickup, transport and deposition. In another
approach [3] used roughness predictors by Engelund [4]
adapted for supply limited situations and could show good
agreement between prediction and measurements. It is in
between these two methods, highly resolved and implicit
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integration, the task of this research project of the Federal
Waterways Engineering and Research Institute falls.

In previous papers the capacity of TELEMAC-3D and
SISYPHE has been shown [5], [6]. This paper provides
further evaluation and analyses of the results. The
hydrodynamic and morphodynamic programs are described
in detail in [7] and [8].

II.  FLUME EXPERIMENT

A. Experimental setup

The experimental flume is situated at the German Federal
Waterways Engineering and Research Institute (BAW),
Karlsruhe. It has been described in [9] and [10]. A stretch of
30m length and 2m width covered with nearly uniform
sediment with a D50 of about 1mm provided the data for the
comparisons presented here. Different runs without
installation, groynes, slot groynes and partially fixed bed
have been conducted.

B. Numerical Model

For the numerical computation, TELEMAC-3D and
SISYPHE (version 6.1) were used (for a detailed model
description please also refer to http://www.opentelemac.org
and http://docs.opentelemac.org).

The computational grid spans the 30 x 2 m of the
experimental flume. The horizontal mesh size is 6-16cm with
a mean of 1lcm. In total that gives 5750 nodes and 11000
elements. 10 layers are used in the vertical with a logarithmic
distribution finer towards the bottom, which results in
roughly 100.000 elements to be calculated.

At the inlet constant discharge and no sediment is given
at the boundary. The sediment input is realised with the
dredging and disposal module DredgeSim [11] coupled to
SISYPHE to reproduce the conditions of the physical model.
Like in the experimental flume the water level at the outlet is
kept constant.

C. Statistical dune parameters

The common approach to evaluate dunes is the use of
dune lengths and heights. Longitudinal cross sections every
Icm of the topography are extracted and for each the slope is
deducted. Afterwards a partial regression line is plotted for
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each profile and by the crossings of each of the profiles with
these regression lines a mean dune length and a mean dune
height is calculated.

Furthermore the skewness and kurtosis of these
longitudinal cross sections can be calculated from the same
dataset. Skewness and kurtosis give additional information
about the dune field. They are the third- and fourth-order
distribution moments normalised by the variance. Using
distribution moments (as skewness and kurtosis) will imply
that the results are independent of the mean of a series of
bed-form profiles, as well as the resolution of the recording
[12].

If the elevation of the bed surface is expressed as
a(x,y,t=tl) then the variance ¢? of this data set is the 2™ order
momentum of a spatial series:

o? = / a”?fla)da = (a”) (1)

o0

The standard deviation (square root of the variance)
represents a characteristic vertical roughness scale for the bed
surface, even though the dune with its specific height is
resolved [13].

The skewness is the 3" order momentum divided by the
cube of the standard deviation o:

S-’!-' —_ <{.lf."$>/0_.'3 (2)

It is a measure for the symmetry of a spatial series
relative to the normal distribution. If the skewness is zero, the
distribution around a sample mean is symmetric. Data more
spread to the right of the mean has a positive skewness value
and vice versa [12]. The general shape or form of the bed
surface can be taken from this skewness value. Dune fields
are associated with a negative skewness, which might
represent a flattened crests and steeper troughs [13]. A
negative skewness also represents a long, convex upwards
stoss-side slope and a relatively steep and short lee-side face
which are characteristic for dunes [12].

The kurtosis is the 4™ order momentum divided by the
standard deviation to the power of 4:

Ku = (/o — 3 A3)

It is the measure for the peakedness/tailedness of a spatial
series distribution, as it is the variation of the variance. The
kurtosis value of a normal distribution is 3, so here this value
is corrected to get a value of zero for a normal distribution. A
positive value means more extreme fluctuations of the data
set, whereas a negative kurtosis is the result of flat data [12].
Bed waves that are widely spread on a flat bed have a large
and positive kurtosis, and a train of triangular, identical
waves following each other will have a negative kurtosis
[13]. One mean parameter has been calculated for the whole
flume.
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D. New formulae in SISYPHE

Several parameter sets have been tested. The use of
further slope effect and deviation formulas as well as new
bed load formulas promised better results. The slope effect
and deviation model proposed by Apsley and Stansby [14]
and Stansby et al [15] is based on the concept of the
“effective” shear stress, which is a modified shear stress that
includes a bed slope contribution. This formula has already
been presented by Nicolas Chini at the 2009 TELEMAC
User Conference.

The change of the transport angle (deviation) in x and y
direction, which is used in the following presented
calculations, is calculated as:

-]~

g7 = fcos(d) — /\(_);(:t_asg{_:_)')

[# 4

o =

Y

) )z,
0 cos(0) — ,\i)—(’u.‘%‘(.ﬂ

My “

with cos f calculated as:

cosgd =

1/ \/’] + (8z/0x)? + (9z/0y)? 5)

In notation conform to the SISYPHE User Manual the
deviation change would have the following form:

: . azf
tana = ftand — T —
: : on (6)
with
s 6, cos 3
tan o 7

A new bed-load formula has been implemented into
SISYPHE: the formula of Yang & Lim [16]. The formula is a
total bed load approach, based on the concept that in natural
flow condition there is often no sharp distinction between
suspended and bed load transport. Following this both types
of load are computed together and expressed in a total load
transport parameter 7. The formula as presented in their

paper reads as
L Vs u? —ul\
=1/ ° w

with &k being a constant of 12.5. u« is the critical shear
velocity for sediment movement, u’+ is the effective shear
velocity and o the grain settling velocity as proposed by [17]:

.-

ke Ty ©

1.5
25 + 1.242 — ))
: | ©)
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In notation conform to the SISYPHE User Manual the
transport formula would have the following form:

= d ! )
d, = 12.5 o (0 -0, -

depending on the grain diameter, density, settling velocity,
bottom shear stress and as well effective and critical shear
stress.

III. RESULTS

A.  Skewness and kurtosis

Figs. 1 and 2 show the dune height and length of several
configurations. In the diagrams it is not indicated which
parameter configurations were used, as the diagrams are
supposed to show only the variation of results that were
gained with minor changes in TELEMAC-3D and SISYPHE.
The used parameter variations are slope effect and deviation
formula (where most runs used either Koch & Flokstra plus
Apsley & Stansby or Soulsby plus Talmon as slope effect
plus deviation formula) and variations in TELEMAC-3D
(such as solvers and most importantly time step variation).
For details about the used formulas see SISYPHE User
Manual [18].

0,06

0,05
£ 0,04 i X
ey 4 7
=l 5] ) 4
@ 0,03 o o} 0O po o
ﬁ (0] o © o e
5 : °
3002

0,01 X measurements

OELuH
0 @ Yang&Lim

Figure 1. Dune length for different runs with Engelund & Hansen and
Yang & Lim as transport formula compared to measurements.

Additionally Figs. 3 and 4 show the skewness and
kurtosis values of the same runs. In Fig. 5 the same data is
plotted against a diagram taken from [12]. It can be seen that
the kurtosis values can be matched for some runs, but that the
skewness is off. Comparing it to the results from [12] it can
be shown that the results of the simulations are mostly more
similar to the ones of a riffle bed and that the skewness and
kurtosis values of the experiments match the runs from fine
sand dune runs presented by [12].

Ripples often have two sides that have the same length.
This means that their stoss-side is much shorter as the one of
dunes, which gives them a skewness that is much more close
to zero. They will have less transport over their stoss-side
and have no superposition. Due do this ripples can be even
curved inwards instead upwards like dunes. This tends to
results in a positive skewness for ripples whereas dunes will
have a negative one [12].

In our numerical model we have obviously none or very
limited existence of superposition due the limitations of the
mesh size. Superpositioning ripples cannot be reproduced, as
they are too small to be captured with our mesh. This might
be a reason why it is not possible to reproduce the right
curvature of our dunes and why most of the presented runs
have a positive skewness. Due to this tests with finer
resolutions will be conducted.
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Figure 3. Dune skewness for different runs with Engelund & Hansen and
Yang & Lim as transport formula compared to measurements.
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Figure 2. Dune heights for different runs with Engelund & Hansen and
Yang & Lim as transport formula compared to measurements.
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Figure 4. Dune kurtosis for different runs with Engelund & Hansen and
Yang & Lim as transport formula compared to measurements.
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Dunes have a flattened crest which will also result in a
negative skewness value. As outlined by [13], this is due to
the interaction of the dunes with the free surface and local
flow acceleration. For ripples there is no flattening, as they
do not interact with the free surface. Following this, the
ripple-like form of our numerical dunes might be derived of a
lacking reproduction of the flow field, namely the
insufficient penetration of the dune influence towards the free
surface.

For selected results the evaluated instant of area and time
step has been varied (results not shown). From this it was
possible to see that the results of skewness and kurtosis still
slightly differed over time in the last hours of the run. A
stable state of dune forms might not be reached yet. If a
different area is chosen for evaluation, the values of
skewness and kurtosis change. From this follows, that there
are regions of different dune forms in the flume. The inflow
is highly affected by the input measure and the output area as
well might be disturbed by instabilities. The extent of the
“undisturbed” area changes depending on the propagation
speed of the newly added material, which changes with every
bed load and slope effect formulation.

B.  Selected results

Figs. 6 a), 6 b) and 7 show the overall best results
compared to the measurements. They were gained with the
bed load formulas of Engelund & Hansen and Yang & Lim.
It can be seen, that even though the bottom topography

matches the measurements quite well (Fig. 6 b), the values of
skewness (and height as well) are not in the same range (Fig.
6 a).

C. Time step dependency

From Fig. 8 (a and b) we see very clearly that the time
step influenced the results. The calculations have the same
configuration but with time steps of 0.01s [ 1], 0.1s and
0.5s . On the left side runs of a setting with slope formula
of Soulsby and deviation of Talmon are shown, whereas the
runs on the right hand side have Koch & Flokstra as slope
formula and the deviation formula of Stansby & Apsley.
With a time step of 0.01s both settings result in a bottom
formation that looks similar to the measurements of the
physical flume (SIOW1T2). In the graphs below (Fig. 8 b)
the corresponding mean values of dune height and length,
deviation, skewness and kurtosis are plotted against the time
step. It can be seen that these mean values do not differ
strongly between the 0.1s and 0.01s runs. The values of the
0.5s run on the other hand change in an obvious way. The
same tendency can be observed in the plots of the bottom
formation as well (Fig. 8 a).

For all runs the courant criterion is followed and the
courant number (¢ = wuidt /Ax) is below 1. This is checked
even though this criterion is not a hard criterion for semi-
implicit schemes. Further investigations will be done
concerning this issue.
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Figure 7. Comparison of simulated and physical flume bottom after 18h, 3D plot, same data set as figure 6 b)

D. Changed boundary conditions (input area)

The input of sediment still is one of the major challenges
in this study. Even in the physical flume experiment the
development of dunes was sensitive towards the sediment
input method. In the numerical experiments this proved to be
an even bigger issue. The dune form and also transport
strongly depended on input volume and position. A reduced
input volume (compared to the physical experiments) was
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chosen, which delivered better results due to the insufficient
transport in the inflow area. Obviously the input method in
the numerical model, being near to the boundary and subject
to less developed flow conditions, created a fragile boundary
condition. [19] states as well “...that even distant boundary

conditions, which should normally be physically
insignificant, may considerably influence numerical
solution.”
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IV. CONCLUSIONS AND OUTLOOK

It was shown that explicit dune modelling with
TELEMAC-3D and SISYPHE can be done. The correct
shape parameters of these dunes are subject to several
influencing factors such as bed load transport formula, slope
effect and deviation formulas, morphodynamic time step as
well as hydrodynamic parameters. A new transport formula
by Yang & Lim [16] is presented for SISYPHE as well as the
adaptation of the Apsley & Stansby [14] deviation formula
for version 6.1. Both new formulas show good results for
dune simulations.

Even though the presented results are promising, it is
possible that they originated only from carefully calibrated
numerical flaws and are not reproducible with other
boundary condition or models. In their paper [20] state that
dunes do not result from a linear instability of the code,
whereas ripples can arise from such faults. Following this,
the question would be if the here presented dunes are not
dunes but ripples and the product of a linear instability, or if
they are proper dunes with some faults in form and shape and
that the correct shape can just not be reproduced in RANS.
On the other hand there is research [21] that says that both
ripples and dunes are the result of a primary instability (e.g. a
linear instability of the code), which would make a linear
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stability analysis of the code interesting in both cases. But
even this approach might have limitations: [22] state that “the
complex evolution of bed forms is clearly a nonlinear
process” which would conclude that a linear stability analysis
could not asses this phenomenon. Nonetheless an analysis
should bring further insights.

Other next steps will be further examination of flow
parameters such as the turbulence model and the advection
scheme of velocities, which are thought to be of major
importance when modelling three-dimensional bed forms. So
far the k-epsilon turbulence model and the SUPG advection
scheme were found to deliver the best results. Further
insights are expected from high resolution measurements
which will be conducted over the fixed bed of a natural
formed dune bottom. The calibration of the hydrodynamic
model TELEMAC-3D with this new data set promises good
results.
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Abstract—Within SISYPHE 6.2, the option is created by BAW
to use a morphological acceleration factor (MF) within the
coupled TELEMAC2D-SISYPHE model. Multiplying both the
evolution and the time by the same factor the model jumps
forward in time, reducing the required computation time. This
paper presents the usability of this approach, the gains in
computation time and the loss of accuracy of this approach.
Three different cases were used: a laboratory case of a trench
in a constant flow, a river flood case and an estuarine test case.
For the river flood case, a single event with varying water
discharges, the approach is unsuitable. Using the MF implies
that the water levels change too rapidly, altering the
hydrodynamics. The same would be the case for tidal flow, but
the morphological acceleration factor can still be used due to
the repeating nature of the tide [1]. The downside is that
strictly the results using a factor N are only valid after exactly
N tides. For steady cases the approach can be used flexibly
without limitations. Comparisons with the measured data the
trench case show that the MF can be used with only limited loss
of accuracy. The simulation time reduces rapidly, while the
model skills only reduce marginally, up to the MF is 90. The
simulation time initially reduces rapidly. For the larger model
of an estuary, the gain using a MF of 20 reduced the run time
by a factor 20. In this case however, the model does show some
significant changes in the prediction.

L INTRODUCTION

Predicting long term morphology with a physical based
model is still uncertain and a time consuming process.
Several methods are available for reducing the computation
time. These often used techniques are for example: Online
method approach with morphological factor, Tide averaging
approach, RAM, Continuity correction and parallel online
approach. More information on each of these methods can be
found in [2].

In version 6.2 of the TELEMAC suite, the morphological
factor is available for us in SISYPHE. The morphological
factor simply increases the depth change rates with a constant
factor N. The new bed level represents a simulation period of
N hydrodynamic time steps. For example, using 1 semi-
diurnal tide (~12hours) and a morphological factor of 10 will
result in an actual simulated time period of 120 hours.
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In theory, assuming that the morphodynamic changes are
small compared to the hydrodynamic changes, this approach
reduces the computational effort without significant loss of
model quality. In this paper, we describe efforts to quantify
the effect of this morphological factor on the model
performance, both in quality and speed.

II.  APPROACH

The computational time on a dual core, single processor
machine (details) without additional activity is used as a
measure for speed.

To testing the reliability of the model runs with
morphological factor objectively, the bias (mean error), and
the Brier skill score [3] are calculated. The Brier skill score
(BSS) compares the modelled morphological change X,,(i)-
Xy(i) to the observed changes (X;(i)-X(i)):

BSS=1-Y X,y (1)- X, () 0
X, (1) - X, (1)
This score was deemed the most suitable tool to assess
the quality of morphological predictions [3], as it ignores
model predictions in areas of little change (X,.(i)=Xy(i)).
Downside is that it heavily penalizes small predicted changes
where the measurement finds no change (X;(i)=Xy(i)). The
Brier skill score also allows to compare the model
predictions with the no change prediction, which has a Brier
skill score of 0.

TABLE L BSS CLASSIFICATION FOLLOWING [3]
BSS
Excellent 1.0-0.5
Good 0.5-0.2
Reasonable/faiar 0.2-0.1
Poor 0.1-0.0
Bad <0.0
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Two test cases were chosen to test the approach to speed
up morphological computations using a morphological
factor: A stationary current case and a tidal current case.

III. TEST CASES

A. Stationary current

The first test case is based on the morphodynamic model
of a trench flume experiment. The experiments were
performed at Delft Hydraulics in a small flume with a length
of 17 m, a width of 0.3 m and a depth of 0.5 m (Fig. 1).
Sediment was used with D5y = 0.1 mm and Dgg = 0.13 mm.
Sand was supplied at constant rate at upstream section of
flume to maintain equilibrium conditions. The channel had
side slopes of 1 to 10 and a depth of 0.125 m.

Regular waves with a period of 1.5 s and height of 0.08 m
were generated and a steady current following the waves was
imposed. The water depth was 0.255 m and the current
velocity was 0.18 m/s. The mobile bed consisted of well
sorted sediment with 0.1 mm median diameter (Dyy = 0.13
mm) and density 2650 kg/m’. The mean fall velocity of the
suspended sediment was 0.07 m/s.

To maintain equilibrium bed conditions away from the
channel, 0.0167 kg/s/m sediment was fed into the flume at
the inflow boundary.

The numerical model applied to simulate the dynamics in
the flume experiment uses coupled TELEMAC-SISYPHE. It
uses the SANDFLOW approach added to SISYPHE, using
the lag function described in [4]. The model calculates the
suspended sediment concentrations from the suspended
transport predictor in the formula of Soulsby-van Rijn [7],
while the bedload transport is calculated directly using the
Soulsby-van Rijn formula (see [4] for more detailed
information).

As Soulsby-van Rijn gives no sediment transport at all at
these scales, the experiment is scaled up to field dimensions,
multiplying the domain lengths by 10 and the time by V10. It
was shown [4] that not scaling the sediment, assuming the
morphology is bed-load dominated, gave the best model
performance. After the simulation, the time and spatial
dimensions are rescaled back to the scales of the flume
experiment.

All other settings were the default SISYPHE settings. The
calculation time without speed-up was 15 minutes and 7
seconds.

This model reproduces the flume experiments at Delft
Hydraulics quite well (see Fig. 2 or refer to [5] for a more
thorough analysis).

The model was run with a large range of range of
morphological factors, and the results were compared with
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Figure 2. Comparison between the numerical model (blue) and the flume
experiment (black) from the initial batymetry shown by the dashed line.

the measured bathymetry using the bias, root mean square
error and the Brier skill score.

B. Tidal current

The second test case used was a model of the Dee Estuary
in the northwest of England. The initial bathymetry is derived
from LiDAR and swathe surveys (Fig. 3). All survey data are
converted from Chart datum to ordinance datum.

The calculation is grid is a triangulated irregular mesh
that covers the full estuary which is flooded during a spring
neap tidal cycle. The maximum area of an element is 276595
m’ the minimum element area is 22.9 m’. The number of
nodes and elements is respectively 21054 and 41386.

It is assumed that the main changes within the estuary are
cause by tidal flow. The full spring neap tidal cycle at the
estuary mouth is extracted from a calibrated hydrodynamic
model of Liverpool bay (Fig. 4). The river discharge is
neglected, because it has only minor contribution to the tidal
prism over a tidal cycle (+/- 0.35%) [7].
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Figure 3. The Dee Estuary in the northwest of England.

Two grain size fractions (50-50%) of 0.09 mm and 0.2
mm, with each a respectively Dgy of 1.0mm and 0.35 mm.
Initially, grain sizes are constant through the domain of the
estuary. Furthermore the sediment character is assumed as
non-cohesive.

The other model settings were similar to those of the
trench model, using the lag function described in [4]. The
model calculates the suspended sediment concentrations
from the suspended transport predictor in the formula of
Soulsby-van Rijn [7], while the bedload transport is
calculated directly using the Soulsby-van Rijn formula (see
[4] for more detailed information).

Other model settings were kept at default values, slope
effects are included, but no secondary current effects are
used. As this model is still in development and not fully
calibrated for morphodynamic predictions, the model
compares poorly to the measured data (Fig. 5). The Brier
skill score for example is negative, classifying the model as

bad [3].

For this reason, the impact of the morphological factor is
determined purely from the change between the model
results with and without morphological speed-up.

IV. RESULTS

A. Stationary current

Fig. 6 shows that the largest rate of change of calculation
time reduction occurs between the MF1 and approximately
MF5. After approximately MF20 there is hardly any speed-
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up achieved. The reduction goes from 6% (MF20) to 2% at
maximum MF of 130. This is caused by the time required to
write the results to disc, which is already dominant with these
morphological factors.

The Brier skill score reduces only marginally, from 0.93
with morphological factor 1 to 0.90 with morphological
factor 130. With higher morphological factors the model
became unstable. All results would classify as excellent
according [3].

TABLE IL COMPUTATION TIME FOR THE RANGE OF MORPHOLOGICAL
FACTORS USED TO MODEL THE DEE ESTUARY. IT SHOWS A LINEAR SPEED-UP
WITH INCREASING MORPHOLOGICAL FACTORS

MF Comp. Time (days) Relative time
1 101.8 100%

5 20.1 20%

10 7.0 7%

20 3.7 4%

If we look at the bias (Fig. 7), however, the errors clearly
increase with increasing morphological factor. The use of the
morphological factor leads to an increased infill of the trench.
The most relevant one, the median bias, increases with a
factor 5 when using a morphological factor of 120.

The median bias is unchanged up to a morphological
factor of 30, but then increases from about Imm (less than
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1% of the undisturbed water depth, or 2% of the observed
bathymetric change) to 5 mm (4% of the undisturbed water
depth, or 10% of the observed bathymetric change).
Compared to a bathymetric change of about Scm, that is not
bad.

B. Tidal current

The tidal nature of the flows causes some issues using the
morphological factor. Using a factor N means that a
comparison of the results with and without morphological
speed-up is only possible after a period of N tides. In the case
of the Dee Estuary, the forcing contains a significant spring-
neap cycle. Consequently, formal comparisons are only
possible after N sping neap cycles.

Therefore, the test described here are limited to the factor
S, 10 and 20. The impact of the morphological speedup for
this case is determined by the changes relative to the
reference computation without morphological speedup
(morphological factor 1).

For the Dee modelling, the morphological factor achieves
a linear speed-up (The tidal nature of the flows causes some
issues using the morphological factor. Using a factor N
means that a comparison of the results with and without
morphological speed-up is only possible after a period of N
tides. In the case of the Dee Estuary, the forcing contains a
significant  spring-neap cycle. Consequently, formal
comparisons are only possible after N sping neap cycles).
The writing of the intermediate results can be neglected for
the factors taking into consideration.

The predictive skill of the model deteriorates more for the
Dee simulations then it did for the trench case (Fig. 8). With
a 30% reduction in the skill for a morphological factor 20.

The bias in the model results (Fig. 9) shows that the use
of the morphological factors leads to a overall bed lowering
of up to an average 13 cm using a factor 20.

V. DISCUSSION

The results show that the use of a morphological factor
does change the model results. The Brier skill score reduces
with increasing morphological factor, while the bias
increases.

The severity of these changes depends on the model
specifics. In the trench case, with a uniform current and a
short period being simulated, up to a morphological factor of
20, no discernible effects are visible. With higher factors the
accuracy reduces linearly until the model becomes unstable.

In the case of the Dee Estuary, with a tidal forcing and a
much longer period being simulated, already with lower
morphological factors, the model results change significantly.
At a morphological factor of 20, the Brier skill score using
the morphological factor 1 run as ‘measured data’, is only
0.7, while the bias is several cms.



XIX" TELEMAC-MASCARET User Conference

Oxford, UK, October 18—-19, 2012

Bias (average & median of difference model-measured) [cm]

D S
¥ 30
®10 :
;1009087 o e
0.1 .‘_’e/.———e"d \\
-
¥ ¥ a0
¥ -0.1086 e — ¥ -01752
-
.
N2 “=@\
M~
\\o\
"
_ 03F “
= o
= h‘“x&‘ ¥: 100 —4#— BlASaverage
2 i 1-0 - ~ ' -0.3869 —& —BlASmedian
= .0 -
04m e
| *~n ¥ 30 G\\
%10 \‘\ el ¥ 50 i ¥ 130
Y. -0.4226 .\*———___ . DABTT s Y -0.483
W
a5l '\\ hes
.
100 el
: Y -0.5374
06~ ¥ 05445
07 ! ! ! ! ! ! | ! 1 ! ! ! |
0 10 20 30 40 50 60 70 80 90 100 110 120 130

Maorphological factar

Figure 7. Median and average bias of the model as a function of the morphological factor for the trench test case.

ng

0.g

=
)

o
o
T

=
in
T

Brier Skill Score [-]
o

oy

T

=
[a5)

=
it

e e S R R ................. ................ .................

1] g 10 15
Marphological factar

Figure 8. Brier skill score as function of the morphological factor used in
the Dee simulations.

31

Bias [cm]

Bias (average & median of difference MFx-MF1) [cm]

251

F5F

% ey M-

i 1 1
a 10 15 20 %
horphological factor

Figure 9. Average Bias (dots) and median bias (circles) in the model
predictions as function of the morphological factor for the Dee Estuary
simulations.



XIX" TELEMAC-MASCARET User Conference

Oxford, UK, October 18—-19, 2012

This bias in the Dee Estuary simulations might be related
to an initialization issue, where initially sediment is being
exported from the system. However, in general, the use of the
morphological factor to speed up morphological simulations
leads to an overshooting of the predicted dynamics, i.e. more
deposition in case of infill and more erosion in erosion
events.

VL

The morphological factor available to speed wup
morphodynamic simulations has been tested on two test
cases. The first test uses measurements from a flume
experiment on a trench; the second test is based on the Dee
estuary.

CONCLUSIONS

The morphological speed-up available in SISYPHE
works quite well, achieving linear gains in computation time
for the large models. The results do, however, change adding
additional errors to the prediction, reducing the model
performance. The magnitude of these negative effects
depends on the model specifics. For the short trench test, the
added error is negligible, but for the larger Dee Estuary test
case, the additional errors are significant.
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Therefore, it is important to take care when using the
morphological factor.

REFERENCES

[11 [1] D. McCain. “Long-term morphological modelling of tidal
basins.” PhD thesis. Bangor University, 40pp, 2011.

[21 [2] D. Roelvink, and A. Reniers, “A guide to modelling coastal
morphology,” Advances in coastal and ocean engineering. Volumel2.
pp.204-2014. World scientific, 2012.

[31 [3] J. Sutherland, D.J.R. Walstra, T.J. Chesher, L.C. van Rijn, and
H.N. Southgate (2001). Evaluation of coastal area modelling systems
at an estuary mouth. “Coastal Engineering”, 2004, pp.119-142.

[4] [4] M.AF. Knaapen and D. Kelly, “Modelling sediment transport
with hysteresis effects”, Proceedings XVIII TELEMAC-Mascaret
User Conference, Chatou, 2011.

[51 [5]1 VanRijn L. C. “Sedimentation of dredged channels by currents
and waves”, Journal of Waterway, Port, Coastal and Ocean
Engineering, ASCE. Vol. 112, 5, 1986.

[6] [6] Soulsby, R. “Dynamics of Marine Sands,” Thomas Telford.
London, 1997.

[71 [71 R.D.Moore, J. Wolf, A.J. Souza and S.S. Flint.”Morphological
evolution of the Dee estuary, Eastern Irish Sea, UK: A Tidal
asymmetry approach”. Geomorphology vol. 103. p 588-596. 2009.



1D sediment transport modeling of reservoir
operations

Test cases and application

Jodeau Magali, Lucie Guertault

LNHE
EDF R&D
Chatou, FRANCE
magali.jodeau@edf.fr

Abstract— COURLIS numerical code has been developed in
order to calculate sediment transport, erosion and deposition.
This numerical tool is used to simulate the effects of reservoir
operations as emptying or flushing. COURLIS is based on a
coupling between MASCARET (hydrodynamic) and a sediment
component which allows calculation for sand and silt.
Calculations with COURLIS on test cases are compared with
experimental data. Eventually the capability of the code is
illustrated with an example of reservoir emptying.

I. INTRODUTION

Sediment transport and deposition in reservoirs is a
worldwide subject of interest [1]. There may be impacts
downstream and upstream of dams. In the French valleys, the
filling of reservoirs depends on the production of sediment
from the watersheds; it can be large and may be composed of
gravel and/or silts. Hydroelectricity operators as EDF, have
to take into account sediments when operating dams,
therefore they need ways to predict the consequences of dam
operations on sediment transport and reservoir morphology.

During emptying operations, one should avoid sediment
erosion and downstream sediment output in order to mitigate
water quality degradation. Reversely, flushing operations aim
at eroding sediments from reservoirs to maintain or increase
their storage capacity and/or prevent flooding upstream the
dam. In such operations, the release of sediments to the
downstream reach may be significant [1] and should be
controlled [7]. There are different ways of predicting the
downstream impacts of such operations, it often relies on
experience, nevertheless numerical modeling could be used
with relevant results.

This paper describes the use of a one dimensional
sediment transport numerical model, COURLIS, to simulate
reservoir operation or sediment transport in rivers. COURLIS
is a one dimensional code for fine sediment transport
modeling, it has been developed at EDF for more than 20
years, it is a component of the open-source TELEMAC-
MASCARET system (www.opentelemac.org).

First, the basic principles of COURLIS are described. Then
calculations with COURLIS on test cases are compared with
experimental data. Eventually the capability of the code is
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illustrated with an example of reservoir emptying. The
emptying of Tolla reservoir shows how numerical modeling
can be used to assess the sediment release and to define an
optimal emptying scenario.

II. COURLIS NUMERICAL CODE

A. Overview of COURLIS

COURLIS numerical code allows the computation of one
dimensional flow and the sediment transport of mud and
sand. COURLIS is based on a coupling between the hydraulic
open-source component MASCARET which solves the 1D
shallow water equations [3] and the sediment component
which handles sediment processes. Both hydraulic and
sediment components could be coupled at each time step, i.e.
the hydraulic variables are calculated for a fixed bed then the
bed evolution is calculated. If the hydrodynamic varies
slowly, the user could define a less frequent coupling, for
example coupling every ten or more hydraulic time steps.
Details about the implemented equations can be found in
previous papers [1] or [5], the following paragraphs give the
main principles of the code.

B. Sediment transport, erosion and deposition modeling

Sand and cohesive sediment are dealt separately. For
both type of sediments a one dimensional advection-
dispersion equation is solved:

HUC NC 7 ac
7 + ? = dC[kAde + Qerosion - Qdeposition + Qbank + Sq
Where : k dispersion coefficient (m?/s)

q volumic sources (kg/m’/s)

Qerosions -- - source terms for erosion, deposition and

bank stability (kg/m/s)

For cohesive sediments, Partheniades (1961) and Krone
(1962) empirical formulae are used to calculate erosion and
deposition fluxes respectively:

x
Tcd

Deposition if 1< 1y

Qeposition

= cm{l -
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Where 1. and 1.4 are respectively critical shear stresses

for erosion and deposition.

For sand, i.e. non cohesive sediments, the transport
capacity, qs is calculated with the Engelund Hansen formula
(1967). An equilibrium concentration, Ce, is obtained:

i3 [ )5

jd3 K2RV 7, Psqs
qs — 0.05 0T R T I Cveq:

g ps p]‘r](/ Q

Deposition and erosion fluxes depend on the difference
between concentration in the flow, Cgg, and equilibrium
concentration:

if Cgang = Ceq deposition D = wg (Ceang — Ceq)
if Cgana < Ceq erosion E =ws(Ceq — Csana)

VAl D E

ot (’deposition (A’Iuyer

Besides, the bank deformation is taken into account using
a simple model, the bank slope is compared to a stability
slope (submerged or emerged). If the critical slope is
exceeded, sediment deposit is supposed to collapse
immediately.

COURLIS numerical code has already been used to define
efficient sediment management for various French reservoirs:
the flushing of Genissiat and Saint Egréve reservoirs, [1] and
[8], the emptying of Grangent and Tolla reservoirs, [5] and
[4].

III.  TEST CASES: COMPARISON WITH EXPERIMENTAL DATA

The following comparisons between numerical
calculations and laboratory experiments show the capability
of COURLIS to well calculate sand transport.

A. Erosion : Newton experiment

The Newton laboratory experiment [7] gives data to test
erosion process. A flume is fed with sediment at equilibrium
concentration. Measurements were performed in the flume
after the stop of the upstream sediment input. Bed erosion is
observed. The experiment parameters are given in TABLE 1.

TABLE 1. NEWTON EXPERIMENT, PARAMETERS
Flume length L 9.14 (m)
Flume width w 0.3048 (m)

Slope S | 0.00416
discharge 0.00566 | (m3/s)

Downstream water depth | Hd 0.041 (m)

Upstream concentration | Cu 0.88 (g/D)
Median grain size ds0 0.68 (mm)

In order to model this experiment, COURLIS is tested. The
mesh size is 25cm, Strickler coefficient value is 67m'’s’
and dispersion coefficient is 1.0 m°s™ . The calculation gives
very good results, Figure 1 . For the three measurement
times, calculated values of bed evolution are very near from
the measurements. The Meyer Peter Formula is also tested
and gives even better results, in particular in the upstream
part of the flume, Figure 2.
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Figure 1. Newton experiment, calculation with Engelund Hansen formula.
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Figure 2. Newton experiment, calculation with Meyer Peter and Muller
formula.

B. Deposition : Soni experiment

The Soni experiment [9] provides experimental data to
test deposition process. A flume was fed with sediment at
equilibrium concentration. Measurements were performed in
the flume after an increase of the upstream sediment input.
Bed deposition is measured. The experiment parameters are

coefficient

given in TABLE II.

TABLE II. SONI EXPERIMENT, PARAMETERS
Flume length L 30 (m)
Flume width w 0.2 (m)

Slope S | 0.00427
discharge 0.0071 | (m3/s)
Downstream water depth | Hd 0.072 (m)
Upstream concentration | Cu 4.88 (g/D)
Median grain size ds0 0.32 (mm)

In this calculation the mesh size is 25c¢m, Strickler

is 45m'’s!

and dispersion coefficient is
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0.025ms™ . A non equilibrium coefficient [3] is used in the
deposition law in order to better represent the dynamic of
deposition. The value of this coefficient is set to 0.54.
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t=60 min calcul
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tintial
© t=30 min (Soni)
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Figure 3. Soni experiment, calculation with COURLIS.

Results of deposition calculations well reproduce the
experiment, Figure 3. There is a small over estimation of
deposition in the upstream part of the flume.

IV. MODELLING RESERVOIR EMPTYING

COURLIS has been developed in order to model reservoir
operations. It allows calculation of flushing flows but also
simulation of reservoir emptying.

A. Tolla Reservoir

Tolla reservoir is located in South Corsica (France), the
upstream watershed (132 km?) is made of granite and
covered by dense vegetation. Therefore sediment inputs are
sand and organic matter. The dam, 90m height, was put in
operation in 1965, Figure 1. The reservoir has a volume of
3510° m® and a surface of 1.18 km’. An emptying of the
reservoir has to be done in the next years. One way to
achieve mitigation of water quality degradation during
operations is to control sediment output through the
reservoir. Numerical modelling is performed to compare
drawdown scenarios and to identify the less downstream
impacting scenario. One dimensional modelling is well
suited because of the large size of the reservoir (Skm long),
but also because we focus on the output concentration and
we don’t need details on three dimensional patterns in the
reservoir.

(b)

(@

(a) Tolla dam; (b) Picture of the reservoir during the 1981
emptying;

Figure 4.

35
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Figure 5. (a) reservoir bathymetry, definition of the three sediment
specific area of the reservoir; (b) longitudinal profile.

In order to quantify sedimentation in the reservoir and
estimate sediment properties, measurements were performed.
Two bathymetries, 1998 and 2009, indicate that the reservoir
shows three specific areas, Figure 5. . In addition, 15
sediment cores have been sampled using an Uwitech sampler
to characterise the reservoir bed. Cores were located along
the thalweg from the dam to the upstream part. The
composition of the bed differs in the three areas: (i) the
downstream area, from the dam to 2.1km upstream, is a
deposition area where the sediment bed rises of 4.5cm per
year. Low concentrated cohesive sediments are sampled; 1m
layer of mud is implemented in the model. Some layers of
tree leaves are squeezed in the sediments; (ii) the middle
area, from 2.1km to 3.2km, is a delta deposit due to annual
level lowering. The bed is made of a surface layer of silt
(30cm) and a sub layer of sand (1m), leaves layers are also
observed; (iii) the upstream area, from 3.2km, is an erosion
area. Boulders, gravels, and layers of tree leaves fill the bed.
Due to a lack of previous monitored emptying, there is not
any calibration data to validate the model. Therefore the
model is built upon the available measured data, analogy
with sediment from other reservoirs is performed [7][6][1].A
parametric analysis is used in order (i) to assess the weight of
each parameter and (ii) to model the emptying with the most
pessimistic (but still realistic) set of parameters.

B. Hydraulic and sediment boundary conditions

The emptying of the reservoir is controlled by the
opening of the bottom gate and by the upstream discharge.
Therefore (i) the upstream boundary condition is the assessed
upstream discharge; in a first step, calculations were based on
monthly averaged discharges and (ii) the downstream
boundary condition is a water level calculated from the
opening of the dam gates. Based on input discharge and gate
opening, a reference emptying scenario is established from
September to mid-February. In the beginning of the period,
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the level lowering is slow (l.4cm/h from level 558 to
520mNGF and 2.36cm/h, from 520 to 490mNGF), then, due
to the smaller amount of water, the lowering is greatly
increased to 20cm/h for the last S5m.Upstream sediment
concentration is assumed to be almost zero, and downstream

boundary condition is a free output (i.e.g—i =0).

C. Numerical parameters

The numerical parameters (vertical and longitudinal
meshes, numerical schemes, coupling time step) are chosen
in order to obtain reliable results with the shortest calculation
times. An explicit scheme is used for the resolution of the
hydraulic equation, thus the Courant-Friedrich-Lewy stability
condition sets (u +./gh) % < 1. During the emptying, the
low discharge and the high slope in the upstream part lead to
supercritical flows and high Froude numbers in the
backwater limit zone. Thus a fine mesh must be chosen there.
Downstream the backwater limit, water-depth increases to
reach 60m at the dam. Thereby, fine meshes lead to small
time steps, smaller than 1s. The duration of the emptying is
long; it takes 3 months to reach the lowest level, i.e. 1.4 10’s.
The best way to deal with this issue would have been to use a
mesh adaptation, that is to say a fine mesh upstream the
backwater limit and a large mesh downstream.

The coupling between the hydraulic and the sediment
components is time consuming, so we tested different
coupling frequencies and chose the one that leads to the
smaller calculation time and gives results with small
difference to the 1/1 coupling calculation. The coupling
frequency has to be fitted to the characteristic time of
hydrodynamic variations, i.e. to the speed of the level
lowering. In the case of a slow level lowering
(2.36cm/h), it highlights the relevant results of some low
frequency couplings, below 1000 the results are similar to the
1/1 coupling. Calculation time for a 1000/1000 is 100 times
faster than a 1/1 coupling meanwhile results are near from
1/1 results. The same comparisons are performed for a faster
lowering (20cm/h), results indicate that a 100/100 coupling
should be used.

The size of the vertical mesh (number of points to
describe a cross section) is also investigated. The same issue
as longitudinal mesh arises. Due to low discharges during the
emptying (~4m’/s), the modifications of the bed are located
in the lowest parts of the section, which therefore require a
fine discretization where there is erosion. For large meshes
(50 points per a 150m large section), erosion is not well
represented. We tested different meshes and we eventually
selected the one given identical results as a very fine
discretization (400 points per section) while leading to the
smallest calculation time. In the following, lateral mesh is
200 points per section, i.e. Ax= 0.75m.

D. Parametric Analysis

The lack of calibration data to model reservoir emptying
often occurs if there has not been any previous monitored
operation. Therefore, the user of a numerical model may
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follow different means to estimate sediment output.
Sensitivity analysis is a way to assess the weight of
calculation parameters. Due to large calculation times, the
Tolla model does not allow to perform a sensitivity analysis
using Monte Carlo simulations. Notwithstanding, we perform
sample runs to identify the impact of each parameter on the
results. In this emptying calculation, the goal of the
calculation is to give an assessment of the masses of
sediment eroded from the reservoir (Mg, and Mg,,q) and
assess the downstream maximal reached concentrations (Cp.x
sitt and Cpnax sana). Therefore both criteria on mass and maximal
concentration were used to identify the set of physical
parameters which, in a relevant range, leads to the maximal
value, i.e. the worst for the downstream hydro system. We
start with common values previously used on this type of
reservoir and explore limited ranges below and above these
reference parameters. These parameters will be called default
parameters in the following.

Some parameter variation effects are predictable. But the
consequences on maximal output concentrations of sand or
silt are not straightforward and effects of some parameters
are not easy to foresee. Consequently, each parameter is
tested while the others remain constant and equal to their
default values. Table 1 shows the whole results. It highlights
the small effect of some of the parameters (for example silt
Dispersion coefficient) and the weight of others on the results
(Parteniades coefficient, for example). In some cases, there is
no obvious trend tendency in the effect of an increase of the
coefficient on the results, one is able to identify maximising
value (for example, Strickler coefficient Ks=30m'’s™).
Parameters of sediment erosion and deposition laws lead to
foreseeable results: (i) an increase of Parteniades coefficient,
M, or a decrease of the erosion critical shear stress, Tc., give
an increase of silt erosion and consequently of concentration;
(ii) an increase of deposition critical shear stress, T., or a
decrease of settling velocity lead to a decrease of silt
deposition and therefore an increase of output masses. This
analysis allows us to identify the set of realistic parameters
that provide maximal output concentrations and masses.

E. Emptying scenario

The model is used to compare the reference scenario to
different kind of emptying. The velocity of level lowering is
increased to 10cm/h and 20cm/h instead of 2.5cm/h in the
beginning of the emptying, and 20cm/h is kept in the end of
the operation. It would be a way to reduce the duration of the
operation. Results on Figure 6. show that the increase of the
lowering speed in the first part of the emptying does not
affect the value of the maximal output concentration, around
10g/1, as well as the total output mass which is around 6000t.
But the duration of concentration exceeding 1g/1 varies from
58 to 111h depending on the lowering speed. A longest
duration may affect more the downstream fishes. In the case
of a large increase of the lowering speed during the end of
the emptying, the maximal concentration is strongly affected;
it reaches the high value of 25g/1.



XIX" TELEMAC-MASCARET User Conference Oxford, UK, October 18—-19, 2012

5“ Even if a higher discharge increases the quantity of eroded
s00—| sediments, the dilution effect induces a smaller output
B o concentration.
" - ¥ V.  CONCLUSION AND PERSPECTIVES
an5 -] \ The cases presented in this paper illustrate how numerical

modeling of sediment transport with COURLIS is used as a
reliable tool to predict the effects of dam operations on
sediment transport. Besides, these cases highlight the need
of good quality field data sets to perform numerical
modeling. Measurements made during dam operation and
comparisons with calculated values would have improved the
reliability of the numerical results. Unfortunately, no data are
. available so the numerical results must be analysed with

cautiousness. They only allow a qualitative comparison of
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Figure 6. Emptying scenario: (scenarii A, B, C : 2.36, 10 and 20cm/h in the scenarios.
the beginning and then 20cm/h of the lowering ; scenario D : first 10cm/h
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Abstract—Located in the South-East of the North Sea, the
German Bight is strongly influenced by high anthropogenic
impacts like commercial fishing, offshore wind farms, shipping,
dredging and disposal activities and tourism. The intensified
use and the commercial exploitation will make it essential to
predict the evolution of the sea bed for decades. Numerical
models can be a powerful tool to contribute to this challenging
issue and to provide a basis for decision-making. This article
introduces a coupled numerical model based on the
TELEMAC system for the German Bight to predict the long
term and large scale morphodynamic development.

I. THE GERMAN BIGHT

The German Bight is a large bay located in the South-
East of the North Sea, bounded by the Dutch, the German
and the Danish coastline. The morphology is characterised by
the barrier island systems of the Frisian Islands, the intertidal
area of the Wadden Sea, and three main estuaries of the Elbe
River, the Weser River and the Ems River (Fig. 1).

With an average water depth of approximately 30 m, the
German Bight is relatively shallow in contrast to the North
Sea, which has an average water depth of about 100 m and a
maximum value in the Norwegian Trench of about 725 m.
Larger areas with maximum depths up to 60 m are located in
the central part (Fig. 1). The Dogger Bank, a large shallow
area, is a natural boundary to the adjacent part of the North
Sea in the north-westerly and westerly direction. The water
depths in this area are between 20 m and 30 m.

The tidal wave enters through the English Channel and
the northern connection to the Atlantic Ocean, causing a tidal
range between three and four meters. The semidiurnal M2-
tide dominates and induces a 12.25-hour rhythm of ebb and
flow. Exposed to the prevailing westerlies, storm surges and
high waves contribute to the morphodynamic evolution of
the coastal area.

Fig. 2 shows the sediment distribution of the upper
stratum of the sea floor. The classification used here is based
on the Udden-Wentworth scale and the median grain
diameter dso. The sediment distribution is a result of
deposition during the Quaternary, the geological youngest
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period of Earth’s formation, and relocation of these
sediments by tide and wind-induced waves. Very fine sand
and Medium sand predominate in the upper stratum.
Sediments with a larger ds, do not occur significantly in the
German Bight. In contrast, one can find partially wide areas
with cohesive sediments, summarised in one sediment class
denoted as Coarse silt in Fig. 2. Examples are the area south-
east of the Island of Heligoland or the Wadden Sea.

Due to the geological development, the sediment
available for sediment transport is in general limited by a
non-erodible horizon, the basis of Holocene sediments. The
sediment thickness varies between a few meters around the
East Frisian Islands and approximately 15 m in the south-
ecasterly part of the German Bight and the area of the North
Frisian Islands [1].
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Figure 1. Overview of the German Bight.
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Figure 2. Sediment distribution in the German Bight.
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II. SIMULATION MODEL

To simulate the long-term morphodynamic evolution of
the German Bight, a coupled numerical model was developed
based on the Finite-Element system TELEMAC [2]. The
models used are the hydrodynamic model TELEMAC-2D [3]
for calculating depth-averaged flow, the third generation
wave model TOMAWAC [4] to obtain sea state parameters
and the morphodynamic model SISYPHE [5].

The simulation model can take into account the tide-
induced and wind-induced forces on the hydrodynamics to
calculate depth-averaged velocities in the model domain.
Based on two-dimensional velocities, fractionated sediment
transport as bed load and as suspended load is modelled. The
Exner equation is solved iteratively to update the bed
morphology. The effect of waves is considered by calculating
the wave-induced bed shear stress. According to the
integrated modelling approach of the TELEMAC system, all
models use the same Finite Element grid.

The hydrodynamic model TELEMAC-2D and the
morphodynamic model SISYPHE are coupled in a direct
way. At each simulation time step, the hydrodynamic model
calculates the depth-averaged flow field and the water depth.
These results are passed to SISYPHE. After calculating
sediment transport and the resulting bed evolution, the
updated bed level and the new bed roughness are passed back
to TELEMAC-2D. The mean period, peak frequency and
mean direction are calculated a priori with the TOMAWAC
model and saved as a binary file. For simulations with wind
and wave influence, the TOMAWAC file is read and the sea
state is interpolated at every time step according to the actual
simulation time to match the wind field from TELEMAC-
2D.

For accelerating the simulations, the parallel version of
TELEMAC is applied that uses a Message Passing Interface

‘ery coarse sand
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(MPI) implementation to take advantage of parallel
computing power. With a number of 16 processors and a
time step of 200 s, which is used for all the results presented
in this paper, and taking into account tide, wind and wave
forcing a simulation for 100 years requires approximately 25
days of real simulation time on the mesh with 70.000
elements.

III.

The simulation domain covers the North Sea, the English
Channel and the adjoining area to the Baltic Sea. The
unstructured finite element mesh consists of nearly 70.000
triangular elements and is applied to all simulation models.
For detailed simulations, a high resolution mesh with
approximately 2 million elements is used.

GRID, BOUNDARY AND INITIAL CONDITIONS

At the open boundaries to the Atlantic Ocean tidal
elevations are imposed. 14 harmonics extracted from the
FES2004 [6] tidal data are applied. Hourly wind field data is
obtained from the German Weather Service for the years
from 1996 until 2006. The whole structured data is
interpolated on the unstructured simulation grid. Fresh water
inflow is considered for the Elbe River with 870.0 m®/s [7],
the Ems River with 80.1 m’/s [8] and the Weser River with
324.0 m’/s [8]. These values represent the multi-annual mean
discharge. In case of simulations with wave influence, the sea
state computed a priori by TOMAWAC is used to calculate
the wave orbital velocity within the morphodynamic model
SISYPHE.

The bed composition of the sea floor is modelled by one
cohesive fraction and six non-cohesive fractions. For each
sediment fraction a characteristic grain diameter was defined
as followed: Coarse silt (d = 4.7 x 10° m), Very fine sand
(d =9.4 x 10° m), Fine sand (d = 1.875 x 10™* m), Medium
sand (d = 7.5 x 10™ m), Coarse sand (d = 1.5 x 10~ m) and
Very fine gravel (d = 3 x 10~ m). Fig. 2 shows the initial
sediment distribution in term of sediment classes. The active
layer thickness was calculated as three times the mean grain
diameter and the initial thickness of available sediment is set
to a fixed value of 20 m.

The long term simulations were carried out over a period
of 100 years with the initial bathymetry from 2006 and the
wind- and wave forcing of the calendar year 2006. For the
medium term sensitivity analysis the period from 1998 to
2006 was simulated with tide, wind and wave forcing. To
compare the influence of the grid size, the year 2006 with
tide forcing only was chosen. The initial bathymetries and the
sediment distribution are obtained from an advanced data-
based model, providing high-resolution data for every node
of the computational grid. Initial values for the velocities and
the free surface elevation are set to zero for each simulation.
The Bijker formula was chosen for the long term simulations
over 100 years and for simulations over 1 year to account for
current and combined current-wave induced bed load
transport. The Bailard formula was applied for 10-year
simulations to appraise the sensitivity of the results in terms
of the bed load formula.
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IV. RESULTS

A. Tide-driven morphodynamics

The results for the bed level and bed evolution are
illustrated in Figs. 3 and 4. During the simulation period the
large scale morphology does not change much. Comparing
the initial state (Fig. 3, top) and the bed level after 100 years
(Fig. 3, bottom), one can recognise that the deeper parts in
the central German Bight show no significant change and the
morphological most active area is between the —20 m isobath
and the coastline.

Around the East and West Frisian Islands significant
deposition and erosion patterns occur at the ebb tidal deltas
and in tidal inlets (Fig. 4, top). In the area of the mouths of
Elbe River and Weser River some tidal channels show a
migration eastwards (“+” in Fig. 4, top) whereas some
channels are only deepened. The largest erosion and
deposition patterns are located around 6 x 106 m North and
3.45 x 106 m East, which is the area east of the Island of
Heligoland. Fig. 4 (top) shows that the sediment is eroded at
a wide area, transported in eastern direction and deposited
more closed to the coast. As a result, after 100 years a
channel has developed, marked with an “X” in Fig. 4 (top).

Mainly deposition occurs at the tidal flats, which are
located approximately between the —2 m and the 2 m
isobaths, in the whole model domain. The development of
the tidal flat area shows Fig. 4 (bottom). After a simulation
time of 100 years the area remains nearly constant with a
small loss of 53 x 10° m®. The volume increased by 7.28 x
10° m’, which is an average accumulation of approximately
18.22 cm. Even if this result sounds reasonable, one should
bear in mind that consolidation of cohesive sediments is not
accounted for in the simulation model presented in this
article.

B.  Morphodynamic evolution under the influence of tide,
wind and wave

Fig. 5 (top) shows the bed level after a simulation period
of 100 years with the influence of tide, wind and wind-
induced waves. The bed level is very similar to the
simulation with tide forcing only. Large scale morphological
changes, e.g. development of a new channel system or
removal of outer sand banks, do not occur. But the analysis
of the difference between this simulation and the simulation
with tide forcing only shows that due to wave-induced wave
shear stress, the morphodynamics increases between the —5
m and the —20 m isobaths (Fig. 5, bottom). The tidal flat area
remains nearly unchanged with a loss of 67 x 10° m* and an
increased volume of 7.16 x 10° m’. The average
accumulation is approximately 17.97 cm, which is similar to
the simulation with tide forcing only.
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Figure 3. Long-term simulation results with tide forcing only. Top: Initial
bed level. Bottom: Bed level after 100 years.
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C. Ongoing parameter studies

Although the simulation results with different forcing for
a period over 100 years show that reasonable bed evolutions
can be computed, there are important parameters that require
further investigation. First results for the influence of the
active layer thickness on the tidal flat volume and the bed
evolution computed with two different grid resolutions are
described hereinafter.

1) Development of tidal flat volume: In general,
sediment transport takes place within a specific sediment
layer at the bed surface and the total amount of sediment is
restricted by a non-erodible bottom. As a result, when
solving the bed evolution equation numerically, these two
parameters restrict the amount of sediment that is available
for transport each time step. Therefore, and with respect to a
wave-influenced model domain, parameter studies with
different active layer models (constant, as a function of
mean grain diameter, as a function of the grain diameter and
the predicted wave-induced ripple height) are currently
executed.

First results for a simulation period of 10 years with tide,
wind and wave influence using the Bailard and the Bijker
transport formulas show Fig. 6. Herein, the development of
the tidal flat volume is illustrated for global constant values
and as a function of the mean grain diameter at each node.
The constant active layer thickness was set to 1.0 x 10™ m,
1.0 x 10° m and 1.0 x 10? m. These values correspond to
dimensions in a range of the mean grain diameter up to
wave-induced ripple heights.

I Bailard
I Bijer ||

Volume change [rrF]
- @ e

=
4]

Te-dm le-3m 1e-2m Txdm 3xdm Bxdm 3xdm
Active layer thickness

Figure 6. Development of tidal flat volume for different active layer
thicknesses for the period 1998 to 2006 with tide, wind and wave forcing.

As expected, the tidal flat volume shows a strong
dependence on the chosen thickness. When the active layer
thickness increases, more sediment is deposited at the tidal
flats. Nearly the same volume change can be obtained with a
constant value as well as with an active layer thickness
calculated from the local sediment distribution. For
evaluating the model performance with respect to the global
volume balance a constant value seems to be sufficient, but

43

indeed the morphological development is different. On the
other hand, an active layer thickness equal three times the
mean grain diameter combined with the Bijker formula
results in a smaller volume change compared to that
calculated with the Bailard formula. Since the later formula
predicts in general higher bed load sediment transport
capacities in our simulation model, it is more sensitive to the
active layer thickness, which can act as a limiting factor.
Therefore, the quality of simulation results in comparison to
measurements has to be estimated to identify the appropriate
active layer model with respect to the transport formula for
the German Bight model.

2) Influence of grid resolution: The results presented in
the previous sections where obtained with a grid resolution
that is — compared to small and medium scale morphological
features — relatively coarse. Especially tidal channels and
tidal creeks are in some cases represented just by a few grid
points. The coarse grid seems to be sufficient to investigate
the large scale, long term sediment transport and
morphodynamics in the German Bight, but it is important to
know how large the influence of grid resolution on the
simulation results is. For that reason a refined mesh based
on the coarse grid was constructed with a constant edge
length of 100 m in the coastal zone and a total of 2 million
elements.

The bed evolution for a 1 year simulation period
(calendar year 2006) with the Bijker formula and tide forcing
only is illustrated in Fig. 7. The coarse model (Fig. 7, top)
shows well-defined deposition-erosions pattern (e.g. at “A”),
while at the same time in some areas clear structures are hard
to identify. The edge length varies in the depicted area
between 450 m and 950 m. In contrast, the fine model (Fig.
7, bottom) calculates a bed evolution that makes it even on
small scales easy to recognize a morphodynamic trend, for
example were dunes are present. Concerning the large scale
bed evolution pattern, with both grids more or less matching
results are obtained, for example at positions “A” and “B”.
Note that the value of the bed evolution at a certain location
cannot be the same since the element size is very different.

These results indicate that the large scale morphodynamic
behaviour can be represented quite well with a coarse grid.
Below a certain scale level, only the fine model is able to
produce plausible bed evolutions for small scale features.
Subgrid models need to be implemented into the coarse grid
model to simulate small scale morphodynamics and to take
advantage of the smaller computational time.

V. CONCLUSIONS

This article introduces a numerical model for long-term
morphodynamic simulations for the German Bight, with the
aim to provide a tool for sustainable coastal management.
First test cases with tide forcing and with tide, wind and
wave influence show reasonable results and provide a first
insight into the system behaviour of the German Bight. In the
next stage further calibration and validation of the model as
well as parameter studies, like for the active layer and the
grid resolution as shown, are necessary to obtain more
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reliable results. Furthermore, simulations with dredging and
disposal activities over a period of 100 years should be
carried out.
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Figure 7. Bed evolution after 1 year (calendar year 2006) with tide forcing
only. Top: Coarse model with 70.000 elements. Bottom: Fine mesh with
about 2 million elements.
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Abstract—In this paper two Austrian case studies will be
presented and discussed. The first case study deals with a
geometrically complicated sand trap. After alteration works
massive water surface and flow oscillations occurred. The
oscillation was investigated with hydrodynamic simulations
using TELEMAC-2D and measures proposed to prevent those
oscillations. The second case study focus on sediment transport
simulations of flushing processes in an alpine reservoir of a
hydro power plant. Sediment transport processes are an
important topic in Austrian rivers and reservoirs. On one side
existing reservoirs built decades ago have severe sedimentation
problems now. On the other side the construction of new hydro
power projects is connected with stringent conditions imposed
by the public authorities due to the water framework directive.
TELEMAC-3D internally coupled with SISYPHE was used.
The calibration of the morphological part of the model
(SISYPHE) was very difficult because of the complex reservoir
geometry.

I.  CASE STUDY: SAND TRAP

In this case study hydrodynamic simulations with
TELEMAC-2D are performed to investigate the flow
behaviour in a sand trap. After alteration works at the
prototype massive water surface and flow oscillations
occurred. Purpose of the 2D numerical simulations was the
investigation of the original state, to reproduce the unsteady
flow behavior of the modified sand trap and to propose
measures to prevent those oscillations.

A.  Overview

The sand trap is part of a high head hydro power plant
which is located in the province Salzburg in Austria. After
years of operational experience — very low sediment input
observed during the last years — the owner decided to
decommission the sand trap by closing three of the 15 sand
trap chambers - the first and the last two chambers. The
outlet sills were removed which were located downstream of
every chamber. Originally they had the function to decrease
the flow velocities in the chambers for a better siltation
efficiency of suspended load material. Figs. 1 and 2 show the
original sand trap and the modified sand trap (status quo)
respectively.
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Figure 2. Plan view of the modified sand trap (Status quo).

After the structural alteration works in the modified sand
trap (status quo) unsteady flow behaviour occurred even
under hydraulic steady inlet and outlet conditions.
Measurements of the water surface elevation showed the
swinging up and down of the water surface with amplitudes
of around 40 cm (Fig. 3).
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Figure 3.

Prototype with water surface swinging up and down.

B.  Geometry of the sand trap and mesh generation

The original sand trap consists of 15 chambers, each with
a length of around 30 m and a trapezoidal cross section with
a crest width of 5.0 m and a bottom width of 0.5 m. The
upstream zone of the sand trap has a width of 17 m, the
outflow zone a width of 12 m. The average flow path length
of the whole project area is 230 m, the elevation difference
between inlet and outlet is 1.45 m. The original sand trap was
designed with downstream sills at the outlets of the
chambers. The differences between original and modified
sand trap are the closing of 3 chambers and the removal of
the downstream sills. The meshes are triangulated with the
free software BlueKenue [1] using edge lengths from 25 to
80 cm, whereas the chambers and the zone around have a
denser mesh with 25 cm edge lengths. The guide walls and
boundary walls are modelled as vertical impermeable walls.
The mesh of the original state consists of 106000 elements,
whereas the mesh of the modified sand trap has 75000
elements.

C.  Numerical simulations of original state and status quo

In the TELEMAC-2D simulations most of the default
numerical parameters (keywords) were used. For the
advection of the wvelocities generally the method of
characteristics was used in combination with the wave
equation. For the advection of depth (continuity equation) a
conservative scheme was applied with the Streamline
Upwind Petrov-Galerkin (SUPG) upwinding turned off. For
the bottom friction a Strickler roughness value of 65 m'"*/s
was chosen and the wall roughness was set to a Strickler
value of 80 m'*/s. For turbulence closure the depth averaged
k-e turbulence model was used. Details of the different
methods and schemes employed in the TELEMAC System
can be found in [2]. A time step of 0.05 seconds was used.
The simulations were run until a theoretical steady state in
the prototype. As hydraulic boundary conditions a constant
inflow discharge of 80 m*/s and a constant water depth of
4.7 m at the outlet were applied.

Fig. 4 shows the results of the original state in terms of
flow velocity magnitudes. The flow pattern is at steady state
and the chambers have nearly equal flow rates. No problem
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with reaching a steady state was encountered. This
hydrodynamic result obviously indicates a good hypothetical
siltation efficiency of the original sand trap.

The simulation results of the modified sand trap shown in
Figs. 5-7 reveal completely other flow pattern conditions
compared to the original state. The flow velocities show an
oscillating behaviour in the chambers with swinging up and
down of the water surface with amplitude of around 7 cm.
Three to five chambers are charged sequentially with flow in
the downstream direction whereas the flow in the three
chambers downstream synchronously emerges in the
opposite direction (Fig. 6). This process evolves repeatedly in
time with no attenuation of the oscillations. The results are in
qualitatively good agreement with the oscillations observed
in the prototype; however the measured water surface
amplitudes in the prototype cannot be reached.

An interesting remark is that the 2D numerical simulation
of the original state with 15 chambers but without
downstream sill at the outlets of the chambers yields also
unsteady flow behaviour with water surface oscillations.
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Modified sand trap, plan view:
oscillating flow velocities in x-direction.

For the modified sand trap a numerical sensitivity
analysis was performed, first to verify the preceding results
and second to attempt to simulate higher water surface
amplitudes to achieve a better agreement with the amplitudes
observed in the prototype. The variation included the
following numerical parameters:

e Time step

e  Primitive equation (coupled)

e  SUPG upwinding, classic and Courant number based
¢  Fine mesh with constant edge length 30 cm

e Constant eddy viscosity from 1.E-6 to 0.5 m?/s

e  Roughness variation

e Finite Volume method: kinetic scheme of 1** order

The results of the numerical parameter variation are that
the use of wave equation (default) or primitive equation
(coupled), the chosen time step, the choice of SUPG
upwinding, the use of a finer mesh or the variation of
roughness gives no significant differences in the computed
flow pattern and water surface amplitudes. Simulations using
the constant eddy viscosity model with values from 1.E-6 to
1.E-3 m?/s show nearly the same flow pattern as the default
result with the k-e turbulence model. By increasing the eddy
viscosity to 0.1 and 0.5 m%*s the oscillations show a
remarkable attenuation with a steady state flow field using
the latter value. However an eddy viscosity value of 0.5 m%s
is not real physical in combination with the chosen cell sizes
and expected flow velocities. The use of the Finite Volume
Kinetic scheme of 1% order gives a steady state flow pattern
in the entire model. With the kinetic scheme the maximum
Courant numbers are around 0.1 which, maybe, indicates
high numerical diffusion and thus the damping out of the
oscillations. This assumption would correspond also to the
findings of Cooper [3]. Fig. 7 shows the results of some
parameter variations in terms of water surface elevation over
time at Pegel 3.
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Parameter variation: calculated water surface elevation over
time at Pegel 3.

Figure 7.

D. Investigations of variants

The primary aim of the numerical investigation of
variants was the elimination of the oscillation in the sand trap
by implementing various constructional measures.

Fig. 8a shows such a proposed measure by installing
submerged stop-logs at the inlets of the chambers. With this
exemplary method a steady state flow pattern could be
realized. Other simulated measures included e.g. the opening
of some chambers by removing the guide walls in between
and closing of various chambers (Fig. 8b). The resulting
steady flow pattern is shown in Fig. 9 representing the (not
much exciting) velocity distribution in the model.

Closing of chambers

Figure 8.  Two examples of investigated variants.
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Figure 9. Calculated flow velocities magnitudes for a variant with

opening of 3 chambers and removed guide walls.

E.  Discussion

This contribution highlights hydrodynamic depth
averaged simulations of a sand trap using TELEMAC-2D.
The alteration works at the discussed sand trap led to
considerable water surface oscillations and unsteady flow
behaviour. Measurements of the water surface elevation in
the prototype showed the swinging up and down of the water
surface with amplitudes of around 40 cm.

Purpose of the 2D numerical studies is the reproducing of
the unsteady flow oscillations and to propose measures
against this undesired behaviour. The simulation results of
the original state show the expected steady flow field. The
simulation of the modified sand trap using most of the default
parameters (keywords) demonstrates the ability of
TELEMAC-2D to reproduce the unsteady flow behaviour in
the chambers. However the measured water surface
amplitudes in the prototype cannot be reached in the
simulation. A large sensitivity analysis has been carried out
to validate the results and to attempt to achieve numerically
the water surface amplitudes observed in the prototype. The
parameter analysis included the variation of time step, use of
the primitive equation, SUPG upwinding, turbulence model,
roughness, mesh size and the use of the 1% order Finite
Volume kinetic scheme. The sensitivity analysis reveals the
general reliability of the results obtained with the default
parameters in TELEMAC-2D. So merely the variation of the
constant eddy viscosity to higher, for the employed
configuration unphysical, values causes the oscillations to be
partially or fully attenuated. By use of the 1* order Finite
Volume kinetic scheme not any flow oscillations arise and a
steady flow field is calculated in the entire model, which
possibly indicates considerable numerical diffusion of this in
TELEMAC-2D implemented scheme. In addition to the
sensitivity analysis it should be noted that the non-
achievement of the observed water surface amplitudes with
the TELEMAC-2D simulations can be also attributable to
non-hydrostatic flow effects in the prototype and also to the
hydraulic boundary conditions. The applied constant water
depth at the outlet of the 2D model doesn’t allow any water
surface variations respectively dampens possible water
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surface oscillations in its vicinity which in the prototype
certainly occur in this area.

For practical benefits the numerical investigations reveal
that the removal of the downstream sills at the outlet of the
chambers is responsible for the flow oscillations in the
modified sand trap. However the question why these
oscillations appear is still not answered. Numerical variation
studies to prevent the unsteady flow behaviour in the
chambers, e.g. the installation of submerged stop-logs or the
closing of chambers, indicate some cost-efficient solutions.

II. CASE STUDY: RESERVOIR FLUSHING

In this case study a numerical analysis is carried out to
investigate the sediment transport processes in a reservoir
during flushing events in case of floods. TELEMAC-3D
internally coupled with SISYPHE was used to perform the
simulation of the flushing event.

A.  Background

The project area is a reservoir at the river Mur in Styria,
Austria (Fig. 10). The run-of-river hydropower plant forming
the reservoir was built in 1994. The reservoir is
approximately 4.5 km long with an initial storage volume of
about 1.4 Mio. m’. Annually around 85000 m’ of sediments
deposit in the reservoir. A small amount of the deposited
sediments has been eroded and transported through the
reservoir in former flushing events. However, echosoundings
performed in 2007 showed that approximately 890000 m’ of
sediments are already deposited in the reservoir. This
represents an annual sedimentation rate of about 6.1 % of the
initial reservoir volume. Due to this fact, the present flushing
strategy has to be adapted and optimized.

B.  Mesh and input data for the simulation

Based on the existing bathymetry data; a three-
dimensional digital elevation model was generated. The
mesh with 46300 triangular cells and an average edge length
of 4.5 m was mapped on the digital elevation model using the
free software Blue Kenue [1]. Fig. 11 shows a 3D view of a
part of the generated mesh with the conserved break lines of
the river banks.

For the numerical simulation a time step of 1.0 seconds
was chosen. The flushing process during a nearly 1-year
flood in May 2009 was simulated and the calculated erosion
pattern was compared with the measured erosion pattern. The
stage hydrograph as downstream boundary condition and the
inflow hydrograph for the upstream boundary for the
flushing event 2009 are shown in Fig. 12.
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Figure 10.  Overview of the reservoir with bathymetry data before the
flushing event (March 2009) and indicated freeze core sampling points.

Figure 11.  Sketch of the generated mesh with the conserved break lines
of the river banks, 3D view superelevated.
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Figure 12.  Inflow and stage hydrograph for the flushing event 2009.

C. Sediment analysis

In December 2008 seven representative sediment samples
were taken from the reservoir and sieved according to the
Austrian Standard ONORM B4412. The freeze-core method
was used for taking the sediment samples, starting from the
weir (sample 1) to the head of the reservoir (sample 7).

Table 1 presents some characteristics diameters of the
sediments samples.

TABLE L. SEDIMENT CHARACTERISTICS
Sediment characteristics
Sediment Sample dygfmm] dso[mm]
Sample 1 0.15 0.10
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Sediment characteristics
Sediment Sample dyg[mm] dsg[mm]
Sample 2 0.2 0.11
Sample 3 0.2 0.07
Sample 4 0.25 0.16
Sample 5 0.5 0.22
Sample 6 16.0 3.8
Sample 7 32.0 17.0

Velocity
[m/s]

Figure 13. Measured depth averaged velocities in the reservoir.

Velocity

Figure 14.  Calculated depth averaged velocities in the reservoir.

D. Calibration of the numerical model

The calibration of the hydrodynamic model was done
using ACDP measurements performed at the prototype to
calibrate the roughness at the river bed and at the banks.
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E. Sediment transport - Results and Discussion

The measured bed changes (Fig. 15) of the flushing event
2009 were used for validation of the numerical model. These
measurements are very interesting, because in this case most
of the erosion took place at the inner site of the river bends
and not on the outer side as expected. This may result from
the complex meandering geometry of the reservoir (Fig.10).
The massive depositions at the inner site of the river bend are
eroded in case of higher discharges and sand slides and
instabilities at the river banks lead to the erosion on the inner
site and deposition on the outer site of the river bend. The
complex geometry and the various sediment transport
processes were difficult to handle in the numerical model.

Several parameters were tested and validated in a
sensitivity analysis:

o different sediment transport formula (Meyer-Peter-
Miiller, Engelund-Hansen, Van Rijn)

e  skin friction correction

e hiding / exposure factor

e slope effect formula and deviation formula

e number of layers (2 layer — 5 layer — 8 layer)
e non erodible bed subroutine.

The sensitivity analysis showed that the skin friction
correction and the deviation formula affect the results
significantly. Without the deviation formula the erosion
pattern is inverted due to the secondary currents effect and
the direction of the shear stress vectors. The calculated
sediment transport rates with skin friction correction are in
the areas with very fine sediments quite low (approximately
20% of the total shear stresses) and therefore the calculated
bed changes were too low. Otherwise, without skin friction
correction, the calculated sediment transport rates are much
too high.

The sediment transport formula derived by Meyer-Peter-
Miiller underestimates and the formula by Engelund-Hansen
overestimates the sediment transport rate in case of the
flushing 2009. The formula of Van Rijn showed the best
agreement. Fig. 5 illustrate the measured bed changes derived
from echosoundings before the flushing event (March 2009)
and after the flushing event (May 2009). The erosion pattern
of the calculated bed changes (Fig. 16) compare well with the
measured ones but the erosion depths in the middle of the
reservoir are too high and at the weir too low. This may be a
result of the very low effective shear stresses at the weir due
to the skin friction correction. The different hiding and
exposure formulas showed only marginal differences.

F. Conclusion

The calibration of the morphological part of the model
(SISYPHE) was very difficult because of the complex
reservoir geometry and maybe also some numerical
limitations. The sediment transport processes which lead to
the measured erosion pattern of the flushing event 2009 were
mainly determined by the modification of the effective bed
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shear stresses due to slope effect and by the correction of the
direction of the sediment transport due to steep transverse
slopes in the cross sections.

In some simulations “furrows” occurred in direction of
the main velocities and parallel to the mesh. In this case, with
lots of break lines in the geometry, it was very difficult to
handle these “mesh effects” of SISYPHE. We had also some
problems with the layer subroutine. Because of the big
variation of the grains sizes in the model area, some
simulations with a small active layer thickness (3d,,) stopped
after an error in layer.

Figure 15. Measured bed changes after the flushing event, derived from
echosoundings before (March 2009) and after (May 2009).

o

Figure 16.  Calculated bed changes for the flushing event 2009 using the

sediment transport formula derived by Van Rijn [3].

In summary, TELEMAC-3D internally coupled with
SISYPHE was able to simulate the flushing process. The
simulated flushing event reproduced the routing of sediments
from the upstream free flowing area through the reservoir
and of remobilization of the deposited sediments.

The numerical simulation of sediment transport processes
and of flushing events is still a research topic and under
development. Further studies and field measurements are
required to enhance the knowledge of sediment transport
processes.
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Abstract—This paper describes the application of the
TELEMAC suite of models to provide evidence of the
movement of sediments in the nearshore region of the
Gippsland Lakes. The longshore directional wave climate
variability is investigated to show a decadal trend. Reasonable
validation of the modelled wind and wave on the ocean side of
the domain is achieved in this study, however improved
hydrodynamic modelling requires improved bathymetry within
the Gippsland Lakes system. Three simulations testing
different components of the hydrodynamics highlight the
sensitivity of the model setup to move sediments offshore
during stormy conditions.

I. INTRODUCTION

Lakes Entrance, a township located in south-eastern
Australia (Fig. 1), is the largest fishing port in Victoria and is
situated at the entrance to a man made channel connecting
the Gippsland Lakes to Bass Strait. The channel was first
opened in 1889 and requires ongoing dredging to maintain
the passage of fishing vessels. The channel sits at the
northern end of a 151km high energy beach ‘“Ninety Mile
Beach” where the region is subject to large fluctuations in the
sediment budget.

Various studies have documented the severe weather
patterns that drive storm surges over southeastern Australia
(e.g. [1,2,3]). Of particular relevance to local authorities is
how effective these storm events move sediment and how the
system recovers between storm events.

The climate of significant wave height over the southern
ocean has been found to be increasing (e.g. [4,5,6]) in
conjunction with an increasing Southern Annular Mode,
which is associated with sea level pressure reductions over
the pole and a general poleward shift of the mid-latitude
storm tracks. Furthermore, a significant proportion of the
ensemble of GCM projections from the IPCC fourth
assessment report suggest this trend will continue in the
future [7] and that the subtropical ridge, which affects wind
and weather regimes in the study region, will also undergo a
southerly shift, (e.g. [8,9,10]). Such a change could lead to a
regime shift in sediment movement along this coast. This talk
will discuss a project aimed towards understanding changes
in sediment transport budgets that may influence this region
in the future.

Alexander Babanin
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Swinburne University
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Investigation into the sediment system at Lakes Entrance
has mostly focused on the flood-tide delta inside the channel
[11], where the accumulation of sediments inside the channel
over the last century is reportedly due to a progressive
reduction in catchment runoff flowing out through the
channel to the sea. The focus of this paper is on the modeling
of the longshore transport within the nearshore littoral zone
on the seaward side of the channel under current climate
conditions. A one month hindcast of the sediment transport
along the coast is undertaken to understand how the
atmospheric drivers and remotely generated swell influence
sediment transport in the region. For this purpose, the open
TELEMAC suite of tools is employed to model the coupled
spectral waves, 2D hydrodynamics and morphodynamics.
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Figure 1. Map of the Gippsland coastal region relative to its location in
Australia and gridded global hindcast points. Green ‘q” are 2 degree CFSR
MSLP and nWW3 data points and blue dots are 1/3 degree CFSR 10m
wind vectors. Grey triangles are the computational grid domain of model
simulations. Green square indicates location of NWW3 comparison point.
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The particular month is selected on the basis that it contains
both active storm events and there are field observations
available to validate the model simulation. This will set the
scene for the longer term goal of the study, which will be to
understand how changes in wind regime may affect sediment
transport along this coastline in the future.

II.  DATA SOURCES

Observations of several variables are available at Lakes
Entrance for the validation of the wave and hydrodynamic
simulations in this study. A tide gauge monitoring station
located at Bullock Island (see Fig. 5) provides measurements
of sea level, water at atmospheric temperatures and
atmospheric pressure. A seafloor mounted ADCP located
with the entrance channel records current data and provides a
second location for tide measurements with data availability
from mid-2008 to present.

Integrated wave parameters of significant wave height
(Hs), peak wave period (Tp) and peak wave direction Dp are
available from a wave rider buoy which is located in about
22 m depth of water 2.6km off the coast at 37°54'48"S
147°58'55"E (WGS84) over the period from August 2007 to
present.

The wind speed and direction observations are provided
from a anemometer located at the end of the eastern pier at
the entrance at 37°53'25"S 147°58"25"E (WGS84)

Gridded global hindcasts of winds (CFSR; [12]) and
waves (NWW3; [13]) are used to force the model
boundaries. A regional 5 km resolution hindcast of storm tide
around Australia [14] is use to force the ocean boundary
provided ocean velocities and water levels for the open
boundaries.

Bathymetric data is sourced from a recent Light
Detection And Ranging (LiDAR) survey of the coastline
from a depth of 20 m to an elevation of 10 m [15]).

III.

Frontal systems dominate the atmospheric weather
patterns that cross the region, driving winds and waves from
the west while midlatitude low pressure systems known as
“east coast lows”, less frequently develop to the east in the
Tasman Sea and produce severe easterly winds over the
region [17]. Both systems occur most commonly during the
winter half-year (April-September). Ocean currents generated
by these systems generally transport sediments from west to
east, however it is the waves that cause the significant effect
on bed evolution.

LONGSHORE WAVE CLIMATE OF GIPPSLAND

With land to the north and west, the dominant direction
of the waves approaching 1 Lakes Entrance (that entrain
sediment into the water column) generally come from the
east and southeast with some waves generated from the
southwest. Long period swell that affects much of the
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