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1 INTRODUCTION  

The motion of solid particles as bed-load in 
streams has attracted an important level of atten-
tion recently. To date, most numerical simulations 
use the semi-logarithmic velocity distribution to 
represent the velocity field which particles are 
subjected to. Although this velocity distribution is 
a very good approximation of the average flow 
conditions in boundary layers, it obviously does 
not account for the time dependence of turbu-
lence. In order to potentially improve predictions 
of bed-load transport and gain more insight into 
the physics of the problem it is necessary to pro-
vide a more realistic velocity field capable of re-
producing the turbulent characteristics of natural 
flows.  

The ideal situation would be to perform Direct 
Numerical Simulations (DNS) and to compute the 
motion of multiple particles, accounting for the 
volume occupied by them. Unfortunately, such a 
paradigm is currently out of the picture, given the 
enormous computational time associated with 
solving the velocity field surrounding each par-
ticle. In some approaches, researchers have solved 

for the motion of groups of particles in an aggre-
gated manner. 

In this paper, we follow an intermediate step, 
which uses a computed turbulent velocity field for 
a smooth flat plate to act as a surrogate of the 
three-dimensional (3D) turbulent conditions close 
to the bed in streams. Although the two flows are 
different, insight can be gained with these compu-
tations. The results of a high-resolution 3D turbu-
lent velocity field developed by Calo (2004) are 
coupled with a 3D particle tracking Lagrangian 
model (González, 2008). By using this velocity 
field, the effect of turbulence on the particle mo-
tion close to the bed is studied, assuming a one-
way coupling between the moving particles and 
the flow field. Future analyses will include rough 
boundaries. 

2 DESCRIPTION OF THE NUMERICAL 
SIMULATION OF THE FLOW FIELD 

2.1 HR3D simulation description and analysis 

A highly-resolved three-dimensional (called here-
in HR3D) flow velocity field obtained by Calo 
(2004) reproduces the ERCOFTAC T3A test case 
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(Roach & Brierley, 1992), which involves a by-
pass transition to turbulence on a flat plate due to 
free-stream turbulence passing above the plate. 
The velocity field used in this work considers only 
a sub-section of the simulation, where the turbu-
lence has already developed for some important 
distance.  

In the HR3D flow simulation all lengths are 
made non-dimensional using the boundary layer 
thickness 0δ  at the inlet of the domain. The do-
main box is 620 0δ , 40 0δ  and 30 0δ  in the lon-
gitudinal, vertical and transverse directions, re-
spectively. The velocity scale selected was mU , 
which represents the unperturbed stream-wise ve-
locity of the fluid far away from the wall. 

The HR3D flow velocity field was obtained 
through a second order, finite-volume code devel-
oped by Pierce & Moin (2001) and Jacobs & Dur-
bin (2001) at the Center for Turbulence Research, 
Stanford University. In the code, the Navier-
Stokes equations are solved on a staggered grid. 
All fluxes in the wall-normal direction are inte-
grated implicitly using a Crank-Nicolson scheme 
(convective terms are linearized). The pressure is 
integrated fully implicitly. No closure for turbu-
lence was used, which could yield to Direct Nu-
merical Simulation (DNS) with appropriate spatial 
mesh sizes. (For the spatial steps used in Calo's 
simulation, the HR3D result is close to a DNS but 
it cannot be rigorously considered DNS.) 

The HR3D simulation used in this paper con-
siders a value of the Reynolds number, defined as 

νδδ 0Re mU= , equal to 795. Given the inherent 
differences between the boundary layer in a flat 
plate and in an open-channel flow, it is necessary 
to discuss the meaning of the coupling of the par-
ticle tracking code with the HR3D turbulent ve-
locity field, a task done below. 

2.2 Boundary-layer flows in a flat plate and in 
channels 

It is accepted that a high degree of similarity ex-
ists between boundary-layer flows over flat plates 
and channel flows, in particular open-channel 
flows, which are the interest of this work (see 
Gad-El-Hak, 2000; Davidson, 2005). Obviously, 
the most important difference lies on the spatially 
developing character of the former. In order to as-
sess the feasibility of using Calo’s velocity field 
as a surrogate of the velocity field in an open 
channel, the features of both types of flow are dis-
cussed in this section.  

A short, but very useful analysis of similarities 
and differences between turbulent boundary-layer, 
flat-plate flows, and channel flows is presented by 
Nieuwstadt & Bradshaw (1997) and Ashrafian 
(2004). The main differences could be summa-

rized as follows: 1) The turbulent/ambient flow in-
terface is absent in channel flows; 2) the free sur-
face (present only in open-channel flows) sup-
presses the vertical movement of eddies, as 
opposed to the outer layer of a flat-plate flow (Ne-
zu & Nakagawa, 1993); 3) in channel flows, the 
excessive energy is transported by turbulent diffu-
sion to the free-surface region where it compen-
sates the dissipation (Nezu & Nakagawa, 1993), 
whereas in boundary-layer flows, the extra energy 
is used to sustain the thickening of the layer 
(Jiménez, 2004); and 4) the wake strength for 
channel flows is much smaller than the counter-
part in boundary-layer flows (Johnson, 1998). 

Despite all these differences between boun-
dary-layer flows over a flat plate and in open 
channels, the logarithmic profile which describes 
the mean stream-wise velocity close to the wall 
has been found to be applicable to all wall-
bounded flows (Gad-El-Hak, 2000). In this regard, 
Wei et al. (2005) present ″compelling evidence″ of 
the logarithmic character of the mean profile in a 
large section of both channel and boundary-layer, 
flat-plate flows. Further, the structure of the turbu-
lence can be expected to be similar in both cases, 
close enough to the wall. Davidson (2005, page 
137) emphasizes that “there is a region near the 
wall where the flow does not know or care about 
the gross details of the outer flow.” Therefore, the 
turbulent velocity field HR3D is capable of ap-
proximating both the mean velocity and turbu-
lence statistics of an open-channel flow. Further, 
since the interest of the saltating motion is on the 
region close to the bed (z/depth<0.05) the use of 
the HR3D velocity field yields accurate results.  

In order to corroborate that the turbulence pa-
rameters defined for an open-channel flow are 
well reproduced in the HR3D, it is necessary first 
to analyze both flows through a dynamic similari-
ty analysis. 

2.3 Dynamic similarity 

When both viscous and gravitational effects are 
important, the Froude and Reynolds numbers, Fr  
and Re , respectively, have to be equal to achieve 
dynamic similarity between two flows. For a flow 
past an object in a fluid (such as particles saltating 
at the bottom of a channel), gravity is only impor-
tant if surface waves are generated (Kundu & Co-
hen, 2008). (It is assumed herein that the water 
density is quasi-uniform close to the bed to avoid 
the need for consideration of differences in densi-
ty -via the densimetric Froude number- as a 
source of currents.) In boundary-layer flows, the 
Reynolds number is the only dimensionless num-
ber that needs to be equal in the two flows. Thus, 
the HR3D velocity field represents accurately the 
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flow field interacting with salting particles, pro-
vided that the same Reynolds number is pre-
served. 
 This similitude has been used before in several 
opportunities. Rouse et al. (1958) employed this 
procedure to study hydraulic jumps in water by 
using wind-tunnel results (see discussion in 
González, 2008). 

2.4 Simulated flow characteristics 

Time-averaged velocities obtained from the 
HR3D simulation should be close to well known 
expressions for the mean flow velocity in a turbu-
lent open channel (i.e., the law of the wall). To 
check this, it is necessary to relate the velocity and 
time scales used in the HR3D simulation with 
those of the problem. The HR3D flow simulation 
includes mU  and 0δ  as velocity and length scales, 
while the particle model (to be described below) 
has the wall-friction (shear) velocity ( *u ) and the 
particle diameter ( pd ) as scales. Using the time-
averaged values of the simulated velocity field 
(expressed in dimensionless terms as m

f Uu ), a 
relationship between velocity scales is found: 

 
 

                                           (1) 
 

From Eq. (1), */ uu f  can be obtained for compari-
son with the semi-logarithmic velocity law. Defin-
ing mUuA *= , the length scales can be in turn 
related as follows: 

 
 (2) 

 
where the location of the nodes in the HR3D si-
mulations are expressed in terms of 0δz . Using 
Eqs. (1) and (2), the values m

f Uu , 0δz  and 

δRe  from the HR3D velocity field are converted 
to values of ∗uu f and z

+
 for comparison with 

the log-law of the wall. The value of A was de-
termined by trial and error, adopting the value that 
produces the best fit between the HR3D numerical 
results and the semi-logarithmic expression for the 
velocity profile in the case of a smooth channel. 
The value of A  was determined to be equal to 
0.045, as shown in Figure 1. 

 
 
 
 
 
 
 
 
 
 

 

 

 

Figure 1: Comparison between the mean stream-wise fluid 
velocity obtained from the HR3D simulation and the semi-
logarithmic expression for the velocity profile in a smooth 
turbulent open-channel flow. Solid lines represent that ex-
pression, and circles represent data obtained from numerical 
simulation. The numerical results follow the law of the wall. 

Since the Reynolds number must be preserved 
between the open-channel flow and the HR3D 
flow, another relationship between non-
dimensional numbers can be predicated: 

 
 
(3) 

 
where pR  = explicit particle Reynolds number, 
equal to ν5.03 )( pdgR , ν = kinematic viscosity of 
water, R  = ( )1−ρρs , with ρ  and sρ  indicating 
the water and sediment densities, respectively; and 

*τ  = ( )pdRgu2
* , where g = acceleration of grav-

ity. It becomes clear from Eq. (3) that pd/0δ  can 
be obtained for a given particle size and flow con-
dition ( *u ). 

Nezu & Nakagawa (1993) presented the results 
of extensive experimental research in turbulent 
open-channel flows. They obtained universal ex-
pressions for turbulence intensities (denoted by 

'fu , 'fv  and 'fw , which represent the stream-
wise, span-wise and wall-normal components of 
the fluid turbulence intensity, respectively), and 
turbulent kinetic energy ( fTKE ), normalized with 
the friction velocity and the friction velocity 
squared, respectively.  

In the case of a boundary-layer flow over a flat 
plate, there is no clear definition for cH . In order 
to compare the numerical results of turbulence in-
tensities and turbulent kinetic energy between the 
flat-plate and boundary-layer flows,  cH  was as-
sumed to be equal to the depth of the simulation 
space. Distributions for the flow turbulence inten-
sity of the flow in each direction and for the turbu-
lent kinetic energy ( fTKE ) computed from the 
HR3D simulation were compared with the expe-
rimental regressions developed by Nezu & Naka-
gawa Figure 2 shows, for instance, the stream-
wise component of the velocity. In general, good 
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agreement was observed between the different 
vertical profiles obtained from the numerical si-
mulation and the empirical expressions. 

 Results from the HR3D simulation present the 
expected exponential decrease with the distance 
from the wall, in all four variables.  

 

 

 

Figure 2: Turbulence intensities from the numerical simula-
tion (circles) compared with the experimental regression 
suggested by Nezu & Nakagawa (1993) (solid line). Span-
wise component. The same level of agreement was found 
for other components and for the TKE. 

Finally, it is necessary to corroborate that the 
wave-number spectrum obtained from the simula-
tion follows the -5/3 Kolmogorov law in the iner-
tial sub-range, which has been shown to provide 
important insight into pipe and other shear flows 
(Gioia & Chakraborty, 2006). The comparison 
showed that for every velocity component this 
spectrum model is followed. Figure 3 shows the 
spectrum of the stream-wise velocity component. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3: Wave-number spectrum of the velocity component 
in the stream-wise direction. 

It is concluded that the HR3D velocity field 
represents satisfactorily the turbulent flow in an 

open channel, both in time-averaged values and 
turbulence statistics. Thus, the HR3D field was 
used to track particles moving close to the bed. It 
was assumed that the effect of the particle volume 
on the surrounding fluid can be disregarded in 
first approximation, as done in current approach-
es. 

3 MODEL FOR PARTICLE TRACKING IN A 
TURBULENT FIELD 

3.1 Equations for particle “flight” 

A 3D particle tracking model was coupled with 
the data provided by the HR3D velocity field. For 
this case, the motion of the particles was com-
puted using Eq. (4) below, where the expression 
for the forces considered the fluctuating and non-
uniform nature of the 3D velocity field. 

 
 
 

 
 

 
 

 
 
 

 
(4) 

 
 

where DC  =  drag coefficient, LC  = lift coef-
ficient, rTu  = relative velocity vector at the top of 
the particle, rBu = relative velocity vector at the 
bottom of the particle, and fu  = fluid velocity; α  
= ( ) 1

mCR1
−++ , where mC   = virtual mass coef-

ficient; t  =  time coordinate, τ  = dummy variable 
for integration,  is the dimensionless fluid vor-
ticity vector and  is the non dimensional particle 
rotation vector. The terms on the right hand side 
of Eq. (4) consider buoyancy, non-linear drag, the 
Basset force, the remainder of the virtual mass, 
fluid acceleration, the Magnus force, and the lift. 
The operator ( ) dtd ⋅  indicates the material deriva-
tive using the particle velocity and ( ) DtD ⋅  uses 
the fluid velocity. 

The model was developed in FORTRAN and 
can track numerous particles simultaneously, in-
cluding inter-particle collisions. Details on the 
model for inter-particle collisions can be found in 
González (2008). 

It is worth noting that the model does not in-
clude any stochastic component to enhance the 
turbulence and uses the resolved velocity field as 
it was computed. 
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3.2 Treatment of the Basset force 

A novel technique is employed in the model to 
treat the Basset force, as discussed in González et 
al. (2006), González (2008) and Bombardelli et al. 
(2008). The technique uses fractional mathematics 
to approximate the integral of the Basset force and 
the concept of "memory time period", in order to 
reduce its computational time and the require-
ments of storage of the derivatives of velocity in 
time. 

3.3 Equations for particle rebound with walls 

A stochastic model was employed to analyze the 
particle rebound with walls, based on modifica-
tions of models proposed by Niño & García 
(1994) and Tsuji et al. (1985). This model as-
sumes that the bed is formed by packed, uni-
modal spheres, and that the moving particle can 
hit the particles in the bed with random angles dis-
tributed uniformly in a range. Thus, the model 
computes the velocity in the three directions and 
the particle rotation after the rebound. The model 
considers that the diameter of the particles in the 
bed ( bedpd ) is 0.3 mm to maintain the smooth cha-
racteristic of the bed, and to have consistency with 
the velocity field adopted. Using geometrical 
properties between the moving particle and the 
particles composing the bed, critθ , the maximum 
angle at which the moving particle can hit the bed, 
was expressed in terms of the particle size at the 
bed and the incoming particle diameter, where dif-
ferent particle sizes are defined for the bed and the 
particles in motion. More details can be found in 
González (2008), Bombardelli et al. (2008) and 
Bombardelli et al. (2010). 

4 MODEL VALIDATION 

4.1 Validation of the model for a single particle 

Simulations corresponding to the experimental 
conditions presented by Niño & Garcia (1998a, b) 
were performed for validation purposes. The nu-
merical model was run for a simulation time long 
enough to have meaningful statistics. In order to 
remove the effect of the initial conditions, the first 
jumps were not considered in the statistical analy-
sis. 

Figure 4 presents the numerical results obtained 
for moving particles of pR = 73 which are com-
pared to experimental results in the range of   

pR = 60-90 presented by Niño & García (1998a, 
b). The figures depict the comparison of the di-
mensionless particle jump length and the mean 
stream-wise velocity, with the experimental data, 
for increasing bottom shear stresses. Both plots 

include two standard deviations of the mean val-
ue. Good agreement was found between the nu-
merical simulation and the experimental data, es-
pecially for the jump length. The image of the 
mean stream-wise velocity shows that the ob-
served data do not vary significantly, a feature that 
somehow defies intuition. The numerical result, 
on the other hand, shows an increase of that varia-
ble with the increase in the value of the shear 
stress. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Figure 4: Comparison of simulations with experimental data 
for the case of a particle moving in a flume and rebounding 
with the wall. The top figure shows results associated with 
the particle jump length, and the bottom figure shows the 
stream-wise mean velocity. 

Similar results were obtained for the jump 
height and the mean particle spinning rate (not 
shown herein; see González, 2008). We noticed 
that if the particle velocity is tracked with just an 
average velocity profile, the ranges of variation of 
the variables are smaller, due to the fluctuations of 
velocity of the HR3D velocity field. We also no-
ticed that the agreement with data obtained from 
the use of the HR3D field slightly improves for 
some particle sizes, being in general similar to that 
obtained with the time-averaged velocity profile. 
More research is thus needed to address this issue 
further. 
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4.2 Model validation for numerous particles 

Simulations were undertaken with the model mi-
micking the case of multiple particles moving in 
the same velocity field discussed above. 
 Figure 5 presents similar plots to those of Fig-
ure 4, pertaining to the case of multiple particles 
moving and colliding in the velocity field, and for 
two particle sizes: pR = 80 and pR = 120. An ac-
ceptable agreement is noticed between simulations 
and data. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 5: Comparison of simulations with experimental data 
for the case of multiple particles moving in a flume and re-
bounding with the wall and colliding among themselves. 
The top figure shows results associated with the particle 
jump length, and the bottom figure shows the stream-wise 
mean velocity.  

Further validation of the model was obtained 
via comparison of both detailed and integrated va-
riables associated with the particle jumps. Take-
off angles of the particles after collision, lateral 
dispersion angle, and the cumulative probability 
distribution of the absolute value of the deviation 
angle all show acceptable agreement with data. 
Figure 6 presents in particular the result regarding 
the take-off angles of particles. 
 Figure 7, in turn, compares bed-load transport 
rates derived from the simulation with multiple 
particles with well-known expressions. The nu-
merical transport rate can be obtained by just 
counting the number of particles which cross a 
specific location of the computational domain in a 
given period, and multiplying this result by the 

particle volume. The dimensionless volumetric 
bed load rate *q  is then calculated as: 

                                                 
                             (6) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

Figure 6: Comparison of simulations with experimental data 
for the case of multiple particles moving in a flume, re-
bounding with the wall and colliding among themselves. 
The figure shows results associated with the take-off angle 
after collision (θout). Symbols represent mean values and 
vertical lines indicate two corresponding standard devia-
tions. Rp = 80. 

 
 
 
 
 
 
 
 
 
 
 
 
Figure 7: Comparison of numerical results with expressions 
for bed-load transport rates for the case of multiple particles 
moving in a flume and rebounding with the wall and collid-
ing among themselves.  

Taking into account the uncertainties in the ex-
perimental results of bed-load transport, reasona-
ble agreement between model results and expres-
sions by Meyer-Peter-Muller, Fernandez Luque & 
van Beek, Engelund & Hansen, and Parker, is 
found. 
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5 PARTICLE VELOCITY AND 

TRAJECTORIES 

One of the immediate results of the application of 
the model is that the velocity of the particle fol-
lowing the turbulent field can be obtained. This is 
shown in Figure 8, where the stream-wise velocity 
component is shown. It is important to notice the 
random character of the results. The importance of 
this result lies in that the particle turbulent kinetic 
energy and other turbulence statistics can be de-
fined, as done by González (2008).  

Figure 9 shows in addition 3D trajectories of 
multiple particles indicating that the 3D wall-
collision algorithm performs adequately. 
 

 

 
 
 
 
 
 
 
 

 
 
 

Figure 8: Numerical results regarding the velocity of a par-
ticle moving close to a wall in the HR3D velocity field. The 
result corresponds to the stream-wise velocity component.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9: Trajectories of particles from the 3D simulation of 
saltation of multiple particles.  

6 CONCLUSIONS 

A comprehensive model for the analysis of the 
saltating motion of particles has been presented. 
The model exploits a three-dimensional velocity 
field past a flat plate in the turbulent portion, and 
tracks particles with a Lagrangian model in that 
field. The Lagrangian model includes diverse sub-
models for particle rotation, inter-particle collision 

and a stochastic sub-model for particle collision 
with solid boundaries. 

The results were validated with experimental 
data obtaining good agreement with them. Once 
validated, the model was used to compute parame-
ters of interest and to gain insight into the interac-
tion of particles and flow. 
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