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Foreword to the XX" TELEMAC-MASCARET User Conference

Dear participants,

BAW is proud to present the proceedings of the XX™ TELEMAC-MASCARET User Conference. As the
service provider for Germany’s federal waterways, numerical modelling is one of the main tools for
engineering tasks in BAW.

Beginning to apply and develop TELEMAC in the last century, it is now a standard for 2D modelling of
waterways at BAW. Today sediment transport modelling, high resolution grids, increasing sizes of
modelling areas, long-term prognoses and massively parallel computing define our challenges here.
Collaboration in the TELEMAC-MASCARET Consortium and many productive co-operations with
universities guarantee continuous progress and new developments to face the diverse and complex tasks.

20 years of user conferences stand for 20 years of fruitful interaction between developers and users and
active networking among the users themselves. They also represent tradition, which is one significant
component of the TELEMAC-MASCARET programming family. Evolution is another element, apparent
at the annual conference when the latest developments are presented. A wonderful example for this is the
yearly presentation of an even better advection scheme by Jean-Michel Hervouet. As always I am looking
forward to that presentation and the enhancement of the calculation due to the new, amazing scheme.

On behalf of BAW and of the TELEMAC-MASCARET Consortium, I would like to thank all authors
and participants for the exciting contributions to the TELEMAC-MASCARET User Conference. The
numerous articles clearly demonstrate that the TELEMAC-MASCARET software is an excellent tool for
research and application.

D bap

Rebekka Kopmann
Chair of Local Organising Committee

Bundesanstalt fiir Wasserbau
KuBmaulstr. 17

76187 Karlsruhe

Germany
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The weak form of the method of
characteristics, an amazing advection scheme

J.-M. Hervouet

Laboratoire National d’Hydraulique et Environnement (LNHE)
Electricité de France
6 Quai Watier, 78400 Chatou FRANCE
j-m.hervouet@edf.fr

Abstract— The weak form of the method of characteristics is
described. The principle is given and the technical problems
exposed. Results on the rotating cone test show the amazing
quality of this scheme, but the method suffers from a number
of implementation problems. It can however advantageously
be used in some specific situations.

I. INTRODUCTION

The weak form of the method of characteristics is used
for solving advection, or even advection-diffusion equations
with source terms. It couples the classical method of
characteristics, as already used in TELEMAC, and a finite
element formulation. Though invented at LNHE in the
eighties (see [1]), this technique was not developed in
Europe but is now widely known in the US as ELLAM
(Eulerian Lagrangian Localized Adjoint Method, see [2]).
Though still relying on linear elements this method
surprisingly yields extraordinary results in terms of phase
error and amplification, but suffers from a number of
implementation problems. It can however advantageously be
used in some specific situations. The principle of the method
is briefly recalled hereafter, and the application to
TELEMAC is tried.

II.  PRINCIPLE

The method is explained here in the context of Navier-
Stokes equations, with a pure advection in the conservative
form:

0 .
8_f +div(fu)=0
t
M
Where f is the advected function and # the advection field.

With the classical method of characteristics (now called
"strong" characteristics), a solution would consist of tracing
back the characteristics (backwards trajectories but with

fixed advection field), and interpolate the value of f at time

t" for every point i in the mesh (the result is denoted f, ),

. 1 _ 7
and to eventually write: fi'H = fl However the strong

characteristics solve the non-conservative equation, their
advantage is that they are monotonous, as the interpolation
(if linear, this would not be the case with higher orders)
cannot give under- or overshoots, and a drawback is that
they are not mass conservative. They are unconditionally
stable. The basic idea of the weak form of characteristics is
to apply a variational Galerkin formulation of the equation,
not only in space:

jQ [% +div( jﬁ)) ¥ dQ =0

(2)
but also in time!

tn+l

J:

W is a linear test function, defined for all degrees of

( jQ (% +div( fﬁ)j ¥ de dt=0
(3)

np

freedom in the mesh, with property Z‘Pi =1, np being
i=1

the total number of nodes in the mesh. We then apply two

integrations by part, on one hand:

tn+l a
| U lt}g dedt:
t" Q ot
n+l tu+l a\I]
| Ql e

[[Qj‘{’ld L e

“4)
and on the other hand the divergence term with the Stokes
theorem. Commuting the integrals in space and time is

possible if €2 is independent from time, it finally gives:
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J'anH\PinH dQ_IQ fn\Pin dQ-i—

[ v, fid dr)ar
_ J’:n"*‘ (J-Q f(% +i _M(‘I”i) jdﬂj dt=0 5

The ‘¥, have been indexed with time when necessary, for

reasons that will now appear clearly. It seems that things are
more complicated with this new equation, but the
tremendous idea in the method is to remark that we have in

the second line the term aalt +u .grad(\¥,), which looks

like a non conservative advection equation of the test
functions. This term would be 0 if the test functions were
advected, and it is what will be done! Note that we started

from a conservative advection equation on f and arrive at a
non conservative equation of the test functions. On the
contrary a non conservative advection equation of f would
lead to a conservative equation of the test functions.

So now we admit that the test functions are advected in a
. oY, -~ 3
non conservative form, so that —*-+1u . grad(¥,) =0,

and we are left with:

n+l

2
[ et do= | rmerdo-[ [, fijdrde
t
(6)
If we sum on all points in the mesh, we have:

n+l

[ a0 o[

(7

which is a mass conservation proof stating that the increase
of mass in the domain is only due to the flux at the

boundaries between " and ¢ "H, 7 being a vector pointing
outward the domain. Can we solve (6)? The left-hand side is

np
Z fj"Jrl jQ Y ;”‘Pi"HdQ. If we choose a backward
=

advection of test functions, ‘I’["H will be the classical test
functions of our mesh and |, \P;lJrl‘I’i"HdQ will be the

classical mass matrix M. We shall eventually have to solve a
linear system: M F""' = RHS , where:

RHS = |, f"¥! dQ—[." (|, fii.i dT)dt ®

In this right-hand side'P;' will be the same test function

advected backward, thus at timeZz” and this is a new

concept. We can imagine for example a set of test functions
based on the feet of all characteristics, the feet being the
nodes of an advected mesh (with the assumption that
triangles remain correctly oriented triangles during
advection, which is not guaranted). The property
np

Z ‘I’i" =1 must be preserved if we want to keep our proof
i=1

of mass conservation. Actually the term [, /", d€ only

requires the knowledge of ‘I’i", not the full trajectory. As

function f[" is known on the real mesh (not the backward

np
. 1
advected one), we have to write: [ = E S, and
A

term [, "W dQ) is thus:

np
J‘an\Pin dQ — Zf'jn JQ\P;1+1\{]in dQ
= ©)

This is where we find the main technical difficulty: the
test functions ‘P;’H and ‘P are based on meshes that are

different. To have a unique polynomial definition of both we
must decompose the domain into a number of areas, every
area belonging to a unique triangle of the original mesh and a
unique triangle of the advected mesh. Such areas may be
triangles, quadrilaterals, pentagons, or even hexagons. A
general solution of this problem, based on the theory of
distributions, has been proposed in 1986 (see [3]). However
it could be sensitive to truncation errors, the final exact
formula using the Heavyside function (denoted H). As a
matter of fact terms like H(ax+by+c) may give randomly 0
or 1, depending on truncation errors, if ax+by+c is close to
0. Research in this direction would include finding a formula
insensitive to truncation errors and a fast way to decompose
the mesh into areas with unique polynomial definition of

‘P;’H and P".

Actually, for a practical use, the integral of (9) is
computed with Gauss points. The Gauss points (a given
constant number for every triangle, namely 1, 3, 4 or 6 were
tested) are defined on the original mesh and advected
backwards. The idea has been published in [4]. However,
whatever the number of Gauss points (see [5] for numerical
values and positions of Gauss points of various elements),
this is an approximation because it will be used to integrate a
function that is only piece-wise polynomial. Though it
eventually gives a very simple procedure, the use of Gauss
points is here conceptually complex and needs explanations.

The first idea is to decompose the term [, f"P" dQ into
the integral over all the triangles surrounding point i in the
backward advected mesh. On such triangles ‘I’i" has a unique

polynomial (in fact linear) definition, but /™ is only piece-
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wise linear, because it is defined on the original mesh. Then
on a triangle T we can write:

ngauss

[rerdr="73 w, f; ¥/(2)

(10)

Where: ngauss is the number of Gauss points, W, is the
weight of Gauss points, and f gn is the value of f" at the

position of the Gauss point. V" (g) is the value of the test

ngauss
function at the position of the Gauss point. Z w, is the
g=1
area of the triangle. The Gauss weights, because they are
proportional to the area of the triangle, are liable to change
with time. However, the definition of a divergence free
velocity field ensures that the areas of triangles will not
change (unless we have errors in the discretisation). For this

reason, but only in a context where div(u) =0, the Gauss
weights are taken in the mesh at time [ ™! Note that if the
velocity field is not divergence free, e.g. if the local space is
expanding, [,¥, dQwould grow with time, then f

would be locally reduced to keep mass conservation

according to its conservative equation. To sum up, in the
ngauss

sum z w, f, W/'(g) the weights w, can be taken in
g=1

. 1. .
the mesh at time ¢"", it is also the case of P'"(g) because
Y. is advected in a non conservative form, which keeps its

height unchanged. Now what is [’ gn ? This is where we use

the strong form of the method of characteristics: the
backward characteristics will be built for all the Gauss

points, and [’ gn will be the value of " at the foot the Gauss

point characteristic. Now what will happen if a backward
characteristic goes out of the domain? It can only do this
through a liquid boundary which is an entrance of the

domain, hence were we have the boundary conditions of f°

and we can take it for the value of f gn . In other terms the

Gauss points exiting the domain will provide the term

n+l

J;tn (.[r Y. fu.n dI )dt . Using the technique of Gauss
points, the whole method will result in solving the system:

ng
(M F™) =3 w, £ (g)
= (11)

where ng represents all Gauss points involved in the
computation of the terms:

[ f"er d+ [0 ([ W, fiidi dr)dt )

The procedure thus consists of choosing a number of
Gauss points per triangle (the larger the better because it will
never be an exact integration), of computing their
characteristic and interpolating the advected function at their
foot. With this the right-hand side of the linear system is
easily built, and this system is easily inverted (with an
iterative solver), because its matrix is a mass matrix. The
procedure is mass conservative (in a divergence-free velocity
field context), but we can check it only if we are able to find

n+l
out what is [, qr Y, fundl )dt in the right-hand side,

which is not obvious as the Gauss points procedure
computes simultaneously both terms of (12).

III. A FIRST TEST CASE

This first test case is done in the context of a divergence
free rotating velocity field. It was also used in [6] (where a
figure showing the velocities is given). It consists of the
advection of a tracer in a solid rotation velocity field.
Namely the computational domain is a square between
abscissae 0 and 20.1 m and between ordinates 0 and 20.1 m.
The mesh is composed of squares of side 0.3 m split into two
triangles. The velocity field has the two components
u(x,y)=10.05-y and v(x,y)=x-10.05, and the initial tracer
value is between O and 1, of the form:

T(x,y)= e‘[(x—15)2+(y—10,05)2]/2
’ .

Rotating cone test
after one rotation

4 Gauss points

PSI scheme, maximum: 0.1875

20

initial cone: maximum 1.
strong characteristics
maximum: 0.6778

o

a wn o

B 2 ] "

20

Figure 1. The rotating cone test with various advection schemes
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The principle of the test is to simulate one rotation of the
tracer around the center of the square. With an ideal solver,
there should be no variation of the tracer after one rotation.
We do here one rotation in 32 iterations, with a time step of
0.196349541 s (actually the conditions chosen in Reference
3, which show that the method is insensitive to the Courant
number).

The original maximum height of the cone is 1. After one
rotation the tracer maximum is given in Table I and the
shape of the cone is shown on Figure 1.

TABLE L. ROTATING CONE TEST
Advection scheme Height of cone after 1
rotation
explicit PSI scheme 0.1875
“strong” characteristics 0.6778

“weak” characteristics 0.996929 (6 Gauss points)

In this case the Courant number is at most 7 if we
consider sides of triangles as the mesh size. The cone after 1
rotation is virtually unchanged. Now you understand why
this method is worth looking at, even if it has technical
drawbacks! Note that with a more physically recommended
Courant number of 1 the cone height after one rotation is
0.9545, which shows that the method is less diffusive for
large Courant numbers (even one rotation in 1 step would
work!). The reason for the excellent quality of the method is
certainly the inversion of the mass matrix, which prevents
artificial diffusion. If we lump the matrix, so that it becomes
a diagonal with positive terms, monotonicity is thus ensured,
but the height after one rotation becomes 0.5013, which is
less than the strong form (but compared to the strong form of
characteristics it would be however a way to improve mass
conservation, with a result better than the distributive
schemes).

Increasing the number of Gauss points is rapidly useless,
as shown in Table II, though the six-point case eventually
shows that the overshoot is due to the quadrature.

TABLE IL INFLUENCE OF THE NUMBER OF GAUSS POINTS
Number_of Gauss Maximum of cone Minimum of cone
points
1 0.840168 2.7710°
3 1.004790 328107
4 1.003720 531107
6 0.996929 -1.3910°

IV. NOW THE DRAWBACKS

A test case with a tracer, e.g. a tracer added in the bridge
piers test case, shows the drawbacks of the loss of
monotonicity. In this case a tracer at value 1 is entered on 3
points in the entrance, whereas on other points it is set to 0.
We compare the results after 80 s of simulation. The strong

form of characteristics is monotonous, but the highest value
of the tracer at the exit is only 0.398. The weak form has
values at the exit greater than 0.9, but strong undershoots and
overshoots (range of values from -0.31 to 1.22). Lumping the
mass matrix saves monotonicity, but in this case numerical
diffusion is worse than the strong form. A partial lumping
can give intermediate results.

Tracer with bridge piers in 3D, depth averaged tracer

strong form of characteristics

tracer
1.010000

[ Pyein
0.864286
0791429
0.718571
0.645714
0.572857
0.500000

" weak form of characteristics 0427143

0.354286

0281429

0208871

0135714

0.062857

-0.010000

-10 -5 0 5 10

-10 -5 o 5 10

Figure 2. von Karman eddies with strong or weak characteristics used for
advection of velocities

If we use the weak form in a context where monotonicity
is not so important, e.g. for the velocities, we find a dramatic
improvement, like on Figure 2, showing the von Karman
eddies behind the bridge piers.

The advantages and drawbacks of the method are thus:
Advantages:

e very little phase error

e very little damping

Drawbacks:

e an approximation with Gauss points for computing
an integral (mass conservation only approximated)

e amass matrix to invert, with subsequent undershoots
and overshoots in the solution (no monotonicity)

Except the loss of monotonicity, the inversion of the
mass matrix is not really a problem, because in reality it is
not done. Actually the following fractional step after

advection, which is diffusion, requires M F "ot F i
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V.  WEAK FORM IN THE CONTEXT OF SHALLOW WATER
EQUATIONS

In a depth-integrated context, the correct conservative
o(h .
equation reads: (6—f)+dlv(hfﬁ)=0 which can be
t b

interpreted as (1) with the variable Af . If we do this, the
derivation leads to the equation:

IthJrlan\PinH dQ —

n+l

[ aa-| (jr ¥, hf iidi dT)dt

(13)
Strictly speaking, the left-hand side term is:
n+l o+l n+l _
[ et do =
< 1 1 1 1
n+ n+ n+ n+
DN A Fia Za(e
- (14)

which is M (h"™")F"", where M (h"")is a kind of
mass matrix with an extra term A""'. A Gauss points

approach would lead to solve the system:

ng
(M@EYF™), =3 w, b2 W ()
i (15)

Where hg are the depths interpolated at the feet of

characteristics. The problem is that the velocity field is no
longer divergence free, so the Gauss weights evolve along

the pathlines. The case f constant shows in fact that we
must have:

ng
J.thJrl\{]inJrl dQ — ng h;l \Pin (g)
! (16)

. . . . n+l .
which gives us, assuming W, taken at time ¢, a correction

factor leading to the equation:

(M(hn-H) Fn+l)i —
ng
Dow, hy £ ()
n+ n+ =1
[ hrertdo =
ng h; \Pin (g)
g=1

an

with a simplified lumped form:

ng
Do, hy Sy F(2)
g=l1

n+l

ﬁ - ng

Z Wg h;l \Pin (g )

i (18)

where a division by 0 would only occur if the numerator is
also 0.

This depth-integrated form of weak advection has also
been tested on the bridge piers case, but it brings very little
difference, which is normal because the variations of depth
in this case are small.

strong form of characteristics on velocities
10+

velocity (w/s)
— 1.000000

weak form of characteristics on velocities
10

Figure 3. Bridge piers case with a tracer, showing undershoots of weak
form of characteristics

VI. WEAKFORM IN 3D

3D is a priori simpler than 2D, and the theory can be
readily applied. In the context of the sigma-mesh
transformation of TELEMAC-3D, the computation of the
characteristics pathlines can be done in the transformed
mesh, thus taking into account the relocalization. Then when
the feet of characteristics are known, we can apply the weak
form in the real mesh. With prisms and for second order in
the computation of the integral, 6 points per element are
necessary. Figure 3 shows the results obtained on the bridge
piers test case in 3D. The depth-averaged tracer is plotted.
The initial value of the tracer is 0 and the value of 1 is given
at 3 points of the entrance, without specified unit. Again we
see undershoots, but less than in 2D. The difference with 2D
is not explained, though it may be due to the depth-averaging
process that filters oscillations. For a final “mass” (actually
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integral over the whole domain) of tracer of about 109, the
loss with the strong form is 48.38 or 44%, the loss with the
weak form is 0.308 or 0.28%, a big improvement, the
remaining error of 0.28% being due to the aforementioned
Gauss quadrature. The computer time is 6'54" with the
strong form, 9'34" with the weak form (i.e. an extra cost of
39%, but this is so far without any optimization of the weak
form).

VII. FORWARD CHARACTERISTICS

A proposed alternative to the choice of backward
characteristics is to do forward characteristics. The
interpolation at the foot of the characteristic is then replaced
by a projection. Basically the Gauss points take a mass at

time ¢" and carry it further, on arrival in an element the
mass is shared between the points in the element with respect
to the isoparametric coordinates, and this yields the right-
hand side. The integral is computed exactly, but even with a
full lumping of the mass matrix the monotonicity is not
ensured, because the divergence free character of the
velocity may be altered by the approximated computation of
the characteristics, namely if the characteristics carry too
many or too few Gauss points to an element. We can use this
technique in the context of settling velocity in 3D. The
forward characteristics are well adapted: while an infinite
time step would lead backward characteristics to the free
surface where concentrations are virtually 0, forward
characteristics would go to the bottom and the Gauss points
would release all the mass on the bottom. The loss of
monotonicity may not be a problem, as high concentrations
will trigger a deposition. Actually the problem is in reality 1-
dimensional. The procedure is very simple:

1) take the mass at Gauss points, or even mesh points
(with proper weights).

2) move the masses downward, locating the new position
in a vertical segment.

3) projecting the mass on the two points of the segment,
i.e. sharing the mass between the two points of the vertical
segment. This is new, due to forward characteristics.

4) final division by the volumes around points (integral
of test functions) to get concentrations. Here inverting a
mass-matrix can also be envisaged, but with loss of
monotonicity.

VIII. CONCLUSION

The weak form of the method of characteristics shows
amazingly good results but is plagued a remaining technical
problem of quadrature, which spoils mass conservation, and
by the lack of monotonicity. It can however already be used
for the advection of velocities because in this case mass
conservation and monotonicity are of a lesser importance
while artificial diffusion may be hindering, e.g. to get von
Karman eddies. In a forward mode, the treatment of settling
velocity for suspended sediment is possible without any
drawback. The amazing performances on the rotating cone
test indicate that, for other advection schemes, there is still a
large room for improvement.
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Abstract—The  multi-fold increase in the available
computational resources has led to frequent application of
three-dimensional models in the field of environmental
hydraulics. These models are routinely based on the numerical
solution of three-dimensional Reynolds Average Navier—Stokes
equations with or without hydrostatic pressure assumption
and usually incorporating Boussinesq approximation.
Examples of such commonly available three-dimensional
models are, e.g. Princeton Ocean Model (POM), Delft3D,
Finite = Volume Coastal Ocean Model (FYCOM),
Environmental Fluid Dynamics Code (EFDC), MIKE3D and
TELEMAC-3D. Although based on the same governing
equations, the aforementioned models differ in the numerical
technique employed for the solution of the non-linear
governing equations. As the number of three-dimensional
models increases, there has been an enhanced emphasis on the
verification and validation of three-dimensional models (see
e.g. Wang et al. (2009)). In this research work systematic
application and validation of TELEMAC-3D is carried out for
the famous benchmark case of Delft U-shaped channel flow
(Figure 1). Measured velocity data along the flow direction, at
a number of sections, is freely available at
http://www.ncche.olemiss.edu/publishing/. We conducted a
comparison between measured and modelled data, including a
grid-sensitivity test. Finally, differences between using the
hydrostatic and non-hydrostatic version of TELEMAC-3D are
compared and discussed.

I. INTRODUCTION

Significant increase in the computing capacity of desktop
as well as cluster computers has made the application of
numerical models more and more common. In the field of
environmental hydraulics, one dimensional (1D) models
based on either integral or differential form of St. Venant’s
equations are used frequently. HEC-RAS developed by US
Army Corp of Engineers, Brunner (2010), is an example of
one of the most popular models for conducting
hydrodynamic simulation of rivers.

Although the popularity and usefulness of 1D models
cannot be ignored, it is a well-known fact that they are based
on simplifying assumptions and consequently suffers from
some inherent limitation. 1D models are only able to provide
information in a section-averaged manner without giving any
information about the variation of flow characteristics in
transverse and vertical direction. The next level of accuracy

in the area of physics based numerical models for flow
simulation is obtained by using two dimensional (2D)
models. 2D models are based on depth-averaged form of the
three dimensional Navier-Stokes equations. 2D models
based on different methodologies utilize finite-difference,
finite-volume or finite-element technique for the numerical
solution of the 2D St. Venant’s equations. Some examples
are Alcrudo (2004), Kramer & Stelling (2008) and Hervouet
(2007) among numerous others.

Although 2D models have been successfully applied to
numerous river engineering problems, it is important to
reiterate that depth-averaged models do not provide any
insights in the vertical direction. For example in the case of
curved channels in natural rivers and streams there are
distinctive characteristics that are completely three
dimensional (3D) in nature and cannot be simulated with a
depth-averaged model. In the case of curved channels
surface superelevations are observed and flow near the free
surface is towards the concave banks and near the bed in the
opposite direction. This flow pattern sets up a secondary
current which is again usually not captured by the depth-
averaged model. Secondary currents cause a unique
morphological evolution of the channel cross-section and
have a significant bearing on the bank migration of the
meandering rivers. There has been increased interest in
recent years in numerical simulation of flow through curved
channels. In order to capture the physics of flow in a curved
channel 3D models are needed. These models are based on
the numerical solution of the Navier-Stokes equations again
via finite difference, finite volume or finite element
methodology. 3D numerical models usually are based on
assumption of hydrostatic pressure in the vertical direction.
In this research a finite element based 3D model
TELEMAC-3D is used for flow simulation in the curved
channel. Both a hydrostatic and non-hydrostatic version of
TELEMAC-3D is used for the aforementioned simulation.

This research paper is organized as follows; section 11
describes the experimental setup and model used. In section
III simulation results from both the hydrostatic and non-
hydrostatic version of the model are presented along with the
result from a mesh sensitivity test. Finally the summary and
conclusion are provided in section I'V.
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II.  EXPERIMENTAL SETUP & MODEL USED

Figure 1. Delft U-shaped flume

A. U-shaped Flume

The configuration of the physical model simulated as a
part of this research is shown in Fig.1. This test case is based
on the laboratory experiment of De Vriend (1979). The
conditions for the simulated flow are presented in Table I.
The circular portion of the channel starts at y = 6 m from the
origin, which is located at the left hand bottom corner of the
channel. An inflow discharge of 0.189 m’/s is prescribed at
the entrance (Fig. 1) and a constant water elevation of 0.18 m
is maintained at the other end.

TABLE L BOUNDARY CONDITIONS FOR FLOW IN U-SHAPED

CHANNEL

Bed Dis. Depth | Width | Len. Inner | Outer

1 . .
Ay | | | G|

0.00 0.189 0.18 1.7 25.35 34 5.1

B. Model used

In order to examine the evolving flow structure and
changing water surface elevation in the U-shaped channel,
TELEMAC-3D was used for conducting a series of
numerical simulations. TELEMAC-3D solves the 3D
Navier-Stokes (NS) equations via a fractional step algorithm,
Hervouet (2007). When using TELEMAC-3D, the user is
free to choose the hydrostatic or non-hydrostatic version of
the code. One of the major advantages of the fractional step
algorithm implemented in TELEMAC-3D, is that the most
suitable numerical operator can be used for different terms of
the NS equations. For example the advective term in the NS
equations is resolved using the method of characteristics.
The advected velocity field along with diffusion and various
source terms in the momentum equations is then used for
obtaining further intermediate velocity fields. The third and
the final step consists of resolving water depth from the

vertical integration of continuity equation, using the
intermediate velocity field obtained in the previous step, and
including only the pressure term of the momentum equations
(TELEMAC-Modelling System 2007). The simulation
results presented in this research effort are based on both the
hydrostatic and non-hydrostatic version of TELEMAC-3D
model. Furthermore a grid sensitivity exercise for both
versions of the model is conducted.

III.  SIMULATION RESULTS & MODEL PARAMETERS

12
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11
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Figure 2. Sections for extracting modelled velocity magnitude

As mentioned in Section II the U-shaped channel
simulated here is based on the laboratory experiment of De
Vriend. The comparison between measured and modelled
velocity magnitude is presented at seven cross-sections, S1
to S7, as shown in Fig. 2. Additionally the variation of water
surface elevation along the inner bank, middle of the channel
and the outer bank for the aforementioned cross-sections is
compared with the measured data once the numerical
simulation is converged. The horizontal and vertical
position where the water surface elevation and velocity
magnitude is compared with the measured data is shown in
Fig. 3

Nine
transverse

sections

AZ

Figure 3. Vertical and horizontal points where modelled data is observed

The simulated water surface elevation at the inner bank is
compared with the measured value at point “a” shown in Fig.
3 which lies 0.1 m from the inner bank, at point “b” which is
in the middle of the channel and point “c” which is again 0.1
m from the outer bank. Additionally, along points a, b and ¢
(Fig. 3) velocity magnitude is extracted at 9 distinct vertical
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points. The bottom most point (Az) is at 0.025 m from the
bottom of the channel and succeeding points are evenly
placed at a height of 0.020 m from each other.

The computational mesh for the aforementioned
simulation was constructed with the help of the gridding
software Bluekenue (Bluekenue (2012)). Three different
mesh resolutions were used to examine the impact of
different grid resolutions on simulation results. Mesh
construction started with fifteen nodal points on horizontal
inlet and outlet edges, the number of nodal points on inner
and outer channel boundary was fifty. Mesh refinement was
accomplished by changing the edge length of the triangular
elements in the unstructured mesh. The number of nodes and
elements in three different meshes used for the simulation is
presented in Table II.

TABLE II. MESH RESOLUTION USED FOR THE SIMULATION
Edge No. of | No. of
Length | Nodes | Elemts
Mesh g

I 0.10 1292 | 2280
II 0.15 2267 | 4141
1 0.20 4695 | 9326

In the simulation presented here, the method of
characteristics was used for advection. Turbulence closure in
vertical and horizontal was accomplished by using the k-¢
model. The number of horizontal level used was 21. For the
law of bottom friction, option 5 Nikuradse law with friction
coefficient value set at 0.0008 was used. The time step used
for all the simulations presented here was 0.1 seconds.

A. Comparison between measured and modeled data with
TELEMAC-3D hydrostatic version

As mentioned above, the comparison between measured
and modelled velocity is carried out at three distinct
positions along the transverse direction, (point a, b and ¢ -
Fig. 3) and at nine different vertical points. The usage of
three dimensional models also provides an insight into the
flow structure in the simulated domain.

0.05 0.2 0.35 0.5 085

— z
Umag (m/s) - . Ev\
&l

Figure 4. Velocity vectors in sections at the bend of the channel

To that end, the velocity vectors are plotted at sections
halfway along the channel, as well as at a distance of 2.1 m
more towards the inflow boundary and 2.1 m more towards
the outflow boundary of the domain. As shown in Fig. 4 the
velocity vectors in the section towards the inflow side are
oriented from the inner to the outer bank. As the flow
traverses further, the velocity vectors in the section halfway
along the channel exhibit a circulatory pattern, flow at the
surface is pushed towards the outer bank, whereas at the
bottom flow direction is towards the inner bank. Beyond the
centre of the channel the flow vectors in the section, shown
in Fig. 4, change direction again and are now oriented from
outer to inner bank. As regards to free surface elevation the
modelled and measured data are compared at the inner bank,
centre and the outer bank of the seven sections (Fig. 2).

It can be clearly seen from Fig. 5 and Fig. 6 that
successive refinement of the computational mesh brings the
simulated surface elevation closer to the observed free
surface elevation. The agreement between modelled and
measured free surface elevation is better for the centre of the
channel and it improves further for the outer bank as shown
in Fig. 7. Also worth noting is that the comparison between
measured and simulated data is better for the latter sections
away from the inflow. This might be attributed to the
boundary effect which might be contaminating the solution.
As regards to the velocity the for the sake of brevity the
comparisons are only presented for sections 2, 3 and 4 and in
the centre of the channel.

Although the match between the measured and simulated
velocity magnitude is not exact, the model is able to
reproduce the trends in the variation of velocity magnitude.
The velocity magnitude is less near the bed and increases in
logarithmic fashion as the distance from the bed increases
(Fig. 8, 9 and 10). It should be mentioned that the velocity
magnitude for the purpose of comparison at designated
points from the bottom was extracted and interpolated from
Tecplot with the help of a post-processing subroutine. This
interpolation procedure might contaminate the numerical
solution to some extent. The mesh refinement improved the
results in all the sections (2, 3 and 4) examined and
presented here.
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Figure 5. Comparison between simulated and measured free surface
elevation at the inner bank (IB) for various mesh resolutions
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Figure 6. Comparison between simulated and measured free surface
elevation at the centre (CT) of the channel for various mesh resolutions
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B. Comparison between measured and modeled data with
TELEMAC-3D nonhydrostatic version

As mentioned in section II, the simulation for the same
configuration (U-shaped channel) was also conducted with
the non-hydrostatic version of TELEMAC-3D. The free
surface elevation and velocity magnitude were extracted at
the same points for the purpose of comparison.

Umag (m/s) R z

0.05 0.17 0.29 0.41 0.53 0.65

Figure 11. Simulation with non-hydrostatic version of TELEMAC-3D,
velocity vectors are coloured with magnitude, also depicted is
iso-surface at 0.2 m from the bottom

The simulation conducted with the non-hydrostatic version
also reproduces the same flow physics. As shown in Fig. 11,
the higher velocity is towards the inner bank of the channel,
whereas the higher elevation, also known as super elevation
is observed towards the outer bank. The contour plot of free
surface, plotted at 0.2 m from the bottom of the bed is shown
in Fig. 11. As expected when the flow enters the U-turn the
contour of 0.2 m free surface is concentrated towards the
outer bend, also commonly known as superelevation. As
regards to the comparison of free surface elevation between
the modelled and measured data, once again the model was
able to reproduce the trends in the variation of free surface
elevation. The comparative plot between simulated and
measured free surface elevation at the inner bank (IB), centre
(CT) and outer bank (OB) for the seven sections examined
here (Fig. 2) is presented in Figs. 12, 13 and 14. It is
important to point out that in comparison to the hydrostatic
version (Figs. 5, 6 and 7) results don’t improve significantly.
The match between the modelled and measured data is best
for the outer bank as shown in Fig. 14. The simulated results
almost always improved with mesh refinement and once
again the match between modelled and measured surface
elevation is better for the latter sections away from the
inflow. The same trend was also noticed in simulation
conducted with the hydrostatic version of TELEMAC-3D.

As regards to the velocity comparison, the measured and
modelled data were compared at the centre of the channel
for section 2, 3 and 4. The comparative plots are presented
in Figs. 15, 16 and 17; once again the mesh refinement

11

improves the results. Both the hydrostatic and non-
hydrostatic version of the model were not able to capture
the decrease in the velocity magnitude at the free surface as
observed in the measured data. As in the case of the
hydrostatic version of the model the velocity magnitude
increased in logarithmic fashion away from the channel bed
with minimum velocity near the bed and maximum near the
free surface. All the simulations presented in this research
were conducted with the parallel version of TELEMAC and
used 60 processors. The simulation time for the finest mesh
was as low as 3 minutes and even lesser for the coarser
mesh.
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Figure 12. Comparison between simulated and measured free surface
elevation at the inner bank (IB) for various mesh resolutions with
non-hydrostatic TELEMAC-3D
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Figure 14. Comparison between simulated and measured free surface
elevation at the outer bank (OB) for various mesh resolutions with
non-hydrostatic TELEMAC-3D
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Figure 15. Comparison between simulated and measured velocity
magnitude at the centre (CT) of the channel at section 2 with
non-hydrostatic TELEMAC-3D
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Figure 16. Comparison between simulated and measured velocity
magnitude at the centre (CT) of the channel at section 3 with
non-hydrostatic TELEMAC-3D
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Figure 17. Comparison between simulated and measured velocity
magnitude at the centre (CT) of the channel at section 4 with
non-hydrostatic TELEMAC-3D

IV. SUMMARY & CONCLUSION

Three dimensional hydrostatic and non-hydrostatic
simulations of the flow in a U-shaped channel were
conducted using TELEMAC-3D. Both the free surface
elevation and velocity magnitude were compared against the
measured data. The finest mesh with 4695 nodes and 9326
elements showed the best match with the measured data for
both the hydrostatic and non-hydrostatic version of
TELEMAC-3D. Although the model is able to capture the
qualitative trend of the hydrodynamics simulated, some key
features like reduced velocity at the free surface and the free
surface elevation at the inner bank could be improved further.
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Abstract—Assessing the influence of small geometry changes in
trained rivers is becoming a more and more common task at
the Federal Waterways Engineering and Research Institute
(BAW). In order to validate the impact on water levels and
velocity distribution of such modifications, a flume and a
detailed measuring program in 2D and 3D was set up. The
resulting dataset was applied to validate the numerical models
in use at BAW. In this paper, the results from TELEMAC-3D
6.1 are presented. The study shows that horizontal flow in a
emerged groyne field in a numerical model is mostly
influenced by the advection scheme properties, whereas good
representation of the vertical eddy behind submerged groynes
essentially needs an appropriate turbulence model.

I. INTRODUCTION

German waterways are maintained according to river
training concepts. Within these inter-regional concepts,
presently rather minor modifications in training structures
(e.g. re-emptying of silted groyne fields) become more and
more frequent. These changes aim at either improvement of
navigational and/or ecological conditions. In order to get a
reliable assessment of quality and quantity of the impact of
such small changes, a flume test was set up and a detailed
measuring campaign covered relevant aspects [1]. This
flume dataset was then applied to assess the quality of
prediction of the numerical models in 2D and 3D, which are
in use at BAW as standard modelling tools. A
comprehensive data set resulted from this study. In this paper
we will focus on certain aspects of numerical modelling of
emerged and submerged training structures and on the results
from 3D-modelling with TELEMAC-3D 6.1.

II. THE REFERENCE DATA SET

The flume has an experimental length of 62 m and is 2.5
m wide. The slope is realized by inserting a non-movable
gravel bed at a targeted grade. The following measuring
techniques were wused: magnetic inductive discharge
measuring device to guarantee a reproducible discharge
(MID), ultrasonic measuring devices for perpetual recording
of water levels during experiment, 3D-photogrammetric
camera-systems [2], 3D-particle tracking (PTV) for
extensive measurements of surface flow velocities and water
levels, correlation measurements: extensive measurements of
bottom and training structure topography; magnetic

13

R. Patzwahl

Department of Hydraulic Engineering, Section W2
Federal Waterways Engineering and Research Institute
76187 Karlsruhe, Germany
regina.patzwahl@baw.de

inductive sensor for point measurements (P-EMS [3]) of
flow velocities in two spatial directions (bottom near to
surface near) and acoustic Doppler velocimeter (ADV) for
point measurements of flow velocities in three spatial
directions.

The following variants are investigated so far:

e V00: Flume with graded gravel bed, no training
structures inserted.

e VO0Il: Flume trained at full length with 40
schematized groynes (0.08 m height, 1.20 m long,
placed at 1.50 m distance to each other).

e VO02: Partial variation of trained flume within the
groyne assembly: embankment of 12 m length.

Discharges (water depths respectively) which result in
emerged, slightly submerged and fully submerged groynes
(Tab I) are taken into this investigation.

TABLE L LIST OF MEASURED DISCHARGES AND WATER-DEPTH
Discharge [I/s]
Water depth H [m] Voo Vo1
0.07 42 21 Emerged
0.12 100 56 Slightly submerged
0.16 157.8 92 Fully emerged
III. THE NUMERICAL MODEL BASED ON TELEMAC-3D 6.1

Tab. IT summarizes the key data for the numerical model.
The two-dimensional base grid of TELEMAC-3D was set up
as unstructured triangular grid. In vertical sigma-layering
with a logarithmic distribution was applied.

TABLE IL MODEL DESCRIPTION

Parameter

Number of nodes approx. 54000

Number of elements

approx. 106000

Min. / Max. length of edges 0.05/0.1 m
Min. /Max. height of vertical planes 0.002/ 0.005 m
Time step 0.1s

Number of time steps / Duration 120000/ 33,3 h
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The numerical modelling included the investigation of
several combinations of advection schemes and turbulence
models available in TELEMAC-3D [4]. A combination of
constant horizontal viscosity and Prandtl mixing length PML
approach or a full three-dimensional k-e-model was applied.
For the advection stage characteristics or MURD-scheme are
taken [4].

A. Calibration

In the calibration process measured water levels,
horizontal near-wall velocities and several vertical velocity
profiles were compared to computational results. During this
process an optimal equivalent sand roughness k after
Nikuradse could be found for variant VOO valid for all
discharges. The agreement between measurement and
computational results are quite satisfying and could be
validated with measurements from other variants [1].

A dependency of the roughness parameter on the
turbulence model can be noted. For PML a lower k-value is
needed than for a k-e-model to reach the same water level.
The vertical velocity profile using PML showed good
agreement with the measured profile whereas the vertical
velocity profile from computations with k-e-model showed
too low velocity in the lower half and, in consequence, too
high velocities in the upper half of the vertical profile.
Accordingly, the vertical profile of computed viscosity for
the k-e-model is not parabolic.

Interestingly, the lateral non-dimensional wall-friction
parameter AUBOR [5] also played an important role in the
calibration process due to interdependencies of the wall-
friction with advection scheme and turbulence model.

B. Scaling effects

Systematic reference data sets at real scale are difficult
and very expensive to obtain. Therefore numerical modelling
at laboratory scale is a possibility for validation. In order to
investigate scaling effects, tests with an up-scaled numerical
model (length scaling factor L*50) were performed. The
results from the real-scale model were down-scaled (velocity
scaling factor v/7.071)

Fig. 1 shows the results of the numerical model for flume
-scale (top), for real-scale model (bottom) and the down-
scaled results from the real-scale model (middle). Comparing
the results between directly flume-scale calculated (top) and
down-scaled real-scale (middle) the computations show
minor differences in velocity distribution at the leeside of the
groyne as well as above the groyne crest. Nonetheless, the
small differences in the obtained results legitimate the
approach of numerical modelling at laboratory scale and
formulating conclusions for the real scale.
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Figure 2. Measured (3D-PTV) and computed surface flow velocities in
the main channel and groyne field for different types of advection schemes
and turbulence models. a) Laboratory measurements, b) MURD-scheme
and k-e-model, ¢) characteristics and PML and
d) characteristics and k-e-model

IV. HORIZONTAL FLOW IN EMERGED GROYNE FIELDS —
A PROCESS MOSTLY INFLUENCED BY THE
ADVECTION SCHEME

Knowing the influence of groynes on the water level is
the key importance to river engineering. However, when it
comes to estimating sediment transport into and out from a
groyne field it is also important to get a correct distribution
of flow velocities between main channel and groyne field as
well as in the groyne field itself. For this purpose surface
velocities were measured in the flume for the case of
emerged groynes (H=0.07 m). Fig. 2 shows the measured
data set as well as results from various numerical simulations
in the main channel and the groyne field. The flow is
predominantly horizontal. A well expressed groyne field
eddy rotating on the outer edge at approximately 1/3 of the
speed of the main channel is clearly visible (Fig. 2). A closer
look at groyne field flow can be taken in Fig. 3. The
apparently large differences in surface velocities in the main
channel (Fig. 2¢ and Fig. 2b and d) result from differences in
the computed vertical velocity profiles, as already mentioned
in chapter III A. The k-e-model leads to lower velocities near
the bottom and thus, higher velocities near the surface
compared to the measured vertical distribution.

The advection scheme based on the concept of
characteristics seems to suppress the transport of momentum
into the groyne field (Fig. 2¢) and Fig. 3d). The MURD-
scheme gives better agreement with the measured flow field
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(Fig. 3c) and supplies a good basis for the k-e-turbulence
model (Fig. 3b) to further improve the results.

<0.03
Flow velocity [m/s]

=0.00 <005 <0.07 <0.10

Figure 3. Surface velocities in a groyne field in detail. a): Laboratory
measurements, b) MURD-scheme and k-e-model, c) MURD-scheme and
PML and d) characteristics and PML
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Figure 4. Flow over a groyne presented in a vertical section. a): Laboratory measurements (side looking vectrino), others: TELEMAC-3D 6.1
b) MURD-scheme and k-e-model, ¢) MURD-scheme and PML, d) Characteristics and k-e-model and e) Characteristics and PML
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V. FLOW OVER SUBMERGED GROYNES — A PROCESS
MOSTLY INFLUENCED BY THE TURBULENCE MODEL

Even more challenging than groyne field flow is
modelling the flow field behind submerged groynes. When
the groyne is submerged, a vertical eddy develops right
downstream the groyne. A longitudinal transect of vertical
velocity profiles, crossing a groyne were measured
(H=0.16 m). It shows a vertical recirculation zone lee side of
the groyne, which extends almost to the mid of the groyne
field (Fig. 4). Above the groyne the dataset shows higher
velocities closer to the crest than to the surface and the
highest velocities were measured directly downstream the
groyne ridge near the surface. First of all, non-hydrostatic
computations are necessary in order to not only get the right
change in water-levels but also in order to allow the vertical
recirculation as a low pressure field has to develop right
behind the groyne as trigger to it.

The computations using the k-e-model (both
characteristics and MURD scheme) show the recirculation
zone at a shorter extension into the groyne field and flow
velocities are slightly too low. Besides, no inversion of
velocity distribution over the groyne ridge can be found.
Using the characteristics scheme, the velocity distribution
above and lee side of the groyne does not fit the measured
pattern very well: highest velocities are found above the
groyne and not directly downstream. With the MURD
scheme the results are more satisfying. Apparently, the
highest velocities were computed right downstream the
groyne. The velocity distribution above the groyne crest
observed in the experiments can also be found. On the other
hand, the MURD scheme underestimates the velocities at the
upstream foot of the groyne probably leading to too low
velocities on top of the groyne.
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The advection scheme has a dominant influence on the
horizontal flow pattern developing in emerged groyne fields.
A two-equation turbulence model like a k-e-model can
improve the representation of the shear zone and turbulent
energy transport. In the submerged case, the numerical
simulation of the wvertical recirculation zone is mainly
governed by the turbulence model. Again k-e-model can be
an adequate tool for modelling this situation. The advection
scheme can lead to further improved reproduction of the
overall measured flow field. The combination of MURD-
scheme and k-e-model gave agreeable results for both
submerged and emerged groynes. It seems to be an adequate
choice for 3D-modelling of groyne field flows with
TELEMAC-3D 6.1.

CONCLUSIONS
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Abstract—Variational assimilation of in-situ data for the
description of the salinity field in the Berre lagoon is explored.
The Berre lagoon is a receptacle of 1000 Mm® where salty
water from the Mediterranean Sea meets fresh water
discharged by the hydroelectric plant at Saint-Chamas and by
natural tributaries. Its dynamics are represented by a 3D
hydraulic model that simulates the mean tracer and current
fields. This simulation should be further improved to allow for
the optimization of the operation of the hydroelectric
production while preserving the lagoon ecosystem. A 3D-Var
FGAT data assimilation algorithm is used to correct the initial
salinity state over a 1-hour time window assimilating
observations at three fixed buoys each equipped with 5 XBT
sensors in the vertical every 15 minutes. The minimization is
performed in a space spanned by vectors of the size of the
observation vector in order to reduce both memory usage and
computational cost. The background error covariance matrix
for salinity is modelled using a diffusion operator. The
sequential correction of the salinity state improves the
representation of the strongly stratified salinity field over the
assimilation window as well as in the short-term forecast. The
sensitivity of the assimilation to the background error
horizontal and vertical length scale was investigated in single
observation experiments as well as in a real case study.

I. INTRODUCTION

The Berre lagoon is a receptacle of 1000 Mm® where
salty water from the Mediterranean Sea, through the Canal
de Caronte, meets fresh water discharged by the
hydroelectric plant at Saint-Chamas and by natural
tributaries (Arc and Touloubre rivers). The Laboratoire
National d'Hydraulique et d'Environnement (LNHE) aims at
optimizing the operation of the hydroelectric production
while preserving the lagoon ecosystem. To achieve this
objective, improving the quality of the simulation and more
specifically the description of the salinity state is essential.
The hydrodynamics of the lagoon is modelled with a 3D
resolution of the shallow water equations using the
TELEMAC-3D (T3D) software developed by Electricité De
France (EDF R&D) coupled with the water quality model
DELWAQ developed by DELTARES. The proper
representation of the stratified salinity and temperature fields
as well as the 3D currents was identified as a valuable
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research objective with direct applications for both electricity
production and ecological matters. These fields drive the
time of residency for the water masses in the lagoon and thus
the phytoplantonic bloom. Indeed, the haline stratification is
intensified by the inflow of the salty waters from the
Mediterranean Sea and of the fresh waters from the
hydroelectric power plant. The deep waters are thus anoxied
and the nutriments are trapped in the deep waters of the
lagoon. When the wind blows, mixing occurs, the entire
water column is oxygenized and the nutriments are
consumed by the phytoplancton. Three fixed buoys in the
lagoon and one in the Canal de Caronte are equipped with
five XBT (eXpendable BathyThermograph) sensors along
the vertical that measure the temperature and salinity every
15 minutes. These data are gathered by the GIPREB
(Groupement d'Intérét Public pour la Reéhabilitation de
I'¢tang de Berre) and allow, since 2005, the European
Comission to ensure that France is applying the decree
issued in 1987 to protect the Mediterranean waters against
pollution.

Preliminary studies on the calibrated 11 vertical plan
T3D model [1] were carried out to quantify the difference
between a reference simulation and the observations on a test
period. Most uncertainty comes from the maritime, fluvial
and meteorological boundary conditions. More specifically
the fresh water input from the Touloubre and the Arc
influents is under-estimated, some fresh water inputs from
minor influents are neglected and the evapotranspiration is
over-estimated. The temporal variability of these errors in
fresh water inputs was partly corrected by adding an artificial
input at Caronte ranging from 3.5 to 15 m’s”. With this
correction, the lagoon mean salinity drift was reduced by
30% over September-December 2006. Still, the temporal
intra- and inter-annual variability of this artificial correction
is difficult to estimate and the hydraulics state simulated by
the model remains imperfect: the currents tend to be under-
estimated and the difference between the simulated salinity
and the observations can reach up to several g/l. These
uncertainties could be corrected with a data assimilation
(DA) algorithm.

Significant advances have been made in recent years in
hydraulic DA for water level and discharge prediction [2], as
well as for parameter estimation [3], using in-situ as well as
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remote sensing data [4]. Recent studies have showed the
benefits that hydrology and hydraulics can draw from the
progress of DA approaches using either variational methods
[5], particle filtering [6], Extended Kalman Filter [7],
Ensemble Kalman filter for state updating [8], or for dual
state-parameter estimation [9]. Some studies are formulated
in an operational setting and demonstrate the performance
gained from DA for operational flood and inondation
forecasting [10,11,12]. DA offers a convenient framework
for integrating observations into a numerical model in order
to provide optimal estimates of poorly known parameters
and simulated model states and thus, to improve predictions.
The key idea is that, when used alone, neither measurements
nor numerical models can provide a reliable and complete
description of the real state of the physical system. While the
merits of DA have been largely demonstrated in the global
and coastal ocean fields [13,14] they are yet to be fully taken
advantage of in lakes and lagoon hydrodynamical modelling
systems.

In this paper, a collaborative work between LNHE and
CERFACS (Centre Européen de Recherche et de Formation
Avancée en Calcul Scientifique) is described to develop a
DA algorithm for T3D that exploits the continuous in-situ
salinity measurements at three locations in the Berre lagoon.
Similarly to the meteorological and oceanographic
approaches [15], the observations are used sequentially to
update the hydrodynamic state. More specifically, a 3D-Var
FGAT algorithm presented in Section 2, is used to correct
the salinity state at the beginning of an assimilation window
(or cycle) over which several observations are available. This
incremental variational assimilation algorithm relies on the
hypothesis that corrections to the model state are
approximately constant over a chosen time window.
Sensitivity experiments show that in order to cope with this
constraint, the analysis time window should be at most 3h.
With the current T3D Berre model, as the number of
observations over an assimilation window is significantly
smaller than the size of the model state vector (less than 100
observations compared to approximately 70000 cells), the
minimization is performed in a space spanned by vectors of
the size of the observation vector. This allows us to reduce
significantly both memory usage and computational cost
[16]. The background error covariance matrix for salinity is
modelled using a diffusion operator [17]. Preliminary results
from the 3D-Var FGAT system are presented in Section 3.
The sequential correction of the salinity state improves the
representation of the strongly stratified salinity field over the
assimilation window as well as in the short-term forecast.
The sensitivity to the horizontal and vertical length scale was
investigated in single observation experiments as well as in a
real case study.

II.  VARIATIONAL DATA ASSIMILATION ALGORITHM

3D-Var FGAT (3D variational method with First Guess
at Appropriate Time) can be derived as a simplification of
4D-Var in which the temporal dependence of the analysis is
neglected. The 4D-Var algorithm formulates the difference
between the numerical model outputs and the observations
over the assimilation window [ty,tt] as a function of the
initial state of the system x=x(t;), called the control vector
(n-dimensional). This cost function is regularized by a
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background term that penalizes the distance to the
background state x° which is the model estimate of this
initial condition (prior to the assimilation). The statistics of
its errors are described by the background error covariance
matrix B. The observation vector y° is a vector of size N that
gathers the observations available in space and time over the
assimilation window. The statistics of its errors are described
by the observations error covariance matrix R (assumed to
be diagonal in the following). The inverse of the background
and observation covariance error matrices define the
weighting matrices of the quadratic terms in the cost
function

J(x)=%(x—x")’B'(x—x")+§(6(x)—y")’lv(6(x)—y"). M

In order to compute the model equivalent of the
observation vector, the initial state x is propagated over the
assimilation window by the dynamical model My,r, then
mapped to the observation space using the observation
operator H. The composition of H and My is the
generalized observation operator denoted by G; it is non
linear as the dynamical model is non linear with respect to
the control vector. The initial state that minimizes the cost
function is called the analysis x”. It can be integrated forward
in time to produce a forecast beyond the assimilation time
window.

The minimization of the non-quadratic cost function J is
usually achieved as a sequence of minimizations of
approximated quadratic functions where a local linearization
of the generalized observation operator is used. This is the
incremental formulation that aims at identifying a correction
8x to the background state such that x* = x* + 8x* The
generalized observation operator is linearized around a
reference state, usually chosen as the background, that
requires the formulation of the tangent-linear My r and H of
the nonlinear model M,r and of the observation operator H
with respect to x so that

GX)=HM,,;. )
The incremental cost function J;,. reads:
T,(6%)= %é‘xTB‘é‘x+%(65x—d)TIT‘(Gax—d) (3)

where d is the innovation vector that denotes the
difference between the observation vector and the
background trajectory integrated from the background state
with Myr. The 3D-Var FGAT algorithm lies on the
hypothesis that the tangent-linear M, can be approximated
by the identity matrix, meaning that the dynamics of a
perturbation to the state vector is represented by a
persistence model. The first reason for choosing this
approach is that, as of today, the tangent-linear model of
T3D with respect to the initial state is not yet available. The
second reason is that the cost of the 3D-Var FGAT is much
smaller than that of the 4D-Var while still providing
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satisfying results (for instance in the fields of meteo and
ocean) when the B is properly described.

The exact solution of (3) is obtained by setting the
gradient of J;,. to zero, which yields [18]

&X=(B'+G'R'G)'G'R'd “)

Since the matrices in (4) are large and only available in
operator form (i.e., as a matrix-vector product), an
approximate solution is usually found by iteratively solving a
linear system. The minimization of J;,. can either be solved
in the primal space spanned by vectors of the size of the
model control vector, or, using the Sherman-Morrison-
Woodbury formula [19], in the dual space spanned by
vectors of the size of the observation vector. The dual
approach is advantageous in the present study since the size
of observation space is significantly smaller than the size of
the control vector. The analysis in the dual formulation reads

&*=BG'(GBG' +R)'d (5)
which is solved iteratively with a conjugate gradient
method applied to the N*N linear system

(GBG'+R)A=d and sx-BG'A (7

This linear system can be preconditioned by R in order
to accelerate the convergence. The algorithm is known as
PSAS [20]. A prohibitively large number of iterations may
be required to obtain an acceptable solution with PSAS. [21]
proposed an alternative way to solve this problem while
ensuring that during the minimization process the current
iterate is the same as the one found when minimizing in the
primal space with a conjugate gradient algorithm
preconditioned by B. The details and the implementation of
this algorithm called RBCG are given in [16].

The B operator is described by the integral equation

Bs@)= | Bz z)o(z)de ®)

with z=(z,, z,, 7;) representing the spatial directions and
B(z.z) the covariance function for any variable &(z). The
modelling of the covariances is usually separated into two
operators: one for the variance and one for the correlations.
The correlation operator is modelled using an implicitly
formulated 3D diffusion equation. This method and its
implementation with an implicit scheme are presented in
[22]. In the present framework, the correlation functions are
described applying the diffusion operator with different
diffusion coefficents in the vertical and horizontal directions
that relate to the vertical and horizontal correlation length
scales. Ad-hoc estimates (isotropic and homogeneous) for
these length-scales are used here but objective estimates
should be further investigated with an ensemble approach.
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III. RESULTS

A. Single observation validation experiment

In order to validate the 3D-Var FGAT algorithm, a single
observation is assimilated at the closest grid point to SAI
(point A), at -5m deep for January 1% 2008 with a diagonal B
matrix. Here, the DA procedure comes down to computing a
weighted average where the background and observation
weights are given by the background and observation error
variances. When these are both arbitrarily set to 0.25 psu’,
and given that the observed salinity is equal to 26.434100
psu while the simulated salinity is 26.6386 psu, the analysis
increment given by the RBCG (Restricted B-preconditioned
Conjugate Gradient) minimization is dx =-0.1022501 psu,
which is, as expected half of the BmO (Background Minus
Observation computed for salinity) value. It should be noted
that the RBCG converges in one single iteration and it was
also verified that when the variances are modified, the
analysis changes accordingly: it remains close to the
background when the observation error variance increases
and gets closer to the observation when the background error
variance increases.

When the B matrix is not diagonal, the difference
between the simulated and observed salinity at the
observation points translates into a correction at the
neighbouring points. The horizontal and vertical spatial
repartition of the information is prescribed by the
background error correlation functions; more specifically by
the horizontal and vertical correlation length-scales L, and
L,. Fig. 1 presents the horizontal correlation function for
point A when L;=600m. It should be noted that the 0.5
isocontour plotted in white describes a circle of radius equal
approximately to 600m, centered in A. It should also be
noted that the maximum correlation in A is not exactly equal
to 1 (as it should be in theory) because of a normalization
procedure within the diffusion operator method that is
beyond the scope of this paper.

Figure 1: Correlation function (dimensionless) prescribed for point A
with L,=600m over the Berre Lagoon area where SA1 is located.

Similarly, the vertical repartition of the increment relates
to L, that prescribes the shape of the vertical correlation
function. The increment is presented in Fig. 2 when
L,=0.5m.
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that the minimization for each cycle now converges in a

* small number of iterations, the cost function Jinc (3) is
0005 reduced and its gradient is brought to zero.
-001
SONDE SA1 Niv-1.0 m.
0015 ZEG :-
2 6? 5
002 2 G -
b [
003 ' 0 10800 21600 32400 43200 54000 64800 75600 86400
~— INCREMENT ON SAL .
SONDE SA1 Niv -4.0 m.
-0035 p .
0 2 4 6 5 2 E—
2 ]
. e . . . 2 FreeRun ]
Figure 2: Salinity increment (in psu, on the y-axis) for the single Al b 3
observation experiment, plotted at point A along the vertical zs.g L - - —_— - - - .
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XBT sensors positions, as a function of time over 24 h, at a-
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red, the T3D Free Run (no assimilation) is plotted in black, ;Eg T T T T o
the background (for the current cycle) is plotted is green and P S— e
the analysis is plotted in blue. First, it should be noted that at §§§ . e i
Sm deep (where the observations are assimilated), the "0 10800 21600 32400 43200 54000 64800 75600 85400
salinity is significantly improved and brought closer to the SONDE SAT Niv 4.0 m.
observations (the background and observation errors o
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variances are set to 4 psu’). The difference between the i -‘Encg .
. . . . { reeRun 4
analysis and the observation is systematically reduced at the : ]
beginning of the assimilation window when the correction is O T om0 21600 32400 43200 a000 64500 75600 88400

applied, then the model is integrated over 1 hour and
deviates from the observations. The analysis salinity value at
the end of the assimilation window is the background initial
salinity state for the following cycle. The 1-hour integration
of the background state can thus be considered as a 1-hour
prevision following the 1-hour assimilation window. It
should then be noted that the 3D-Var FGAT algorithm
improves the salinity over the assimilation period as well as
over a forecast period of 1 hour.

When Lv=0.5m (Fig. 3a-), the assimilation of the
observations at Sm deep has no impact on the rest of the
water column at SA1 where no observations are assimilated.
On the contrary, when Lv=2 m (Fig. 3b-), the salinity is
corrected over the entire water column. Whether this
correction improves or not the salinity depends on the
coherence between the spatial correlation of the errors in the
simulated salinity field and the correlation function
prescribed in B. It also depends on the dynamics of the
increment injected at the initial time, this issue will be
addressed in the next subsection. Finally, it should be noted
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B. Real-case study: Assimilation of all SA1 observations

Fig. 4a- displays the results of the assimilation of all the
observations at SA1 for the 5 vertical levels, over 24 hours
with a 1-hour assimilation window when L,=200m and
L,=0.5 m. At each level, the salinity is brought closer to the
observations over the assimilation and the forecast period.
Still, it should be noted that the effect of the increment
applied at the beginning of the cycle can lead to an over-
correction as observed at 1m deep for t in [54000 s, 72000 s]
where the forecast (the background plotted in green) exceeds
the Free Run so that the distance to the observation is
increased by the DA procedure. This might be due to the too
simple description of L, that is here constant along the
vertical and too large close to the surface as the salinity
errors in the mixed layer (down to 3 or 4 m deep) are weakly
correlated with the salinity errors in sub-surface where the
stratification is strong. Under the mixed layer, as the salinity
errors are strongly correlated, the correction from the
assimilation at one level has a positive impact on the other
levels. In order to account for the spatial variability of the
salinity errors in the DA process, on-going developments
aim at allowing for an inhomogeneous description of the
correlation length scales. Preliminary tests showed that the
spurious correction at 1m is significantly reduced when
L,=0.25m, but on the other hand, the improvement for
deeper level is slightly reduced as illustrated in Fig. 4b-.

The 3D-Var FGAT salinity increment for the first
assimilation cycle at 1 m deep is shown in Fig. 5a- for
Lh=600 m and Lv=0.25m and the resulting corrected
salinity field at the t=0 s is shown in b-. The pink triangle
represents the T3D grid element that contains the
observation point SA1. As expected, the spatial repartition of
the correction is prescribed by the correlation length scale,
still the evolution of this increment when the model is
integrated from the corrected initial condition should be
further investigated as spurious changes to other variables as
the pressure, temperature and current could occur thus
leading to over corrections. A common way to limit these
effects is to spread the correction over the assimilation
window instead of applying it, at once, at the initial time for
the cycle. This procedure, called IAU Incremental Analysis
Updates), was implemented with a basic division of the
correction in equal increments applied at each time step over
the 1-hour assimilation window. It allows to significantly
reduce the over-correction at 1m deep (not shown here) and
the shape of the repartition function should be further
investigated.
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Figure 4: Salinity (in psu) at the 5 observation points at SA1 along the
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cycles of 1 hour. All observations at SA1 are assimilated.
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CONCLUSION

A 3D-Var FGAT algorithm was implemented in the dual

space in order to improve the salinity field description
assimilating in-situ salinity observations with a T3D model
for the Berre lagoon. The analysis is achieved over a 1-hour
window and is applied sequentially every hour. It was shown
that the corrected field is closer to the observations over the
assimilation and 1-hour forecast periods at the assimilation
points. The horizontal and vertical spread of the correction
around the observation point depends on the correlation
length-scales prescribed in the background error covariance
matrix modelled using an implicit 3D diffusion operator. The
impact of the vertical length scale was studied and it was
shown that in order to avoid spurious correction between the
vertical assimilation locations, the correlation length scale
should be depth-dependent. This could be achieved using an
ensemble-based estimate of the correlation length-scales,
eventually with a temporal variability. In further work, the
evolution of the salinity increment over time should also be
investigated in order to verify that the balance between the
other state variables (temperature, currents) is preserved.
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Abstract—The TELEMAC-SUITE  with Algorithmic
Differentiation (TELEMAC-AD) calculates the impact of a
high number of spatially distributed parameters on flow
conditions. This technique is a revolutionary step forward in
open channel flow simulations, as it solves previously
unsolvable or computationally very expensive problems.
Classic simulation methods return the combined impact of
many parameters, whereas the adjoint version of TELEMAC-
2D returns the individual influence of every single parameter
in one run. A wide range of new applications is now possible
with the TELEMAC-SUITE: Automatic optimization and
calibration of flow relevant shapes, data assimilation, high
resolution sensitivity analysis or inverse modelling.

1. INTRODUCTION

This article describes a new method for open channel
flow software which solves inverse flow problems. Instead
of traditional forward questions like

,.Put water in here, how will it be
distributed within our project area?*

we solve inverse questions of the type

,»We want specific flow conditions here,
where and how do we have to modify our
project area?".

Input: Q

Input
V(i) & W.1

J. Riehme, U. Naumann

STCE at RWTH Aachen University
Aachen, Germany
riehme(@stce.rwth-aachen.de,
naumann(@stce.rwth-aachen.de

See Fig. 1 for a simple example comparison.

e Left: The traditional forward projects few input
parameters have influence on many target parameters.

e Middle: The inverse problematic projects many input
parameters have influence on a few target parameters.

Many input parameters means, specific values in many
geometric points (e.g. bed roughness, bathymetry), or global
parameters (e.g. discharge). Each has an individual
influence. We want to quantify for all parameters their
relevance for the resulting discharge Q. The relevance is
described by the gradient of the output Q with respect to the
inputs, which is the vector of partial derivatives 6 Q / 0
input(i).

If the hydraulic problem is based on a large number of
influence factors, then the adjoint model of the TELEMAC-
SUITE (TELEMAC-AD) is the most efficient solver: The
complete gradient can be computed by one run of the adjoint
model. TELEMAC-AD was generated semi-automatically
by the differentiation-enabled NAG FORTRAN compiler, a
joint development of the institute STCE at RWTH Aachen
University, Germany, NAG, UK, and the University of
Hertfordshire, UK.

After a short introduction (Chapter 1) two examples
illustrate the potential of TELEMAC-AD (Chapter 2). A
basic introduction of the AD concept follows in (Chapter 3).
More detailed Information can be found in [1] and [2].

AD Result
Adjoint

av (i)

2

oQ Result: Q

Figure 1. Left: common forward problem: Few Parameters influence many, dependency easy to calculate. Middle: inverse problem. Few parameters depend
on many, sometimes millions of geometry points. Both, physical and numerical models overlay the single dependencies on the results. Right: The adjoint
method solves until now unsolvable inverse problems by interpreting the forward problem backward.
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A. A wide field of new applications

This new method opens a door to a new range of
hydraulic models. Typically applications are the impact
quantification for any point of a TELEMAC-2D -3D or
SISYPHE model.

Any point 7 (and its connected parameters velocity V,
water level W.L., manning's n ...)

o influences the flow conditions at a power plant intake
and the maximum energy level which results in more or
less electrical energy.

e influences robustness and sensitivity of hydraulic
relevant structures and hydraulic driven processes of all
kinds (like dams, bridges, flood protection measures,
morphological aspects, a.0.) [3].

In combination with gradient based optimization methods
the adjoint technology can be used for

o automatic calibration of thousands of roughness values at
the same time, e.g. to fit water levels to measured values
(until today an unsolved every day problem).

o semiautomatic modification of single point coordinates
to modify flow conditions according to a target function.
Airfoils and drag coefficients of cars have already been
optimized with AD in mechanical engineering (shape
optimization).

B. Using the classic forward calculation

The influence of boundary & initial conditions like W.L.
and V(i), i=1...N, on a target parameter like Q for questions
as in Fig. 1 (middle) is described with the gradient (left part
of formula 1):

o= 0 0 a0 " [a0 a0 40
V() VN OW.L.| | AV(1)"T AV(N) AW L.

T (1)

Until today the differential analysis is the common way
to analyze and optimize the flow field or morphology (right
part of formula 1). Every element of the gradient
approximation has to be computed separately with slightly
different input parameters. For millions of points millions of
calculations are necessary or the points have to be grouped,
what will bias the results.

Since the early days of physical flow models the real
target is to minimize the difference between a real and a
desired flow field (maximum erosion, water levels, velocity
field etc.). The main question in many cases is that one few
parameter (the difference) depends on many.

This can be any mathematically relevant variable, but
especially for open channel flow it is the spatial distribution
of parameters in big FE meshes. But an analysis for millions
of points (each one is a bathymetric feature) is too expensive
normally.
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C. Backward interpretation with adjoint models

The adjoint model of TELEMAC-AD computes the
entire gradient from formula 1 in only 1 forward run and its
following backward interpretation.

In the adjoint mode, TELEMAC-AD records every
relevant instruction during a forward evaluation in the so
called “tape”. At the end of the forward run all target values
and the process flow is stored in the tape. The backward
interpretation propagates the adjoints (derivatives) from the
target parameters (at the end of the tape) to the input
parameters (at the beginning of the tape). During this process
every single instruction is interpreted by its adjoint version.
The adjoints obtained for the input parameters can now be
used as dependency information, for robustness or sensitivity
analyses or in a next step for gradient based optimization
methods.

II.  EXAMPLES

Two examples with TELEMAC and SISYPHE illustrate
the potential of the AD technology. Both are based on the
open source version of TELEMAC v6p?2.

e A morphodynamic 2D SISYPHE flume model with
92 roughness zones is automatically calibrated.

e A hydraulic 2D TELEMAC river model is
examined to quantify the influence of 95000
spatially distributed parameters on the shear stress
in 1 specific point.

Further example cases can be found at and

www.uwe-merkel.com/TELEMAC-ad.

(3]

Velocity [m/s] AT
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04 0.49383 )
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Figure 2. Setup of the flume: LxWxH: 16m x 1,1m x 0,6m; dune height:
0,1m; runtime: 14400 s
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Therefore the adjoint version of SISYPHE calculates the
evolution E(i) values after 14400 s as usual, and the cost
functional J in addition. Backward interpretation calculates
the gradient from (4) describing the dependency of J on £s;.

Fig. 3 shows the 92 elements of the gradient as arrows
along the 891 mesh points. The arrows show direction and
magnitude of the dependency and must not be
misunderstood as flow vectors.

In the next step this information is used to fit the
calculation results to the observation results:

The observation result in this case is a SISYPHE
simulation itself, whose final evolution is set as the ideal
Figure 3. Arrows show direction and magnitude for the influence of a case. This is called a twin experiment, which allows
mesh points roughness zone on the cost function (sum of quadratic errors). evaluating the behavior of the optimization algorithm
without the influence of measurement uncertainties or design
wishes that might turn out as utopia. The twin experiment
As introduction example serves a simple lab flume. suits best for validating SISYPHE-AD and the optimization
Adjoints are calculated with the SISYPHE-AD version, and algorithm.
they are used to perform a simple Least Square Root (LSQR)

A. Automatic calibration of 92 morphological parameters

optimization. 92 zones have been defined as relevant to the 1.008+07
rqsulting e'tvolutio'n. Fig. '2 shows the setup, a straight flume 1,00E+05
with moving sediments in a dune shape. 92 local zones are
defined for the roughness ks, j=I.....92, which itself is a 1,00E+03
combination of the boundary roughness and the grain
roughness. The calculated morphological evolution 1,00E+01
E; = Ei(ks),i=1,..,891 has to be optimized to match the 1 00E-01
observation values in all mesh points i. E

A LSQR problem is formulated by introducing a cost § 100803
functional J: § 1,00E-05 |

fa=
891 % 1,00E-07
— _ 2

J= ; (EOBSI EIST,i) 1,00E-09

= @

1,00E-11 |

The adjoint model computed the gradient of J with 1,00E-13

respect to all roughness coefficients ksj, j=1,...,92:
1,00E-15 ‘
0 50 100 150 200
o o) T # Iterations [-]
V,J= 3
oks ] Oks 92 Figure 4. The adjoint based optimization of the roughness parameters,

based on the grain diameter, converges until the cost function drops below
J <10-14 (Roughness: Strickler; Algorithm: BFGS).

IR [ [ [ CEREECT LT
20 30 40 50

Figure 5. Development of the cost function during the optimization (Initial state, 10 steps, 158 steps): Grey shaded; optimization target. The color indicates
the development of the roughness which respects grain size and boundary influence.
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The target function J is reduced in each iteration step,
which means that for each step a full SISYPHE-AD run is
executed and its resulting gradient is used in a wrapping
minimization program. This mantle program calls CG,
BFGS or SLSQP algorithms, which are part of the
MINPACK optimization library [10]. The optimization
terminates if the cost function goes below a threshold or
doesn't converge. The master thesis of Monika Schifer
focuses on the performance of these algorithms [4].

Fig. 4 shows the progress of the optimization, Fig. 5 the
development of bathymetry and roughness during the
optimization process. The observation bathymetry
(transparent gray) is converging very fast, while the
roughness (grain size roughness) is developing slower. But
after 158 full calculations of SISYPHE-AD the cost function
J is below the terminating threshold 10-14.

B. Dependency of shear stress in a groyne head scour

221 Donau is a public validation example for
TELEMAC-2D and it is available at
OPENTELEMAC.ORG. It is used here to analyze how the
surrounding bathymetry and the neighborhoods roughness
distribution influence flow conditions in a certain point of a
real river. The shear stress t (taken from 12 points in the
middle of the groyne head scour, see marker in Fig. 6 is the
target of this analysis.

Bathymetry [m]
388

316

Figure 6. Perspective view of the 221 _Donau model, with a dominant
groyne and its head scour. Right: Geometry defined with approx. 47500
mesh points. Left: Scalar velocities.

In difference to the first example this real world example
has highly complex multidimensional flow conditions with
islands, groynes, tidal flats, and many other flow interacting
features. The spatial interaction is broken down to local
values for every point with TELEMAC-2D-AD, here with
focus on the roughness and elevation values of the 47500
points in the 2D mesh. The dependency is individually
quantified in total for 95000 parameters. This example is
chosen to proof the usability for practical purposes.

1) Classic solution with finite differences (FD):

Solving per point independent dependency analysis
requires a base calculation and 95000 full TELEMAC-2D
calculations with a slight modification of one input
parameter. Only this will proof spatial independent input-
output dependencies.
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See formula 4 and 5:

ot t(z(i)+h)—1(z(i)
52(1)~ (z(i)+h)—z(i)
ot t(ks(i)+h)—1(ks (1))
Sks(i)  (ks(i)+h)—ks(i)

(4)

)

One calculation runs 5min on a up to date desktop
computer, this means 330 days for all calculations or a very
expensive outsourcing on a bigger cluster.

And the result is only valid for:

e one parameter set (discharge,
roughness, turbulence setting ...)

bathymetry,

e the simulated time span

e very limited extrapolation, due to the nonlinearity
in many sub models (see Fig. 8!).

Practical projects usually observe many variants,
optimization projects even more, which leads to very
expensive computational costs, making this technology
economically unusable for most small and medium size
projects.

2) Adjoint solution (AD):

TELEMAC-AD calculates the full forward run and
backward interpretation in 678 min on the same desktop
computer, and returns all 95000 adjoints for the shear stress
7. The gain of computational speed equals the usage of an
approx. 1000-core cluster when using the classic FD method.
Some results are displayed in Fig. 7. At the time of writing
TELEMAC-2D-AD is still not parallelized, and not
optimized for speed, which means that a further speedup is
expected after completion of these ongoing developments.

3) Interpretation of the resulting adjoints:

Adjoints computed by TELEMAC-2D-AD describe the
change of the output 7 as a linear relation of its specific
input. Therefore extrapolations for other input parameter sets
can only be done with great care.

The dependency of the bathymetry on 7 at the simulated
flow conditions is dominated by the obvious separation of
the 2 arms around the upstream island. If the southern arm,
which has low flow, is lifted, then more water is pushed to
the main channel (1). The same happens if the surrounding
of the groyne and the opposite site (2) of the cross section
are elevated. A kind of funnel effect increases the shear
stress. Decreasing the scour itself increases the shear stress
as well (3).

The perspective view from downstream (4) reveals that
some other groynes have a high impact, as they influence
with their back draft the water level in the examined area.
The lower groynes, which are smaller and shaded by the
bigger ones therefore don't influence the examination zone
anymore. Again the reader shall be warned that only a
change of few decimeters in any topographic feature might
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change the result totally. The general noise in the adjoints
origins from bumps and holes in the bathymetry. Following
the direction of the adjoints will smoothen the main channel
and therefore accelerate flow and increase the shear stress.

On the contrary for bed roughness a clear tendency is
visible: the smoother the bed along the main channel, the
higher the shear stress at the groyne head scour. If the
roughness gets higher on the opposite shore (5), more water
is pressed to the scour. Classic methods (numerical and
physical) would have given a rough idea about this
dependency, but for the first time a hydraulic model can
exactly define the spatial limits of the relevant area. The
scour itself has a different tendency (6): Increasing the
roughness in the target point obviously increases the local
shear stress.

III.  ALGORITHMIC DIFFERENTIATION

Algorithmic differentiation (AD) is a mathematical
method that extends existing computer programs in a way
that for a priori chosen results their dependency to a priori
chosen input variables is additionally calculated. AD tools
work on the original source code, and not as a new
implementation of the mathematic model. Differentiated
models obtained by AD compute derivatives in machine
precision for a given input parameter set.

Since some time aerospace, mechanical engineering and
meteorology are working successfully with adjoint models.
They use AD for wuncertainty quantification, data
assimilation, optimization strategies and inverse problems.
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Inverse problems in hydraulic engineering are for example
the quantification of boundary and initial conditions for
given results.

The principles of AD are based on the fact, that every
calculation is finally a combination of basic operations (+, -,
*, /, exp, sin,...) with well known differentiation rules. All
more complex formulas are a sequence of these; derivatives
of basic operations are combined by the chain rule to
derivatives of sequences.

Two basic techniques are used for first order derivatives:

e Tangent linear models (forward models) work the
same direction as finite difference (FD)
approximations of derivatives, but at machine
precision. Fig. 8 shows this advantage against FD,
which has to use 2 calculation results for each
derivative.

e Adjoint models (inverse interpretation of the
forward model) propagate the adjoint (derivative)
from the final results back to initial and boundary
conditions. For the backward interpretation the full
path of the forward calculation has to be recorded.
If the forward model has just a single target
parameter value, the vector of derivatives (the
gradient) can be calculated in only one backward
interpretation.

Figure 7. Result of a single TELEMAC-2D-AD calculation. Top: Dependency of the shear stress in the scour (marked) to neighbouring geometry information.
Bottom: Influence of the roughness on the shear stress [values per m?]. Values are only valid for the current flow conditions and setup!
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Second or higher order derivatives can be calculated by
combining the basic techniques. Higher order derivatives
might speed up optimization processes significantly. For
further information see [5].

The AD-enabled NAG Fortran Compiler [7], developed
at the Institute”Software and Tools for Computational
Engineering” (STCE, University RWTH Aachen) is a
commercial extension of the NAG FORTRAN compiler
(Numerical Algorithm Group, Oxford, UK). It uses a hybrid
technique of source code transformation and an efficient
overloading based run time library. [6] discusses this
methods in detail. The hybrid approach allows an efficient
differentiation of large projects like the TELEMAC-SUITE.

For practical usage the recording of all iterations and all
operations within these iterations is a memory consumption
problem. For the 221 Donau example 10TB of RAM would
be necessary. Therefore TELEMAC had to be extended by a
so called checkpointing technology. What means that every
calculation can be saved to RAM and restarted from RAM
with binary identically results at any point in time, with only
a minimum recording of variables.

For the backward propagation of the adjoints (backward
time step wise) the necessary detail information about
subprogram internal operations is recalculated from the
checkpoints in reverse order. This increases calculation
effort by 200%, but reduces the RAM usage, as the
minimum checkpointing system only needs 300MB for 1000
time steps in the 221 Donau example, plus 10GB for the
current time step.

L. [m]

Py
1 STAWL
S Aks

ks [m]

Figure 8. Water level as a function of the roughness ks. Normally the
dependency is not linear. Dependency is described as first derivation, this
means the ascent of the tangent is defined in only one point for algorithmic
(~analytic) differentiation and in two for finite differences.
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IV. CONCLUSIONS

The methods of reverse interpretation and algorithmic
differentiation enable a very fast quantification of
dependency gradients with millions of influence parameters!
The dependency of any numerical result (energy, evolution,
transport rates, risk ...) on any numerical input value (spatial
or global) can be quantified independently within only one
run of the adjoint model. For hydraulic modelling especially
the ability to dissolve spatial interactions opens a gate to a
new generation of models, which solve until now unsolved
problems. Spatial independent sensitivity and robustness
information helps to understand complex flow situations and
can be used for gradient based optimization processes [3].
This method is currently unique for open channel flow
software, and the growing number of new examples will be
continuously updated on WWW.uwe-
merkel.com/TELEMAC-ad.

This first project was funded by the BAW with
participation of the EDF. Their aim is to have a tool that
dissolves the interaction between morphology, flow and
constructions.
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Abstract—In this study, the module TELEMAC-3D is used to
analyse the flow behaviour in the presence of alternate and
transverse bars. This particular bar organization has been
poorly studied in the literature and presents great interest for
the planing of dredging operations in rivers like the Loire in
France. Three-dimensional numerical results showed that the
main flow structure is defined by the channel planform and
bars configurations. The roughness-length distance strongly
influences the velocity near the bed and the increasing of the
mesh resolution impacts the bed resistance mechanisms and, in
consequence, the distribution of the velocity profiles.

I. INTRODUCTION

Bars are ubiquitous morphological macroforms that
interact with the flow and sediment transport processes in
rivers with important bedload transport rates [2]. Alternate
bars, whose structure is characterized by a sequence of steep
consecutive diagonal fronts and deep pools at the
downstream face, have been extensively investigated both
theoretically and through flume studies, e.g. [1, 2, 3, 4].
More complicated macroform patterns, such as transverse,
central or multiple configurations can be found in wider
reaches, e.g. [5, 6].

Bars can be classified as forced or free. Forced bars arise
from a forcing effect that can have an anthropic or natural
origin, such as channel curvature, width variations or the
presence of confluence/diffluence zones in the channel. Free
bars, on the other hand, can arise from an inherent instability
of the erodible bottom subject to a turbulent flow [5]. Further
details can be found in the companion paper presented in this
conference [7].

Depending on the forcing mechanism, bar patterns show
different configurations. Forced bars that are associated with
a flow in a variable-width channel appear as mid-channel
bars or transverse bar, or as two symmetrical lateral bars [8].
The formation of central or transverse bars could be
associated to an antisymmetric forcing such as a channel
curvature, while alternate bars can appear as a response to
instability in the channel bed or by the presence of a
repetitive sequence of width variations.
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Furthermore, Wu et al. [8] pointed out that the presence
of free bars in a “forced bar” configuration could give rise to
a “mixed” organization (free + forced), arranged in alternate
or transversal configurations. Coexisting free and forced bars
have been extensively studied in meandering channels. In
contrast, the presence of mixed bars in widening/narrowing
channels has received little attention [9].

As highlighted by Claude et al [10], the site of
Bréhémont in the middle reach of the Loire river in France
presents forcing effects caused by channel width variations
that induce the presence of alternate and transverse bars over
short periods of time, even in a slow hydrodynamic context.
To the best of our knowledge, this particular bar organization
has been poorly studied in the literature.

In this work, the three-dimensional (3D) hydrodynamic
models TELEMAC-3D is calibrated for the site of
Bréhémont on the Loire River from a large dataset of high-
quality field surveys based on Acoustic Doppler Current
Profiler (ADCP) measurements. The validated model is then
used to analyze the flow behaviour in the presence of
alternate and transverse bars. The plan form and variable bed
topography (obtained from multibeam echosoundings)
present a complex hydrodynamic behavior in which a
number of physical processes are investigated, such as the
impact of roughness-length treatment due to “sub-grid” or
non-resolved effects of bed roughness [11].

1L SITE AND FIELD MEASUREMENTS

The Loire River, the largest river in France, is 1,020 km
long and drains a catchment area of 117,000 km?. The study
site is located at the village of Bréhémont (47°17°43.31"°N,
0°20°33.80’E) in the middle reaches of the Loire River. At
the study site, the Loire system presents a multiple-channel
pattern. Bed materials are constituted by sands and gravels.
The main channel is composed of an expansion zone
followed by a contraction area occupied by migrating bars
(Fig. 1). These macroforms can adopt successively an
alternate or a transverse configuration (Fig. 1) [9]. The
channel width varies between 175 and 300 m.
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Study site. Black lines: ADCP profiles. Grey points: location

Figure 1.
vertical velocity profiles. (a) Transverse (22/06/10); (b) alternate
(27/12/10) bar configuration. The white arrow indicates the direction
of the flow.

Nineteen daily field measurements were performed
during the study with a multibeam echosounder and an
ADCP. Thus, three floods were monitored with a high
temporal resolution: one annual flood in June 2010 (maximal
discharge of 1030 m®/s) and two 2-year floods in December
2010 (maximal discharge of 1950 m’/s). More details are
given in [9].

III. MATHEMATICAL MODEL AND NUMERICAL TOOL

The 3D hydrodynamics field is computed with the 3D
hydrodynamics code belonging to the open source
TELEMAC-MASCARET system (TMS), TELEMAC-3D.
The TMS is currently developed by the R&D department of
Electricit¢ de France (EDF) and TELEMAC Consortium
members.

TELEMAC-3D solves the 3D Navier-Stokes equations
with a finite element discretization under a non-hydrostatic
approximation. The code has been fully parallelized using
the Message Passing Interface paradigm (MPI). The non-
hydrostatic approximation is based on the pressure
tained in the first plane above the bottom, with # and v the
components of the 3D velocity field, and x the von
Karman's constant (= 0.4). Turbulent stresses and turbulent
fluxes are modelled using turbulent viscosity and turbulent
gradient diffusion hypothesis, which respectively introduce
eddy viscosity and eddy diffusivity. Several turbulence-
closure models are available in TELEMAC-3D, see e.g. [12].
In this study, the standard &-¢ turbulence model is used.

IV. MODEL CALIBRATION AND 3D NUMERICAL RESULTS

A. Mesh description

The 3D finite element mesh is obtained by first dividing
a two-dimensional domain with non-overlapping linear
triangles (with a mean size of 10 m) and then by extruding
each triangle along the vertical direction into linear prismatic
columns that exactly fit the bottom and the free-surface. In
doing so, each column can be partitioned into non-
overlapping layers, requiring that two adjacent layers
comprise the same number of prisms.

B. Model calibration

Model calibration is performed by comparing model
predictions with averaged ADCP velocity measurements of
streamwise velocities and velocity profiles at different cross-
sections surveys, see Fig. 1. The optimization of model
prediction is done by wusing a roughness-length
representation based on the Nikuradse coefficient k;. The
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decomposition into hydrostatic and hydrodynamic parts,
allowing an accurate computation of the vertical velocity,
which is coupled to the whole system of equations.

In the present study, boundary conditions are specified as
follows: at the domain inflow all flow components are
prescribed by imposing a velocity profile to provide a certain
inflow discharge. At the domain outlet the normal gradients
of all variables are set equal to zero. On the solid boundaries
the velocities tangential and normal to the boundary are set
to zero. Inflow and outflow boundary conditions used for the
different models and configurations are shown in Table I.

The parameterization of bed shear stress is done by
assuming the validity of the « law of the wall », which
applies on a relatively thin layer near the bed (z/4 < 0.20,
with 4 the mean flow depth) [11]. In TELEMAC-3D, this
approximation is used to determine the shear velocity u-
(subroutine t fond. f) at a distance equal to the altitude of
the first plane above the bottom z:

__ K,
o ln(z'/ Zo)

u

Q)

where z, is a characteristic length scale. For hydraulically
rough flows, which is the situation commonly found in
natural channels z, = k/30, with k&, the Nikuradse's effective
1/2
roughness-length. In (1), ‘ulr = (u2 +v2) is

of the

the

magnitude velocity con

friction coefficients used in the models are presented in
Table I.

TABLE L. BOUNDARY CONDITIONS AND BED ROUGHNESS
COEFFICIENTS USED IN THE MODELS
Downstream Roughness
Mesh Flow rates (m*/s) | water surface e
. coefficient (m)
elevation (m)
400 34.38 0.07
Transverse 700 35.19 0.12
Bar
1000 35.77 0.3
700 35.21 0.275
Alternate 1000 35.91 0.125
Bars
2000 37.39 0.0975

In general, streamwise velocities are well represented by
the model for the different flow discharges (Fig. 2a and 2c).
Concerning the velocity profiles, for the transverse bar
configuration, comparisons between measurements and
numerical results are done on P90 (Fig. 1a) on VP1 (over the
bar) and VP2 (thalweg). For the alternate bars configuration,
comparisons are performed on P90 (Fig. 1b) on VP3 (over
the right bar) and VP4 (thalweg). For both configurations,
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the numerical results are in agreement with field
measurements (Fig.3a and 3c), except at low discharge
(400 m*/s) for the transverse bar configuration and high
discharge (2000 m*/s) for the alternate bar configuration
(Fig. 3b and 3d).
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Figure 2. Cross-sectional and vertical distribution of velocities (m/s) and
vertical velocities (m/s) on P90 with a transverse bar configuration for
1000 m*/s and ks= 0.3 m; a) measured velocities, b) measured vertical

velocities, ¢) velocities predicted by the model with the basic mesh
(element size of approx. 10 m), d) vertical velocities predicted by the
model with the basic mesh, e) velocities predicted by the model with the
refined and re-interpolated mesh (element size of approx. 2.5 m), f) vertical
velocities predicted by the model with the refined and re-interpolated mesh.
Positive vertical velocities are for upwelling, negative vertical velocities
are for down welling.
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Figure 3. Measured (+) and predicted (solid lines) vertical velocity
profiles for the alternate bar configuration, a) over the bar at 1000 m*/s, b)
over the bar at 2000 m?/s, ¢) over the thalweg 1000 m?%s, d) over the
thalweg 2000 m?/s.

C. 3D numerical results

1) Influence of the roughness-length

Fig. 4 presents a comparison between measurements and
numerical results of velocity profiles for different values of
k. These plots show that the shape of the vertical velocity
profiles depends on the roughness -coefficient. This
parameter strongly influences the velocity near the bed and
through a significant portion of the water column, while its
impact on the velocity close to the surface decreases with a
deeper depth. As expected, the effect of decreasing the
Nikuradse’s roughness-length values will produce larger
velocity gradients near the bottom. Furthermore, for the
same water discharge, the ks do not have the same influence
on the velocity profile in pools and on bars (Fig. 4a and 4b).
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Figure 4. Vertical velocity profiles for different roughness coefficients for
the transverse bar configuration at 1000 m*/s; a) over the bar, b) in the pool
close to the right bank. Field data are indicated with +.

2)  Influence of the mesh resolution and convergence of
the model
The convergence of the model and mesh dependency is
studied by analyzing the distribution of the velocity profiles.
Fig. 5 presents the velocity profile predictions obtained with
a mesh size of approx. 10 m and a mesh refined by a factor
of 16 in the horizontal plane, resulting in a mesh size of
approXx. 2.5 m in the study zone. For this case, the finer mesh
has not been re-interpolated. The results show that the
velocity profiles remain almost unaffected to the mesh
refinement. For a horizontal mesh discretization with a mesh
size of approx. 10 m, the convergence of the model to the
refinement in the vertical direction show little impact on the
model results (Fig. 5). Further analysis showed that, in our
study, a distribution of eight vertical planes is an optimal
compromise between model efficiency and accuracy.
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Figure 5. Influence of mesh refinement and reinterpolation on vertical
velocity profiles at 1000 m?¥/s in alternate bar configuration. a) over the
bar, b) over the thalweg. Field data are indicated with +.

Re-interpolating the topographic information into the
nodes of a spatially refined mesh can lead to significant
changes in the model results, as is shown in Fig. 2¢, 2f and 5.
Generally, the refinement and re-interpolation of the meshes
do not improve significantly the magnitude of the velocities
and the vertical velocities (Fig. 5b). Also, refinement and re-
interpolation can give worse predictions (Fig. 5a). However,
the horizontal resolution of a mesh size of approx. 2.5 m
incorporates small scale topographic features that cannot be
captured with a horizontal mesh resolution of 10 m (Fig. 2e
and 2f). Therefore, the increase in mesh resolution impacts
the bed resistance mechanisms and, in consequence, the
distribution of the velocity profiles. Moreover, vertical
accuracy can be further improved with the increasing of grid
resolution and re-interpolating topographic information. Fig.
2a-f shows a comparison of measured ADCP vertical
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velocities and model results for a horizontal mesh resolution
of 10 m and a mesh reduced by a factor of 4, respectively.
These results show how the mesh resolution affects
dramatically the velocity distribution. In this case, the coarse
mesh “filters” topographic features that are well captured by
the high resolution mesh, with important consequences on
the prediction of energy losses and therefore, on the correct
evaluation of the shear stresses.

3)  Analysis of the flow structure for the transverse and
alternate bars configurations
For the transverse and alternate configurations, the
streamwise and crosswise velocities are presented
respectively in Fig. 6 and 7 for a discharge of 1000 m%s.
Numerical simulations show that the flow structure and
distribution remains almost identical for both the alternate
and transverse bars configuration, with higher speeds located
in the thalweg, between the left bank and the top of the bars
(Fig. 6a and 6b). However, small differences exist between
both configurations, as the transverse bar concentrates the
flows more to the left part of the channel, leading to higher
velocities.
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Figure 6. Cross-sectional and vertical distribution of streamwise
velocities at 1000 m®/s; a) transverse bar configuration, b) alternate bars
configuration, c) transverse bar configuration with the bar deleted, d)
alternate bars configuration with the bars deleted.

The analysis of the crosswise velocities shows a flow
divergence zone near the left edge of the bars and
convergence zones coincident with the position of the right
edge of the bars (Fig. 7a and 7b). Flow convergence is also
found in the thalweg. The projection of the flow field onto
the crosswise section shows a clear difference between the
magnitude of the transversal velocity component in the
deeper depth zone of the channel with respect of the portion
occupied by the bars (see P80 and P95).
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Figure 7. Cross-sectional and vertical distribution of crosswise at
1000 m?/s; a) transverse bar configuration, b) alternate bars configuration,
¢) transverse bar configuration with the bar deleted, d) alternate bars
configuration with the bars deleted. Arrows represent the direction of the
crosswise velocities.

To study the influence of the bars on the streamwise and
crosswise velocities, two new models were built. These
models present similar characteristics than the models
presented previously, except that the macroforms were
removed from the topographic information. Simulation
results are ?resented in Fig. 6¢, 6d, 7c and 7d for a discharge
of 1000 m’/s. Fig. 6 shows that the absence of the bars
causes a decreasing of the intensity of the streamwise
velocity. Nevertheless, the zones of higher velocities remain
almost identical when comparing with those of the
topography with the bars.

The effect of the absence of bars seems to be more
important for the distribution of the crosswise velocities
(Fig. 7). For the profile P80, the absence of the macroforms
motorizes a projection of the flow towards the divergence
zone near the right bank. On the left bank, crosswise
velocities present a lower intensity. At the Pb profile
(between profiles P80 and P95), the zones of convergence
and divergence of the flow over the bars disappear. Finally,
at the profile P95 the transversal velocities exhibit higher
velocities than in the presence of bars, while the velocities
direction remains almost identical.

V. DISCUSSION AND CONCLUSIONS

Our numerical results showed that the predicted
velocities evolve differently according to the water depth
when the roughness coefficient is changed (Fig. 4). These
observations, similar as those of Sandbach ef al. [11], show
that the influence of the roughness coefficient on the
hydrodynamic differs for the different morphological units
(bars, thalweg, pool, etc...). This means that during floods
(when the values of ks change significantly), the the
hydrodynamic and the sediment dynamics associated with
the bars and the thalweg could follow different evolutions,
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and, like for the hydraulic reversal theory (velocity shear
stress), could affect the formation of pools and riffles [13].

Furthermore, for a water discharge and a bar
configuration, the vertical velocity profiles obtained from the
models are in relative agreement with the field
measurements according to their location (thalweg or bar)
(Fig. 3a, 3c and 5). These results may indicate a spatial
variability of the bed roughness. Thus, the bars and the
thalweg could be associated to different roughness-lengths in
order to improve the hydrodynamic calibration. This
observation is supported by the results of a study on the
dunes dynamic on the site [9] which show that the
mesoforms adopt different sizes on the thalweg and on the
bars. Using several bed roughness on the domain is probably
more pertinent.

No relationship seems to link the bed roughness
coefficients obtained after the calibration and the water
discharge (Table I). This illustrates the complexity of the
interactions between hydrodynamic and bed roughness
(characterized during floods by complex hysteresis [14]),
which depends strongly to the dunes dynamic (in sand-bed
rivers as the Loire). The present study highlights this point
by showing the influence of the small dunes on the bed
roughness and the flows. Indeed, only the dunes longer than
10 m have been integrated in the spatial discretization. It is
admitted that the influence of the bedforms smaller than the
elements of the meshes is parameterized through the
roughness length coefficient [11]. Sensitivity analysis have
shown that for a constant k,, the use of refined meshes and
re-interpolated on a more detailed bed topography, gives
values of velocities similar to those predicted by calculations
with the basic meshes (Fig. 5b). Normally, the bed roughness
of the refined meshes should be increased (roughness of the
small dunes + ks of the models) and the velocities
decreased. As it is rarely the case, the results of the sensitive
tests indicate that the small dunes seems to not contribute
significantly to the bed roughness. Nevertheless, in general,
the integration of the small bedforms in the meshes improves
the representation of the flow structure. Thus, with the
refined and re-interpolated meshes, the distribution of the
velocities follow vertical and crosswise variations close to
those observed in the field data (Fig. 2e). The integration of
the small dunes also improves significantly the calculation of
the vertical velocities (Fig. 2f). This indicates that the small
bedforms strongly influence the vertical velocities; the latter
being linked to the turbulences generated by these small
dunes. Thus, if the turbulence affects significantly the
sediment dynamics (especially for the suspended sediment
and therefore, the von Karman constant), and by extension
the morphology of the bed, it seems necessary to integrate
the small bedforms into the morphodynamic models.
However, it should be noticed that in some cases, the
refinement of the mesh modified the bed topography so
much that the results of the simulation can be locally
degraded.

Calibration and sensitivity tests have showed a
systematic overestimation of the velocities predicted for a
discharge of 2000 m*s applied on alternate bars
configuration (Fig. 3b and 3d). This can be explained by the
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not-representation of a secondary channel in the models on
the left bank close to the profile P90. Indeed, this secondary
channel is totally connected above 1700 m3/s [9]. Thus at
2000 m®/s, the connection of the secondary channel should
decrease the water discharge in the main channel (from P90).
As the reducing of the water discharge in the models is no
considered, the predicted velocities are overestimated
compared to the field data. A deeper investigation of the
influence of the connection/disconnection of the secondary
channel on the main channel’s hydrodynamic should
improve our understanding of bifurcations.

The results of the models show that the general flow is
defined by the channel planform. However, the bars modify
the hydrodynamic. Indeed, the macroforms deflect the
streamlines and concentrate the flows in the thalweg. Thus,
the large flow velocities (Fig. 6) are constrained on the edge
of the bars which follow the thalweg. It also seems that the
macroforms constitute a physical limit which gives the
currents a different structure on either side of the bars. The
bars control the location of the divergence and convergence
zones, respectively caused by the channel widening and
narrowing (Fig. 7). Thus, the separation and the mixing of
the currents always take place, respectively, on the crest and
downstream of the macroforms. The bars’ configurations
(i.e. alternate or transverse) in the channel partly determine
the location of the large flow velocities and those of the
divergence and convergence zones.

This study allowed the validation of TELEMAC-3D to
reproduce the hydrodynamics in a complex morphological
environment in the presence of transverse and alternate bars.
Future work include the coupling to the morphodynamic
model (SISYPHE) in order to simulate the sedimentary
processes around the bars, for a better understanding of their
formation and evolution in natural systems [7].
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Abstract—The eddy patterns in the harbour of Zeebrugge are
studied using TELEMAC-3D and compared to available
measurement data. It was found that during flood a clockwise
eddy exists, generated by a strong jet near the eastern side of
the harbour entrance. This eddy generates a second counter-
clockwise eddy, which persists in the harbour during the ebb
phase, whereas the primary eddy disappears. A sensitivity
study was performed to investigate the influence of the
turbulence model, the bed roughness and the advection
scheme. It appeared that the modelled eddy patterns are quite
sensitive to the settings that are used for all these three
parameters.

I. INTRODUCTION

The harbour of Zeebrugge is one of the most important
Belgian seaports. The area surrounding Zeebrugge is
characterised by strong tidal flows, with a tidal amplitude up
to Sm during spring tide. In the harbour, complex eddy flow
patterns are found, varying throughout the tidal cycle.
Understanding these patterns is important for navigation
purposes and for increasing our understanding of the siltation
of the harbour, especially with respect to the redistribution of
suspended sediment through the harbour.

In order to understand this process, the eddy pattern in
the harbour is studied using TELEMAC-3D. The results of
the TELEMAC model are compared with measurements,
and a sensitivity test is performed with respect to the eddy
formation by varying the bed roughness, the advection
scheme and the horizontal turbulence model.

II. PHENOMENOLOGY OF THE EDDY CURRENTS IN THE
HARBOUR OF ZEEBRUGGE

In order to study the phenomenology, an existing data set
of ADCP (Acoustic Doppler Current Profiler) measurements
was used [1]. These measurements were taken on different
locations in the harbour and the navigation channel on
various days between November 2009 and March 2010.
Because the data were taken on different occasions, we put
together the data from various measurement days, sorting
them with respect to the time after high water (from now on
abbreviated as HW) and according to the spring-neap tidal
cycle. In this paper, we will only study the data from spring
tide conditions. In the analysis, we focus on what happens in
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the period around the occurrence of high water, when the
strongest eddies are formed.

The ADCP data show the following pattern (Fig. 1; note
that additional arrows have been added to aid interpretation
of the data):

o 2 h before HW: There is a net flux of water into the
harbour in the form of a jet at the eastern harbour
dam. The jet increases in length and strength with
time. This jet generates an eddy in clockwise
direction, which we will call the primary eddy.

e 1h before HW: A smaller secondary eddy with a
counter clockwise rotation is also generated by the
jet.

e Around HW: From this moment, there is no net
inflow of water in the harbour. Hence the eddy is
decoupled from the flow at sea and it follows its own
dynamics. It appears that the primary eddy starts
decreasing in size and magnitude.

e | hafter HW: Only the counter clockwise secondary
eddy remains present in the harbour. It moves slowly
towards the harbour entrance and gradually becomes
weaker.
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Figure 1. Overview of the eddy development in the harbour of Zeebrugge
from ADCP measurements.

Comparable eddy patterns are found in the measurements
during average tide, whereas the formation of this pattern is
much less pronounced during neap tide.

One must take care when interpreting the measured data,
because the presented data was collected during different
measurement days. There is always some error associated
with the matching procedure, because the tidal amplitude
and period are not completely the same for the different
measurement days. Nevertheless, the discussed pattern
seems to be representative for the conditions occurring in the
harbour, since earlier data [2] show similar results for the
observed eddy patterns.

III. MODEL SETUP

The model was set up in a circular domain centred
around the harbour of Zeebrugge, starting from Dunkirque
(France) in the West to Goeree-Overflakkee (the
Netherlands) in the East (Fig. 2). The Eastern and Western
Scheldt estuaries are included in the model, although the
most upstream part of the Western Scheldt was schematized
using straight prismatic channels. The resolution varied from
30 m inside the harbour to 5000 m close to the open
boundary (Fig. 3). Vertically, ten non-equidistant sigma
layers were used to represent the water column.

Boundary conditions for velocity and water level were
obtained from the Zuno [3] model, which has a resolution
comparable to our model at the location of these boundaries.
These boundary condition were applied as a time series (with
a time interval of 10 min) at each location on the open
boundary. Additional discharge boundary conditions were
applied to schematise fresh water influxes into the model.
Note that one of the sources of fresh water was located inside
the harbour.

The model was run in TELEMAC-3D for a period of
15 days using a time step of 20 seconds using the
Smagorinsky scheme for the horizontal eddy viscosity and a
mixing length model wusing the mixing length
parameterization of Nezu and Nakagawa [4] for the vertical
eddy viscosity.
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BOTTOM

Figure 2. Mesh and bathymetry of the model

BOTTOM

Figure 3. Detail of the mesh close to the harbour

The model was calibrated using water level and velocity
data at sea. This leads to a Manning roughness coefficient of
0.02 s/m". Close to the harbour entrance, the friction
coefficient was increased, in order to represent the effect of
the friction due to the large concrete elements of the
breakwater (Fig. 3).

| BOTTOM FRICTION

Figure 4. Manning roughness coefficient close to the harbour
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A comparison of measurement data and model results for
the water level time series showed typical bias of 0.1 m, and
a root mean squared error (rms) of 0.15m. The depth
averaged velocities have a bias of -0.04 m/s and a rms error
of less than 0.13 m/s. A comparison of high water and low
water levels shows typical rms errors of 0.13 m, while a
comparison of the high and low water levels resulted in a
typical rms error of 10 min. These errors compare well with
those of the Zuno model that was used for the open
boundaries [3] and they were considered sufficiently
accurate for our purposes.

IV. RESULTS

The results of the model are shown in Fig. 5. The model
reproduces the strong jet found in the measurements,
although it occurs somewhat later in the tide (Fig. 5a). In the
model, the jet seems to be even more pronounced than in the
measurements. However, the jet is located somewhat more to
the east in the model than in the measurements. The model
also shows a strong primary eddy. Further, the jet also
generates a secondary circulation which is weaker than the
primary eddy (Fig. 5b).

Approximately one hour after high water both the
primary and secondary eddy are present in the model results
(Fig. 5c). With the course of time, the primary eddy
elongates and decreases strongly in strength, while the
decrease of the secondary eddy is less. As a result of this
process, the primary eddy disappears completely, just as seen
in the measurements (Fig. 5d). However, in the model a very
weak tertiary eddy developed north of the primary eddy,
with the same direction of rotation as the secondary eddy.
This eddy could not be observed in the measurements. The
reason for this is probably that it is to weak and small to be
observed with the relatively limited spatial resolution
provided by the ADCP measurements.
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x10 Time after HW: 00:40 V

SENSITIVITY ANALYSIS

& A. Bed roughness

In order to assess the sensitivity towards the bed
roughness on the formation of the eddy patterns, we
eliminated the increased bed roughness at the harbour
entrance. Thus the simulation was done using a constant
2 Manning roughness coefficient of 0.02 s/m'”. The modelled

eddy pattern changes dramatically in comparison with the

i
f
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Figure 5. Development of the modelled eddy pattern (base run)
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Figure 6. Modelled eddy patterns, without increased bottom friction at the
break waters.

B. Advection scheme

The previous simulations were done using the
characteristic method as advection scheme for the advection
of velocity. In order to test the sensitivity toward the used
advection scheme, computational runs were performed using
the two schemes that were especially suited to use in
combination with the use of tidal flats: the “Leo Postma
scheme” and the “N-scheme”.

Once again, the resulting eddy patterns change
dramatically compared to the base run (Fig. 7) Note that for
brevity, only two time steps for the N-scheme are shown.
The Leo Postma scheme gave qualitatively similar results).
In fact, the eddy pattern that develops is rather similar to the
simulation without bottom friction at the breakwaters
(section V.A). We see both a primary eddy and a secondary
eddy, with the primary eddy being slightly stronger than the
secondary eddy.

41

x10° Time after HW: 01:40

3775 — 2
[ ST T
/ / P ” X LR — - y ) " i

3.765

08
376
04

02

5 S S W, - -
1500 2000 2500 3000 3500

o Time after HW: 02:40
— e e T e

S . 0209090902922 = 18

3765 1

3
A\ .\ 06

0.4

02

S — ) / ’
1500 2000 2500 3000 3500

Figure 7. Modelled eddy patterns using the "N-scheme"

C. Turbulence modeling/eddy viscosity

In order to test the sensitivity toward the used horizontal
turbulence model a model with a constant horizontal eddy
viscosity of 1.0 m*s was used. This value is somewhat
higher than those calculated using the Smagorinsky scheme
used in the other runs, which were in this area in the order of
107 m?s.

The use of a high eddy viscosity coefficient weakens the
jet at the harbour entrance (Fig. 8a). The secondary eddy
develops but is weaker than the primary eddy (Fig. 8b).
Therefore, in this situation only the primary eddy remains in
the harbour during the start of the ebb phase (Fig. 8c), and it
is stronger than the secondary eddy. Nevertheless, the
primary eddy disappears eventually, leading to a flow
direction that corresponds to the measurements (Fig. 8d).
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Figure 8. Model results with a constant eddy viscosity of 1.0 m?/s

Note that simulations with a constant eddy viscosity of
0.01 m*/s (thus comparable with those calculated using the
Smagorinsky model) gave similar results for the eddies as
the base run.

VI. SUMMARY AND CONLUSIONS

A TELEMAC-3D model was developed in order to study
the eddy patterns occurring in the harbour of Zeebrugge. It
appears that a strong jet is formed some time before high
water during the moment of strongest inflow. The jet
generates a clockwise and a counter clockwise eddy, from
which only the counter clockwise eddy remains visible
during the ebb phase. A comparison between ADCP
measurements and the model showed that this behaviour
could be simulated using TELEMAC. A sensitivity analysis
showed that the results are very sensitive to the bed friction
close to the edges of the harbour. The used advection scheme
and the calculation method for the horizontal eddy viscosity,
and the variation of these parameters could lead to a different
number of eddies present in the harbour.
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Abstract—Model testing has shown that the use of schematic
wind models can reproduce well the observed rotating wind
field in a tropical cyclone. Imposing the wind field and air
pressure field in TELEMAC-2D has been found to give good
results in comparison with observed storm surge levels at tide
gauges during a cyclone.

The purpose of this study was to validate the capability
of TELEMAC-2D to model the storm surge due to a tropical
cyclone. These storms are also referred to as hurricanes and
typhoons in different parts of the world. The surge arises as a
result both of the pressure drop in the middle of the cyclone
and also because of the resulting rotating wind. The effects
on the flows of the wind and the atmospheric pressure
variation are included in TELEMAC-2D. Storm surge is
important as flooding is often the greatest danger to life due
to a cyclone.

Townsville “%s_ &
Cape\h‘v
Fergu soﬁ‘*‘“-;.-,*;<:;

Because of the large amount of data available, cyclone
Yasi (Australia, Queensland, 2011) was selected for this
study. Available data included wind speed and direction at
12 sites near to the cyclone’s track measured throughout the
cyclone’s passage. Tide gauge data at a number of ports was
also available (see Fig. 1).

Data from the Australian Bureau of Meteorology
included the cyclone’s track, and the central pressure and
maximum wind speed during the storm’s passage. Cyclone
Yasi had a track (see Fig. 1) making landfall near Clump
Point. A minimum pressure of 929mB was measured at
Clump Point and a maximum wind speed of 57m/s was
estimated. The maximum recorded storm surge was 5.33m at
Cardwell.

Bathymetry
m MSL
Above 0
-5t0 0
-10to0 -5
-20 to -10
1-50t0 -20
1-100 to -50
-200 to -100
-500 to -200
-1000 to -500
-1500 to -1000

-2000 to -1500
-2500 to -2000
-3000 to -2500
-4000 to -3000
Below -4000

Figure 1. Observation locations (wind and surge).
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Tropical cyclones are characterised by a strong, circular
wind field that can be represented approximately in a 1D
model as the wind and pressure vary mostly in the radial
direction. The atmospheric pressure is a minimum at the
centre of the storm.

The available information on a cyclonic storm is likely to
include that given above (track, central pressure, maximum
wind speed and sometimes radius to maximum wind speed)
although the radius to maximum wind is not always known.
Under these circumstances it is usual to create a schematic
wind and pressure model and compare it as far as is possible
with any wind and pressure data that are available. Another
possibility could be to use a detailed atmospheric model to
simulate the wind and pressure fields, but that was not the
method chosen in this case.

Flow model simulations carried out included the

following:

- Using a wind field from Holland (1980) or Jelesnianski
and Taylor (1973)

At each location in each wind field, the wind speed was
determined based on the parameters of the cyclone at the
time and the distance of the point from the centre of cyclone.
Both Jelesnianski and Taylor (1973) and Holland (1980)
formulations were implemented in the model.

The relation used from Jelesnianski and Taylor (1973) is:

2rR, ..
r*+R?

max

Ui = (D

max

where U; (m/s) is the speed at location i, r is the distance of i
(km) from the centre of the cyclone, Uy, is the maximum
wind speed (m/s) and R, is the radius of the maximum
wind speed (km).

The wind velocity given in Holland (1980) is:

5 ) B Rﬂ
U = U exp| 1 - —5% | =75 )
Vﬂ I’ﬂ

The B coefficient is calculated from the central pressure
drop Pgp (Pa) and the maximum wind velocity U, (m/s)
as:

2
ﬂ = Umaxpe/Pdrop (3)
with p is density of air and e the base of natural logarithms.

The representation of the wind was best achieved using
the Holland (1980) wind formulation (see Fig. 2). This is
partly because the Holland beta coefficient allows for
reproducing different profile shapes of the radial wind speed
distribution.
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Figure 2. Comparison of modelled and observed wind speed time

histories.

- Including/excluding the forward
computing the wind field

tracking speed in

The forward tracking speed of the cyclone is added into
the cyclone wind field based upon a formulation of
McConochie et al (2004). This method allows the
contribution of the forward tracking speed to decrease with
increasing distance from the centre of the storm. By adding
in the forward tracking speed the wind speed on one side of
the cyclone is increased and that on the other side decreased
so the cyclone is no longer circularly symmetric.

- Including/excluding the inward angle of the wind

It is expected that the wind close to the ground will have
a component of flow towards the centre of the cyclone
driven by the low pressure there.

The winds circulate clockwise around a southern
hemisphere cyclone. The direction of the wind is assumed to
be close to a circular wind field but with an inflow angle
dependent on the distance from the centre. The wind inflow
angle, B, follows the relation:

0 <r <Rmax
Rmax <r <1.2 Rmax
r > 1.2 Rmax

B =r/Rmax x 10°
B=10°+ 5(r/Rmax — 1) x 15°
B=25°
4
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- Including/excluding the effect of the tide

The TELEMAC-2D simulation shows a large surge
spread along the coast (Fig. 3). The surge was strong due to
the particularly high speed cyclone winds and the broad
continental shelf. At Cardwell which lies close to where the
wind was strongest the surge was also enhanced by
constriction of the surge within the bay.

In the case of cyclone Yasi the best schematic wind
representation was using the Holland (1980) model with time
varying beta value. The best simulation of the peak surge
levels (Fig. 4) at the tide gauge locations included:

e adding the forward tracking speed of the storm (so
the wind field is not symmetrical)

e an inward angle of the wind near the ground.

e The flow modelling included the tide (but it did not
make a great difference if the tide was not modelled)

e an enhanced friction at the location of the Great
Barrier Reef (location shown in Fig. 1).

In this best simulation the mean value over 7 tide gauges
of the absolute error in the predicted peak storm surge was
0.33m.
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Figure 3. TELEMAC-2D simulation of water level due to Cyclone Yasi
at the time of maximum surge at Cardwell. The arrows show wind vectors.

Clump Point.

Surge (m)
o kN w s 0 o N

A
AN
| e\

01/02/11 00:00

02/02/11 00:00 03/02/1100:00 04/02/11 00:00

7

Cardwell.

\
\
I\
A
/

Surge (m)

6
s
4
3
2
B =
0

1
01/02/11 00:00

02/02/11 00:00 03/02/1100:00 04/02/11 00:00

7

Townsville.

Surge (m)

6
s
a
3
2
1
0

1
01/02/11 00:00

02/02/11 00:00 03/02/1100:00 04/02/11 00:00

7

Cape Ferguson.

Surge (m)

N
_%-%QMAV

1
01/02/11 00:00

6
s
a
3
2
1
0

02/02/11 00:00 03/02/1100:00
Date (Australian Eastern Time)

04/02/11 00:00

——Model ——Observed

Figure 4. Comparison of modelled and observed storm surge water levels.



46



TUC 2013, 16-18/10/2013, Karisruhe - Kopmann, Goll (eds.) - © 2013 Bundesanstalt fiir Wasserbau ISBN 978-3-939230-07-6

Comparison of 1D and 2D models for Dam Break
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Abstract—The simulation of dam-break flows are an important
component of dam safety programs and used to establish the
dam’s hazard classification and develop emergency response
plans. Within North America, 1D models such as DAMBRK
and HEC-RAS, have been the models of choice for conducting
these dam break studies. Although 2D models are widely
available and the barriers to their application have been
mostly eliminated due to improved computer performance and
availability of detailed topographic data, their use in dam
break studies is still not as widespread as 1D models. This
study is a comparison of HEC-RAS (1D) and TELEMAC-2D
(2D), for the simulation of dam-break flows along two different
river systems. The first river system is located within a well
defined river valley in an urban environment and the second is
located within a flat-bottomed valley in a rural environment.
The results of the 1D and 2D models are compared along with
an examination of practical considerations of interest to
practitioners.

I. INTRODUCTION

Hydrotechnical studies involving dam breach and
floodwave routing are an important part of periodic dam
safety reviews performed in North America [1][2]. Within a
dam safety framework, hydrotechnical studies are used to
determine the hazard classification of the dam through
analysis of life-safety, socio-economic, environmental and
cultural losses. The hazard classification is used to identify
the Inflow Design Flood (IDF) and the Design Earthquake as
well as to establish monitoring and inspection requirements
for the dam. The results of hydrotechnical studies are also
used to prepare emergency response plans and distributed to
emergency response stakeholders. Both of these activities
require accurate predictions of the floodwave travel times,
the extent of the inundation as well as the depths and
velocities of the flows.

Simulation of dam break flows is a complex problem and
there are a number of challenges that engineers and their
models must address. Firstly, dam break models require
specialized numerical techniques to handle the highly
unsteady, rapidly varied flows including discontinuities such
as bores and hydraulic jumps [3]. Improper selection of the
numerical techniques can lead to solutions that are too
diffusive or unstable due to numerical oscillations. Another
challenge in simulating dam break flows is that the
magnitude of the breach hydrographs are typically an order
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of magnitude greater than typical flood events and often
result in complex flows (e.g. flow splitting, flow through
urban environments) and flows that are temporarily
unconfined and 2D. Finally, there is often limited data
available to conduct a proper calibration of the model for the
magnitude of the flows being simulated.

Current 2D hydraulic models offer many advantages over
1D models for modeling dam break flows. Many 2D models
offer advanced numerical techniques specifically developed
for handling rapidly varied flows. 2D models also more
accurately reproduce the flood wave dynamics that occur
during high flows over complex terrains [4] and they reduce
the need for model empirically-based parameterization to
account of 2D flows.

Within North America, 1D models such as DAMBRK
and HEC-RAS are still commonly used for the simulation of
dam breach floodwave propagation. 2D models are only
requested in special cases where it is obvious that a 1D
model is not appropriate. Despite the advantages of 2D
models as well as advances in computing power and the
wide availability of high-resolution elevation data collected
from LiDAR and photogrammetry there still is a bias
towards the use of 1D models.

This paper compares the results of two of previous dam
break studies modelled in 1D using HEC-RAS with the
result from using the TELEMAC-2D 2D model. For both
these river systems, the assumption of 1D flow during the
dam breach is reasonable and therefore the purpose is to
quantify the differences between the model results and
examine the advantages and disadvantages of each approach
from a practical perspective.

II.  STUDY AREAS

Two study areas were used in this investigation. For both
study areas, the dams were modelled in 1D using HEC-RAS
by the authors as part of hazard classification and inundation
mapping projects. The dams are located in two different
locations in Canada.

A. Study Area 1 - Confined Parkland/Urban River

The dam for Study Area 1 (SAl) is an earthen
embankment dam used for flood control with a height of
16.5 m and reservoir storage of 5,000,000 m’. The sunny-
day failure scenario of the dam was assumed to be due to
piping/seepage with a time-to-failure of 1 hour.



The river valley downstream of the dam is well defined
with a width of approximately 500 m and steep banks of
approximately 30 m. The river is approximately 5 m width
and less than 1m deep with an average slope of 0.006. The
land use in the river valley is parkland consisting of both
grassed fields and forested areas (see Fig. 1). Additionally,
the river crosses two residential neighbourhoods located
3.8 km and 8.1 km downstream from the dam. There are a
total of ten road crossings ranging from small residential
roads to multi-lane highways.

The dimensions of the study area are approximately
10.5 km x 1.2 km and the distance from the dam to the end
of the study area along the river centreline is 15.6 km.

e B

View of the dam and downstream valley for Study Area 1.

Figure 1.

B. Study Area 2 - Flat Bottom Rural Valley

The dam for Study Area 2 (SA2) is located in the prairies
region of Canada in south-western Saskatchewan. The dam
is an earthen embankment dam used for irrigation with a
height of 14.1 m and a reservoir storage of 7,929,579 m’.
The sunny-day failure scenario of the dam is assumed to be
due to piping/seepage with a time-to-failure of 1 hour and
produces a peak flow of 2357 m’/s.

The dam is located along the side of a wide flat-bottom
valley and the outflow from the dam joins up with a small
creek before continuing downstream (Fig. 2).The width of
the valley varies from 0.5km to 1.3 km. The creek is
approximately 5 m wide with a slope of S=0.00024. The
land use downstream of the dam consists of agricultural
fields for grain crops and cattle grazing. The valley also
includes a complex system of irrigation canals and road and
rail embankments.

The dimension of SA2 is approximately 19.8 km x 4 km
and the distance from the dam to the end of the study area is
40.3 km along the creek centreline.
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Figure 2. View of the dam and downstream valley for Study Area 2.

III. NUMERICAL MODELS

A. HEC-RAS

HEC-RAS version 4.1.0 was used for the 1D simulations.
HEC-RAS is developed by the US Department of Defence,
Army Corps of Engineers at the Hydraulic Engineering
Center (HEC) in Davis California. The unsteady routines in
HEC-RAS were adapted from the UNET model [5] and use
a four-point implicit finite difference scheme. The temporal
and spatial derivatives for this scheme are:
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where f represents some variable, » is the time index, m is
the spatial index and @ is a weighting factor (0.5 < < 1).
The weighting factor is used to adjust between a backwards
implicit scheme (6 = 1) which is most stable but least
accurate to a box scheme (6 = 0.5) which is most accurate
but least stable [6]. The recommended value for theta is
0= 0.6 to be used once the model has been stabilized.

B. TELEMAC-2D

TELEMAC-2D version v6p2 was used for the 2D
simulation. The model was configured to run as a Finite-
Volume model using the HLLC solver. The HLLC (Harten-
Lax-Van Leer with contact discontinuities) solver is a shock
capturing, approximate Riemann solver developed by [7].
This class of solvers was developed specifically for
modelling of rapidly-varying-flows with discontinuities such
as shock waves and bores and the HLLC solver has been
used in a number of dam break studies [8], [9], [10]. Fig. 3
illustrates the wave structure of the HLLC solver where S;
and Sy are the left and right waver speeds, S* is the speed of
the middle wave and F;, Fx, Fs« and Fy are the inter-cell
fluxes.
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Figure 3. Wave structure of the HLLC solver for sub-critical flow

conditions.

IV. MODEL DEVELOPMENT

A. Study Area 1

1) Data Preparation

A 1m digital elevation model (DEM) was prepared for
SA1 using breaklines and mass-points generated by
photogrammetry. Additional breaklines to represent the
channel bathymetry were created from previous flood studies
and incorporated into the DEM. Data regarding the hydraulic
structures and water crossings were collected from
engineering drawings and previous hydraulic modelling
studies.

2) HEC-RAS Model Development

The geometry for the HEC-RAS model was developed
using the HEC-GeoRAS extension for ArcGIS. This
extension allows the user to generate the HEC-RAS
geometry input file within a GIS environment. Cross-
sections were placed at approximately 75 m intervals
(Fig. 4). Bridges and culverts were assumed not to have
failed. Ineffective flows areas, used to define areas of the
cross-sections that contain water that is not actively
conveyed, were applied upstream and downstream of road
crossings assuming 1:1 and 1:4 contraction and expansion
ratios. Elevations for the ineffective flow areas were initially
set based on steady flow experiments and iteratively adjusted
to ensure a smooth transition throughout the floodwave.

Although HEC-RAS allows the use of very detailed
variations of the roughness values along each cross-section,
this can create problems in unsteady models and is not
recommended as abrupt changes of the roughness values can
cause the model to become unstable. For this reason uniform
Manning's n values were assigned for the overbanks
(n=0.08) and the main channel (n=0.035). Hydrometric
data was only available to calibrate the roughness in the
main channel.

The dam reservoir was modelled as a level-pool using the
stage-storage curves developed for the dam. The dam breach
was simulated using the built-in dam breach routines in
HEC-RAS. A steady inflow equal to 2.5 m’/s was set as the
upstream boundary condition and normal depth was assumed
at the downstream boundary. The model was run for a mixed
flow regime with a time step of 10 seconds and the duration
of the simulation was 4 hours. The total runtime for the
simulation was approximately 2 minutes.
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Figure 4. HEC-RAS geometry for Study Areal.

3) TELEMAC-2D Model Development

The mesh for the 2D model was created using the
BlueKenue software and contains approximately 184,000
nodes (Fig. 5). The mesh was constructed using a graded
mesh resolution. The mesh size (edge length) along the
channel was set to 5Sm with a default mesh size of 15m.
Linear topographic features such as roads and the stream
banks were captured in the mesh as breaklines. Bridges and
culverts were not explicitly modelled as with the HEC-RAS
model (e.g. the decks of the bridges and culverts were
removed from the DEM). A single value for the roughness
was used in the model. The manning's roughness was set to
n = 0.07, slightly lower than the value used for the overbanks
in the HEC-RAS model. The selection of a slightly lower
value was based on the study by [4] who found that the 2D
model needed a lower roughness value compared to the 1D.
Turbulence was modelled using the k-¢ model. The breach
hydrograph generated by the HEC-RAS model was used as
the inflow boundary condition at the foot of the dam. A
constant water elevation boundary condition was imposed at
the downstream end of the model and far enough
downstream to not impact the results at the locations of
interest in the study.

The initial conditions for the model consisted of a
baseflow of 2.5 m’/s. The model was run with a variable
time-step such that the maximum courant number was 0.25.
The duration of the simulation was 4 hours and the runtime
on a desktop workstation was 4 hours and 13 minutes.
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Figure 5. Computational mesh for Study Area 1. Inset shows detail of
mesh.

B. Study Area 2

1) Data Preparation

High-resolution 20 cm orthophotography and airborne
LiDAR were available for SA2. The LiDAR point cloud was
processed by our team to generate 3D breaklines along the
banks of the creek. The breaklines were merged with the
point cloud to create a hydro-flattened DEM. Data regarding
the various hydraulic structures and water crossings were
collected from field measurements or extracted from the
LiDAR data. The channel bathymetry was not included in
the model as the channel depth was assumed to be
negligible.

2) HEC-RAS Model Development

The HEC-RAS model for SA2 was developed using a
similar approach as for SA1. Due to the smaller slope, cross-
section intervals of 150 m were used. A number of storage
areas and lateral structures were added to the model to
simulate the road and rail embankments running parallel to
the floodway (Fig. 6). The embankments act as levees and
the overtopping flows are directed into the storage areas.
Manning's n values were set to n = 0.05 for the overbanks
and n = 0.032 for the main channel. No data was available to
calibrate the model. Slightly higher roughness values were
used immediately downstream to stabilize the model. The
dam and reservoir for SA2 were modelled in the same was as
for SA1. A steady inflow of 2.5 m’/s was set as the inflow
boundary condition for the reservoir. A small inflow of
1 m’/s was also added to the storage area upstream of the
confluence to maintain flow in the creek upstream of the
confluence. Normal depth was assumed at the downstream
boundary. The model was run with a time-step of 20 seconds
and the duration of the simulation was 24 hours. The total
runtime for the simulation was 2 min 22 s.
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Figure 6. HEC-RAS geometry for Study Area 2.

3) TELEMAC-2D Model Development
A uniform 15m mesh was used for SA2 and incorporated
breaklines for features such as the road and rail
embankments, stream centreline and the irrigation canals
(Fig. 7). Bridges and culverts were treated similar to the 2D
model for SA1. The mesh contains approximately 342,000
nodes.
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Figure 7. Computational mesh for Study Area 2.

The manning's roughness was set to n = 0.04. The breach
hydrograph from the HEC-RAS model was used as an
inflow boundary condition at the location of the dam
spillway. A water elevation was specified at the downstream
end of the model. A dry bed was assumed for the initial
conditions. The model was run with a variable time-step with
a maximum courant number of 0.25. The duration of the
simulation was 24 hours and the runtime on a desktop
workstation was 12 hours and 59 minutes.

V. RESULTS

A. Floodwave Statistics

Table 1 and 2 provide a comparison of the key
floodwave statistics of importance in dam safety studies for
study areas 1 and 2 respectively. The flood arrival time and
the time-to-peak is the time measured between the initiation
of the dam breach and the initial rise and peak stage
respectively. The maximum depth is based on the maximum
stage measured within the main channel. Comparisons of the
maximum water surface profiles are provided in Fig. 8 and
Fig. 9.

For SA1, the floodwave travel times between the two
models are similar with TELEMAC-2D predicting slightly
longer travel times. There is a much greater difference in the



predicted maximum depth with TELEMAC-2D predicting
much deeper inundation depths particularly at stations
2.58 km and 3.86 km, after which the elevation difference
decreases. This difference in the depths may be partially
attributed to differences in the approaches used in the
modelling of the bridges as can be seen in Fig. 8. Further
refinement of the 2D mesh at the road crossings and/or the
use of the bridge/culvert elements available in
TELEMAC-2D should be performed to see if the difference
in the water surface elevations is minimized.

TABLE L FLOODWAVE STATISTICS FOR STUDY AREA 1.
. HEC- TELEMAC .

Station Parameter RAS D Diff
Flood Arrival Time 020 024 -0:04

258 [hh:mm]

S

Kkm Time-to-peak [hh:mm] 0:50 0:52 -0:02
Maximum depth [m] 12.96 14.94 -1.98
Flood Arrival Time 0:25 032 0:07

286 [hh:mm]

k.m Time-to-peak [hh:mm] 0:55 1:00 -0:05
Maximum depth [m] 9.42 11.07 -1.65
Flood Arrival Time 0:45 1:03 018
[hh:mm]

7.15 .

km Time-to-peak [hh:mm] 1:20 1:25 -0:05
Maximum depth [m] 10.47 9.96 0.51
Flood Arrival Time 055 1:17 022
[hh:mm]

9.06 .

km Time-to-peak [hh:mm] 1:35 1:48 -0:13
Maximum depth [m] 6.58 6.91 -0.33

For SA2, the differences in the floodwave travel times
predicted by the two models are much greater than in SAIL.
The flood arrival times predicted by HEC-RAS are much
shorter than predicted by TELEMAC-2D; however
TELEMAC-2D generally predicts a shorter time-to-peak. It
was hypothesized that the dry-bed initial conditions used in
the 2D model would have resulted in a faster arrival time
compared to the wet bed conditions used in the 1D model,
consistent with the analytical solution for dam break flows
over rigid beds by [11]. The coarse mesh used along the
channel could be partly responsible for the slower travel
times. The faster time-to-peak predicted by TELEMAC-2D
indicates that the wave front of the floodwave is travelling
slower than the wave predicted by HEC-RAS but the
hydrograph is steeper. This could be the result of excessive
numerical diffusion within HEC-RAS and further study is
warranted. Interestingly, the two models both predict very
similar maximum water depths with TELEMAC-2D
generally predicting slightly greater depths as was found in
SAL.
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TABLE IL FLOODWAVE STATISTICS FOR STUDY AREA 2.
Station Parameter Iﬁg TELEMAC | Diff
Flood Arrival Time
[hh:mm] 0:10 0:20 -0:10
21 km | Time-to-peak [hh:mm] 1:15 1:35 20:20
Maximum depth [m] 5.63 6.01 2038
Flood Arrival Time
[hh:mm] 1:40 2:55 -1:15
13km | Time-to-peak [hh:mm] 430 350 +0:40
Maximum depth [m] 431 471 -0.40
Flood Arrival Time
[hh:mm] 3:05 5:45 -2:40
22.4 . ]
km | lime-to-peak [hhimm] | .49 7:25 +1:44
Maximum depth [m] 455 434 1021
Flood Arrival Time
[hh:mm] 5:00 8:30 -3:30
29.2 . ]
km | lime-to-peak [hhimm] | 5,99 10:10 +4:50
Maximum depth [m] 2.94 334 -0.40
Flood Arrival Time
[hh:mm] 6:05 10:55 -4:50
36.8 . ]
km | lime-to-peak [hhimm] | 755 14:05 +3:50
Maximum depth [m] 3.56 381 2025
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Figure 8. Comparison of the maximum water surfaces for Study Area 1.
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Figure 9. Comparison of the maximum water surfaces for Study Area 2.
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In this paper, two dam break studies originally modelled
in 1D using HEC-RAS were re-modelled in 2D using
TELEMAC-2D model. The differences between the
floodwave characteristics predicted by the two models have
been compared.

CONCLUSIONS

Due to the fact that there is no data to validate these
models against, it is difficult to state which model was more
accurate in simulating the floodwaves. The 2D models
generally predicted higher maximum water levels than the
1D models consistent with the findings of [4] and predicted
shorter times for the floodwave to peak. Both of these
findings should be further investigated because if confirmed
they would mean that the application of 1D models are not
sufficiently conservative and could result in miss-
classification of the dams and have implications on
evacuation strategies used in emergency preparedness plans.
From a practical perspective, the 2D models do not make as
many assumptions as the 1D models and require less
empirically-based parameterization reducing the subjectivity
in the modelling.

The authors found that the construction of the 2D models
was far more intuitive than the 1D models. Flow expansion
and contractions are implicitly determined by the model (see
Fig. 10) as well as areas of ineffective flow. Similarly,
modelling areas where the assumption of 1D flow is not
valid can present significant challenges using a 1D model
but are not a problem with a 2D model (see Fig. 11). Finally,
the ability to quickly visualize the flow fields using tools
such as BlueKenue helps the modeller to quickly identify
problems and also are extremely powerful in conveying the
model results to clients and stakeholders.

(4346400 \ R SO N
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Figure 10. Velocity field generated by major road crossing in SA1. Blue
line represents the inundation extent.
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Figure 11. Velocity field at the peak outflow from the dam breach for SA2
showing the complex 2D flow generated by the topography.
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Abstract—CNR is the first producer of exclusively renewable
energy in France, operating and managing 18 hydroelectric
power plants on the Rhone River. When turbines shut down
because of electric incidents, the stop is very sudden and
generates a wave that raises the upper channel water level.
This step is called trigger or disjunction.

To improve the knowledge of these wave phenomena is
essential for CNR in order to implement suitable actions both
at the barrage and power plant with respect to each specific
development constraint (warning of sudden water release in
the downstream reach, automatic backup, intrinsic security).

Previous modelling studies with 1D and 2D models of the
actual trigger test carried out with a 500 m®/s discharge at
Chautagne scheme in April 2010 showed some limitations
including excessive dampening of reflected waves and
underestimation of secondary waves amplitude. The aim of
this study is to carry out the modelling of this test with the
TELEMAC-3D software in order to get better results. Tasks
consist of 3D model meshing, model calibration for trigger
conditions, comparison of results with real test measurements,
discussion on methods, analysis of the main parameters and
extrapolation to a trigger test with a 700 m’/s discharge.

L INTRODUCTION

The of hydro-electric development scheme of the Rhone
River is based on a regulation barrage and a power plant
equipped with turbines. Electrical incidents (mechanical
failure in the turbine or in the electrical network, etc...), or
unfavourable hydraulic conditions can lead to a quick
stopping of one or more turbines and thus stop the plant and
its production. This phenomenon is also called trigger or
disjunction. To avoid destruction of the machines due to
overspeed, the flow that supplies hydraulic turbines is
automatically cut off by valves. The discharge is then
suddenly reduced to zero, creating a positive wave
propagating in the upstream channel and a negative one in
the downstream channel of the plant. The wave is called
wave disjunction or swelling. As a consequence, the
positive wave will temporarily increase the standard water
level of the upper channel (i.e. the usual operating water
level) and consequently affects security issues (e.g. flooding
of banks equipments and structures, spillage over levees).
The numerical study of this phenomenon is crucial for CNR
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in order to improve the understanding of the wave
propagation and to prevent occurrence of any incidents.

The paper is divided in four parts. First, the Chautagne
development scheme features are explained. Second, the
experimental trigger is described. Third, the TELEMAC
modelling is presented. Finally, 2D and 3D results are
analysed, limits of optimization are listed and improvements
are proposed.

II.  OBJECTIVES

The simulation of disjunction waves using TELEMAC-
2D model (shallow water or Boussinesq equations) gives a
good representation of the first passage of the primary wave
amplitude and frequency. This model also has its
limitations:

e The dampening of reflected waves is too strong;

e The amplitude of the wave from the second pass at
the plant is underestimated compared to the expected
results.

In addition, the secondary waves are not modelled by
the Saint Venant equations, because these assume a
hydrostatic pressure distribution. That’s why 3D modelling
seems necessary to reproduce this phenomenon.

Study objectives are:

e to realize a 3D exploratory approach from the
existing 2D model and evaluate it by comparing with
the experimental test data recorded on 29 April 2010
(500 m3/s);

e To extrapolate the trigger test to the maximum
discharge of the power plant.

I1I.

Chautagne hydropower plant is located in the Rhone
River valley (in the eastern part of France), between Geneva
(Switzerland) and Lyon. It was built in 1980. Chautagne
follows the typical CNR development scheme. Indeed, it is
composed of the following structures:

CHAUTAGNE SCHEME

e A hydropower plant (Usine d’Anglefort: US) with a
total installed capacity of around 90 MW. It
comprises two bulb-upstream units with a maximum
power station discharge of 700 m’/s.
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e A barrage (BarraGE de retenue de Motz: BGE)
equipped with five sector gates. When upstream
discharge is higher than the power plant maximum
discharge, the gates start opening. During major
floods, the gates cannot regulate the water level
anymore since they are completely opened.

e A lock for yachting navigation purposes (US).

e A reservoir (retenue RE) which is 5.7 km long. The
tributary Fier River (FI) converges into this part of
the river course.

e A headrace channel (Canal d’amenée CA) from
reservoir to hydropower plant which is 5.3 km long.

e A tailrace channel (Canal de Fuite: CF) which is
3.4 km long.

e The natural river course (Vieux Rhoéne: VR) in
which a minimal discharge has always to be
maintained during dry season. During floods most of
the flow goes through this natural river.

IV. EXPERMIENTAL TRIGGER

A. Hydraulic scheme
The model is delimited by the CNR works:

e Upstream: barrage/hydropower plant of Seyssel
(SY) and the tributary FIER River (FI);

e Downstream: barrage of Motz (BGE) and
hydropower plant of Chautagne.

B. Disjunction test in April 2010
1) Chronology

TABLE 1. DISJUNCTION CHRONOLOGY
Initial conditions, before disjunction
Initial incoming discharge at 9:37 am 759 m’/s
Initial turbine discharge in hydropower 500 m’/s
plant of Chautagne

Discharge through the barrage of Motz 185 m'/s

Initial water level upstream hydropower 251.74 m NGFO
plant
Disjunction
Turbines stopping 09 :37:03
Barrage opening 09 :54 :00

2) Experimental measurements
7 sensors with an adapted frequency sampling rate (At =
1 s) were implemented along the Chautagne scheme (Fig. 1).
Therefore the short period secondary waves phenomenon
could be recorded. During study the comparison was always
done regarding these measurement points.

3) Experimental results
The speed of wave propagation was 9.8 m/s, the period
was 49 min for the primary waves and 15 seconds for the
secondary waves. The waves reached the headrace channel
inlet in about 13 minutes (where secondary waves could be
clearly recorded).
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Figure 1. Chautagne scheme

THEORETICAL ASPECT CONCERNING THE FAVRE
WAVES

Different physical phenomena are distinguished:

Primary waves (which are related to the propagation
along the channel of rapidly changing boundary
conditions of flow);

The secondary Favre waves overlapping primary
waves;

Other "side effects" phenomena such as the
amplification of the wave to the right bank (which
are a consequence of modulation and primary
waves)

Primary wave

Propagation of
primary wave

< | —>
Flow direction

N\ NN NN\

Headrace bottom

_ _Secondary wave

"y Primary wave

Secondary wave

N\ N\

Headrace bottom

Figure 2. Schematic representation of Favre waves.
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VI. SCHEME MODELLING

1. Mesh

The domain is 15 km long and is meshed with node
located every 15 m (Ax). This resolution was calculated
according to the wave speed (C) and the time for stopping
the hydropower plant. The secondary waves are very quick
and have a runtime of 15 s (7). It was assumed that between
5 and 10 observations (n) during plant stopping were enough
to measure waves. Consequently the mesh resolution was
calculated with:

Ax = L= Ax = 15.6m
n n=10

(1
The 2D grid comprises about 26 000 nodes and 50 000
elements. This mesh has been generated by Matisse. With
regard to the 3D model, 6 horizontal levels are generally
used in this study. Consequently, the 3D grid comprises
about 150 000 nodes and 750000 elements. 4 liquid
boundary segments (SY, FI, BGE, and CE) are applied.

A. Calibration

The model calibration is very important because it
determines numerical model reliability. At first, the
calibration is done with the 2D model. Then 2D calibration
coefficients are reused in the 3D model after a validation
step (dependent to the water depth discretization, i.e.
horizontal level number). For the calibration process five
steady state discharges ranging from 436 m’/s to 1300 m®/s
and two flood events with peak flows of 2400 m*/s and 2070
m’/s were selected. Water levels were imposed at the
downstream hydropower plant (CE) and at the other three
liquid boundaries (SY, FI and BGE).

The modelling of the turbulence was realised with a
constant viscosity of 5.10°m?/s. Calibration was focused on
the bottom coefficient, which was computed following
Strickler’s law. The model was divided into different
Strickler zones as specified in Fig. 3.

42 mt s a0mY3 s

24 miiifs

30 mY3 s

Figure 3. Strickler coefficients

The comparison of computed and measured water levels
shows a maximal error of 15cm for the steady state
conditions, however for the lowest discharge the error is less
than 5 cm. For the flood events the upstream power plant
water level during the peak flow is overrated with 15 cm,.
Nevertheless the results match the measurements fairly well
allowing to validate the numerical model. For the next step
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of the study, an average error between 5 and 15 cm has to be
taken into account.

The Strickler coefficients from the 2D calibration were
used in the 3D model, and the calibration procedure was
applied again in order to check the model behaviour in 3D. A
similar calibration quality could be reached.
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Figure 4. Calibration of steady state in 3D model

VIL

The disjunction is studied in this part. Water levels
throughout the model were calculated to improve the
knowledge about these phenomena. During the disjunction,
the model was controlled by flow boundary condition. Thus,
2 different kinds of boundary condition setups were used. On
the one hand, the initialization (normal boundary
conditions), on the other hand the disjunction (only flows).

DISJUNCTION TEST MODELLING

A. Initialization

A hydraulic model in subcritical flow is controlled by a
downstream water level, consequently a water level was
imposed on the power plant. For the initialization the
unsteady state before the disjunction took place was taken
from measurements. The model simulated a whole day prior
to the disjunction until 9:30 a.m. The simulation of these 30
hours took only 8 minutes on 32 computational cores.

At first the initialization was run with TELEMAC-2D.
The difference between the models will be explained later.
The comparison of computed and measured water levels
(AZ) for the initialization run is presented in Table II for
different locations of the model (Fig. 1).

At 9:30 a.m the water level. is close to the reality
(average AZ about 3 cm). Moreover, the headrace channel
discharge calculated at 9:30 am is about 500 m*/s, similar to
the ADCP measurements. Therefore the last time step of this
initialization was used as the first of the trigger modelling.
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TABLE II. INITIALIZATION SUMMARY
Z [m NGFO|

Measurement . . . .
Rovhopeioaalll 05:30 | 09:30 | 0830 |AZ | 09:30 |AZ
PI Seyssel 25233 | 25253 | 25247 0.14 | 252.56 | 0.02
Bridge
P2 leisure 25196 | 252.06 |252.13| 0.17 | 252.09 | 0.03
center
P> BGE 25196 | 252.03 |252.09| 0.13 | 252.04 | 0.01
upstream
P7 CA entrance | 251.94 | 252.02 | 252.04 | 0.10 | 252.01 | 0.00
P8 mi- CA 251.84 | 251.94 | 251.82 | -0.02 | 251.87 | -0.06
P9 lock 251.57 | 251.73 | 251.64| 0.07 | 251.78 | 0.05
upstream
PI3STOOmCE | »5) 54 | 25170 |251.59 | 0.05 | 25176 | 0.06
upstream
P14 CE 25159 | 251.74 | 251.67| 0.08 | 251.74 | 0.00
upstream

B. Disjunction

To start disjunction modelling, simulation was run with
TELEMAC-2D to get an idea of the results. Then a simple
3D model was run with default setup parameters in
TELEMAC-3D. The optimization of this case has been
studied in a second phase. Again only flow boundary
conditions were used (Fig. 5). Default setup parameters were
chosen for TELEMAC-2D run.

e  Strickler’s friction law with different zones as shown
in Fig. 3.

e  Constant turbulence model with a constant viscosity
of 5.10° m’/s.

e The solver was chosen by default with “solving
normal equation”.

e Shallow water equations were used in this model. A
quick sensitivity test between Saint Venant and
Boussinesq did not show any significant difference.
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Figure 5. Boundary conditions during trigger test

For the TELEMAC-3D run, parameters were chosen
similarly. Additional key-words like 2D continuation, 6

horizontal levels and no friction on lateral boundaries were
added to the 3D model.
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The time step (At) has been calculated according to
Courant number C,. This number must be less than 1 for
rapidly changing flows.

2)

C,=C.2E<c1=—=At<14s
Ax Ax=15m

Consequently, At = 1s.

Both simulations (2D and 3D) were run with
continuation on 2D or 3D initialization. Results were
extracted at different locations; the study mainly focused on
the upstream US sensor (6) and on the inlet of CA sensor (7).
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Figure 6. Comparison 2D vs. 3D models at upstream powerplant.

The 2D model shows attenuation of the reflected waves
and underestimated amplitude. The first wave peak is
perfectly reached by the 2D model; the 3D model is also
close even if there is a Az of 5 cm. Generally the 3D model
reproduces the waves better than 2D model. Amplitude and
frequency of the model results are almost in line with the
measured signal. The amplitude of the reflected wave is
quite acceptable even if the model results show a small
attenuation; this could be improved with an optimization
program.
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Figure 7. Comparison 2D vs. 3D models at inlet of headrace channel.

The 2D model shows instabilities on the secondary
waves (see the zoomed detail in Fig. 7). Some oscillations
appear overlaying the general curve, but they might be
linked to numerical instability. The primary wave is well
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simulated by the 3D model. Afterwards a specific study is
performed on the representation of secondary waves.

VIII. OPTIMISATION PROGRAM (1)

A. Key-words effect

A large optimization program is set up to improve the
representation of the disjunction wave and to mitigate the
difference between simulation and measurements. This
program is based on different key words available with
TELEMAC-3D:

e  Number of horizontal levels: 6 to 10;

e Horizontal levels position: equidistant or close to
free surface;

e  Modelling continuation: 2D or 3D;
e Non-hydrostatic or hydrostatic version;

e Horizontal and vertical turbulence model: constant
viscosity, mixing length, Smagorinsky, K-Epsilon,
K-Omega;

e Solvers.

Most of the tests are displayed on Fig. 8 and Fig. 9. Not
all the tests performed with the different solvers are shown,
because the results are almost the same.
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Figure 8. CE upstream models comparison
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Figure 9. Inlet of headrace channel models comparison.
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From the analysis shown in Fig. 8 some configurations
could be dismissed:

e Particular level distribution is not appropriate to this
test;

e  Friction on lateral boundaries has no influence on
the free surface level.

Further investigations:
e 3D continuation with restart file (equations solved at
last time step);

e Non-hydrostatic version (starting hypothesis);

e Horizontal turbulence model: constant viscosity
(5.107° m%/s);

e Vertical turbulence model: mixing length;

e Steering word “Velocity profiles” at the discharge
boundaries were calculated considering the water
height.

At the inlet of the headrace channel, only the primary
waves could be calculated by TELEMAC-3D: it should be
necessary to find an alternative set of parameters to
investigate this phenomenon.

B. Key-words coupling

These selected key words are gathered in one simulation.
A quick test showed that considering only 6 horizontal levels
was enough for this trigger test. Besides boundary conditions
were modified and shifted to +10 minutes, because records
gave average on last 10 minutes. The values of coefficient
diffusion for velocity and depth were fixed to 1 in
accordance with the calibration done on v5p9 version.
Moreover, free surface gradient compatibility was reduced to
0.9 to avoid instabilities.

A new simulation was run with TELEMAC-3D
considering the mentioned key-words concerning coupling
and boundary conditions. The 2D model was also modified
with the same key-words matching on TELEMAC-2D.
Results were matching very well with the measurements as
shown on Fig. 10 and Fig. 11.
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Figure 10. Comparison 2D vs. 3D optimized models at upstream of
power plant
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Figure 11. Comparison 2D vs. 3D models at inlet of headrace channel.

Due to optimization steps, the primary wave upstream of
the plant is very well represented. Indeed, the period of the
signal is correctly calculated for three oscillations visible in
the Fig. 11 and the difference in the maximum amplitude is
about 2 cm. The curves of 2D and 3D models overlap. The
optimized 2D modelling converges to the same results as the
3D model. However, the results provided by TELEMAC-3D
take the non-hydrostatic pressure distribution in the vertical
axis into account; the model should in theory represent these
secondary waves. The optimization of the 3D model must be
continued in order to obtain these secondary waves.

IX. OPTIMISATION PROGRAM (2)

Besides the coefficients of velocity and water level
diffusion imposed by the version and used for the calibration
of the model, a refined mesh could be an alternative solution
to get a better hydraulic behaviour. The alternative meshes
were:

e Mesh modified at Ax= 5m and At= 0.5s with
588,378 nodes and 4,238,535 elements;

e  Mesh modified at Ax =1 m all along CA, as for the
remaining area Ax=15m and At= 0.1 s and At=
0.01s with 5,676,066 nodes and 28,197,810
elements.

Figure 12. 3D models alternative meshed at inlet of headrace channel.

Only a refined mesh at 1 m with At=0.01 s led to better
results concerning Favre’s waves modelling (Fig. 13).
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Indeed the frequency of the secondary waves is now visible
in the 3D model results. However, the amplitude is not
reached by this last run. A difference of about 50 cm
occurred between the computed and measured peak
amplitude.
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Figure 13. Best 3D Favre’s waves representation at inlet of
headrace channel.

X.  CONCLUSION

The primary wave phenomenon is perfectly calculated by
2D and 3D models (with 6 horizontal plans only). However,
the secondary wave phenomena could only be covered with
an extremely refined mesh. This led to huge computing time.
For 30 min simulation time with a time step of 0.1 s using 32
computational cores the server required 96 h and about 500 h
with a time step of 0.01 s for the most refined model.
Another future optimization is to refine the discretization of
the water column by increasing the number of horizontal
planes. Computation times observed here are probably
incompatible with the engineering constraints. CNR wants to
study the possibility of HPC (High Performance Computing)
in the coming months.

Improved knowledge of waves disjunction, including
secondary waves, on facilities of the Rhone valley is crucial
for CNR to secure the safety for people and facilities.
Farmers do not want to take responsibility for the real tests
for trigger at high discharge. Also, the real tests mobilize a
lot of resources and people. The numerical approach is a
suitable way for the study of these phenomena in current
operations. Today, as shown in Fig. 13, the calculations 1D-
2D-3D do not supply conservative results. It would be
promising to continue the study with further model
configurations on Chautagne or with an alternative geometry
of headrace channel (other development scheme on the
Rhone River).
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Abstract—Wave and hydrodynamics modelling in coastal areas
is nowadays an indispensable tool for both research and
engineering/environmental design. The selection among the
various available models is equally essential and should be
done cautiously, taking into consideration both the models’
capabilities and the actual modelling needs. In the above
context, results of ongoing research on the comparison
between TELEMAC and MIKE21 are presented in this work.
The test study area is located near the Port of Brindisi in South
Italy. TELEMAC simulations were performed using
TOMAWAC for wave propagation and TELEMAC-2D for the
hydrodynamics; MIKE21 simulations were performed using
the MIKE21-SW and MIKE21-HD modules respectively.
Model output is compared on the basis of wave/current fields
and wave propagation along linear trajectories from the
offshore to the shoreline; analysis shows an overall satisfactory
agreement between the two models.

I. INTRODUCTION

Accurate predictions of wave climate, current patterns
and sea level variations are essential for a wide range of
research and operational applications, as they govern
sediment and pollutant transport, coastal morphology
evolution and interactions with structures in the coastal field.
Accordingly, numerical models that can serve the above
purposes have become the main tool for researchers,
engineers and policy planners around the world. The range
of available models is wide; the selection of the most
suitable for each application should be based on models’
evaluation with regard to the case-specific modelling needs.

In the present work, the open-source TELEMAC suite is
compared with the well-known MIKE21 commercial
software (developed by DHI Group) in a fundamental wave
and hydrodynamics modelling application. The study area is
located near the Port of Brindisi in South Italy; the models
used are briefly described, as are the steps of their setup for
the final applications. Results are compared on the basis of
wave/current fields and wave propagation along linear
trajectories from the offshore to the shoreline. Analysis
shows an overall satisfactory agreement between the two
models and is deemed to provide a useful insight on their
comparative evaluation, setting the basis for future work in
this direction.
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II. MATERIALS AND METHODS

A. Grid Generation

Blue Kenue is a data preparation, analysis, and
visualization tool for hydraulic modellers developed by the
Canadian Hydraulics Centre (National Research Council). In
the present work it was used to create the variable-density
triangular mesh of the study area. The respective work for
MIKE21 was done using MIKE Zero, the DHI tool for
managing MIKE projects.

The bathymetric and shoreline data of the wider study
area resulted from the digitization of nautical charts acquired
from the Italian National Hydrographic Military Service
(“Istituto Idrografico della Marina Militare™).

B. Wave Propagation

Wave propagation with TELEMAC was modelled using
TOMAWAC. By means of a finite-element type method,
TOMAWAC solves a simplified equation for the spectro-
angular density of wave action. The physical processes
modelled comprise [1]: (a) energy source/dissipation
processes (wind driven interactions with atmosphere,
dissipation through wave breaking / whitecapping / wave-
blocking due to strong opposing currents, bottom friction-
induced dissipation), (b) non-linear energy transfer
conservative processes (resonant quadruplet interactions,
triad interactions), and (c) wave propagation-related
processes (wave propagation due to the wave group / current
velocity,  depth-/current-induced  refraction, shoaling,
interactions with unsteady currents).

Wave propagation with MIKE21 was modelled using
MIKE21-SW. MIKE 21-SW is a third generation spectral
wind-wave model that simulates the growth, decay and
transformation of wind-generated waves and swells. The
discretisation of the governing equation in geographical and
spectral space is performed using a cell-centred finite
volume method, while in the geographical domain is
discretized by unstructured triangular meshes [2]. MIKE-SW
models the same physical processes as TOMAWAC,
offering however less options for their parametrization.
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C. Hydrodynamics

Hydrodynamics with TELEMAC were modelled using
TELEMAC-2D. TELEMAC-2D solves the Saint-Venant
equations using the finite-element or finite-volume method,
and is able to perform simulations for both transient and
permanent conditions [3]. Due to its capabilities, the model
is widely used in free-surface maritime and river hydraulics;
in the present work, the objective was to test the simulation
of wave-current interactions through its direct coupling with
TOMAWAC.

Hydrodynamics with MIKE21 were modelled using
MIKE21-HD. MIKE21-HD simulates unsteady flow taking
into account density variations, bathymetry and external
forcings; it is based on the numerical solution of the two-
dimensional incompressible Reynolds averaged Navier-
Stokes equations, subject to the assumptions of Boussinesq
and of hydrostatic pressure. The spatial discretisation of the
primitive equations is performed using a cell-centred finite
volume method [4]. As mentioned in the previous section for
TOMAWAC and MIKE21-SW, MIKE21-HD also offers
less parametrization options than TELEMAC-2D.

III. MODEL SETUP

A. Study area

The study area is located northwest of the city and port of
Brindisi (Puglia region, South Italy). The selected
rectangular outline of the test field for the model
applications, also shown in Fig. 1, measures about 21km in
the longshore and 8km in the cross-shore direction.

B. Grid Generation

The triangular mesh in Blue Kenue was created defining
two density zones: the one below 10m of depth where the
“default edge length” was set to 20m, and the rest of the field
where the respective value was set to 250m. The “edge
growth ratio” parameter that governs the transition between
the two in the meshing algorithm was set to 1.2. The resulted
mesh, presented in Figure 2a, consists of 55,521 nodes
forming 109,490 elements. The same approach was followed
using MIKE Zero as well, with the two density zones
divided by the 10m depth isoline. However, due to the fact
that in MIKE Zero the generation of mesh elements is based
on element area rather than “edge length” (as in Blue
Kenue), repetitive testing resulted to a mesh of 61,861 nodes
forming 122,110 elements (see Fig. 2b) which for this case
was considered satisfactory. The effect of the mesh
differences on the results will be the subject of future
evaluation.

C. Coupled Wave and Hydrodynamics Simulations

Both TELEMAC and MIKE21 were set-up to run
coupled wave and hydrodynamics simulations through the
direct coupling of TOMAWAC - TELEMAC-2D and
MIKE21-SW — MIKE21-HD respectively. Based on
previous analysis of the wave regime for the wider area
(wave data from the buoy of Monopoli, part of the Italian
wave metric network “RON” [5, 6]), the test simulation in
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Figure 1. Wider study area and outline of the test field for the model
applications (base images from Google Earth; privately processed).
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Figure 2. Triangular mesh and bathymetry for the test field as resulted
from: (a) Blue Kenue and (b) MIKE Zero.

this work was selected to run for an extreme NE wave of
significant wave height H;=4m and peak period 7,=8sec
imposed to the upper field boundary (see Fig. 2).

For the TOMAWAC — TELEMAC-2D simulation, the
keywords that were modified in the steering files of the
models are presented in Tables I and II respectively. For the
MIKE21-SW — MIKE21-HD simulation, basic model
parameters are presented in Table III.
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TABLE L MODIFIED KEYWORDS IN TOMAWAC
Keyword Value
TIME STEP 6
NUMBER OF TIME STEPS 450
TYPE OF BOUNDARY DIRECTIONAL SPECTRUM | 6
BOUNDARY SIGNIFICANT WAVE HEIGHT 4
BOUNDARY PEAK FREQUENCY 0.125
MINIMAL FREQUENCY 0.067
NUMBER OF FREQUENCIES 16
BOUNDARY MAIN DIRECTION 225
BOUNDARY DIRECTIONAL SPREAD 5
NUMBER OF DIRECTIONS 16
CONSIDERATION OF SOURCE TERMS TRUE
DEPTH-INDUCED BREAKING DISSIPATION 1
TABLE IL MODIFIED KEYWORDS IN TELEMAC-2D
Keyword Value
TIME STEP 3
NUMBER OF TIME STEPS 900
COUPLING WITH TOMAWAC
COUPLING PERIOD FOR TOMAWAC 2

SOLVER

1 (conjugate gradient)

TREATMENT OF THE LINEAR SYSTEM

2 (wave equation)

WAVE DRIVEN CURRENTS TRUE
TABLE III. MODEL PARAMETERS IN MIKE21-SW AND MIKE21-HD

Keyword Value
Duration time [s] 2700

Wave

Mode 2
EQUATION / Formulation 2
EQUATION / Time Formulation 2
SPECTRAL / Type of frequency discretization 2
SPECTRAL / Number of frequencies 15
SPECTRAL / Minimum frequency 0.067
SPECTRAL / Frequency factor 1.1
SPECTRAL / Type of directional discretization 1
SPECTRAL / Number of directions 16
BOUNDARY CONDITIONS / Type 4
BOUNDARY CONDITIONS / Wave Height 4
BOUNDARY CONDITIONS / Peak period 8
BOUNDARY CONDITIONS / Wave direction 45
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Keyword Value

BOUNDARY CONDITIONS / Directional 5
spread

WAVE BREAKING / Type 1
WAVE BREAKING / Type of gamma 1
WAVE BREAKING / Alpha 1

Hydrodynamics

EQUATION / Formulation 2
EQUATION / Time Formulation 2
RADIATION STRESSES / Type 2
SOLUTION / Scheme of time integration 1
SOLUTION / Scheme of space discretization 1
SOLUTION / Type of entropy fix 1
SOLUTION / CFL critical HD 0.8
SOLUTION / CFL critical AD 0.8

a. The difference form the respective value in Table I is explained by the different definition of
frequency distribution in TOMAWAC and MIKE-SW [1, 2].

IV. RESULTS AND DISCUSSION

Fig. 3a shows the wave height distribution and wave
direction vectors over the entire field, as resulted from the
coupled TOMAWAC — TELEMAC-2D run; Fig. 3b shows a
detail of these results for a particular area of interest. The
respective results of the coupled MIKE21-SW — MIKE21-
HD run are presented in Figs. 4a and 4b. Model estimates are
quite close for both wave height magnitude and distribution,
focusing especially in the surf zone. The difference depicted
in MIKE21 results (Fig. 4) for the onshore propagating
waves is in fact not significant; all the values exceeding 4m
in this area are below 4.1m, while the respective ones for
TOMAWAC (Fig. 3) are only slightly smaller than 4m.
Local peaks of wave height close to the breaker line reach
~4.2m in both models’ results.

Fig. 6a shows the current speed distribution and current
direction vectors over the entire field, as resulted from the
coupled TOMAWAC — TELEMAC-2D run; Fig. 6b shows a
detail of these results for the particular area of interest (same
as in Figs. 3b and 4b). The respective results of the coupled
MIKE21-SW — MIKE21-HD run are presented in Figs. 5a
and 5b. In Figs. 5 and 6 insignificant current direction
vectors (for speeds lower than 0.1 m/s) were omitted to
enhance figures’ clarity. Current circulation patterns and
magnitude agree satisfactorily between model runs, with the
prevailing longshore current (E-SE to W-NW direction)
affected by shoreline morphology and local bathymetry.
Current speed peaks appear in the same areas in both Figs. 5
and 6, approaching 2.5m/sec for the TOMAWAC -
TELEMAC-2D run and reaching 2.8m/sec for the MIKE21-
SW — MIKE21-HD run.
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Figure 3.  Wave height distribution and wave direction vectors as resulted
from the coupled TOMAWAC — TELEMAC-2D run: (a) over the entire
field and (b) for a particular area of interest. Wave height evolution along
the line trajectories depicted in the upper figure, is presented in Fig. 7.

Figs. 7a and 7b show wave height evolution results of
both the coupled TOMAWAC - TELEMAC-2D and
MIKE21-SW — MIKE21-HD runs, along two linear
trajectories from the offshore field boundary to the shoreline.
Wave height profiles for Trajectory 2 (Fig. 7b) practically
overlap inside the surf zone, with minor differences for the
onshore-propagating wave behind the breaker line (located at
~5800m along the trajectory). On the other hand, results for
Trajectory 1 (Fig. 7a) show differences regarding wave
breaking and height evolution inside the surf zone. As the
underlying theory is similar in both models, these can be
attributed to differences in the triangular meshes (see Section
III.LB) and local anomalies in nearshore water depth
interpolation (also affected by mesh properties). The
aforementioned issues are undoubtedly among the ones to be
further investigated in future research.
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Figure 4. Wave height distribution and wave direction vectors as resulted

from the coupled MIKE21-SW — MIKE21-HD run: (a) over the entire field
and (b) for a particular area of interest.
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resulted from the coupled MIKE21-SW — MIKE21-HD run: (a) over the
entire field and (b) for a particular area of interest.
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Figure 6. Current speed distribution and current direction vectors as
resulted from the coupled TOMAWAC — TELEMAC-2D run: (a) over the
entire field and (b) for a particular area of interest.

V.  CONCLUSIONS

The present work was the first authors’ step towards a
comprehensive comparison of TELEMAC and MIKE21 on
wave and hydrodynamics modelling. The results of the
fundamental applications presented above show a
satisfactory agreement between the two models. Having
overcome some of the main obstacles in model setup,
ongoing research comprises the investigation of the effect of
all the wave- and current- related processes — modelled by
TELEMAC and MIKE21 — on wave-current interaction. In
future work, focus will be also given to identifying and
implementing methods of analytical comparison of the
models’ results.
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Wave height evolution from the offshore field
boundary to the shoreline - Trajectory 1
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Figure 7. Wave height evolution along two linear trajectories from the
offshore field boundary to the shoreline (see Fig. 3, (a) = Trajectory 1 and
(b) = Trajectory 2), as resulted from both the coupled TOMAWAC —
TELEMAC-2D and MIKE21-SW — MIKE21-HD runs.
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Abstract—This paper describes the development and
calibration of a two-dimensional hydrodynamic model of the
port of Terneuzen. The model is calibrated using a cost
function against a combination of water level, discharge and
ADCP data. The calibrated model is used to calculate flow
fields for the ship manoeuvring simulator of Flanders
Hydraulics Research (FHR). The use of an unstructured grid
allows for local grid refinement in the study area.

L INTRODUCTION

The lock complex at the port of Terneuzen provides
access from the Western Scheldt to the port of Ghent located
in Belgium (via the canal of Ghent — Terneuzen). Each year,
about 10.000 seagoing vessels, 50.000 inland vessels, and
about 3.000 pleasure crafts pass the locks.

The ship manoeuvring simulator of FHR consists of a
mathematical model that calculates the effect of different
forces on a sailing vessel, and a navigation bridge from
where the pilot can see how the vessel behaves and can steer
it. It is possible to simulate different types of vessels, tugboat
assistance, movement of other ships, etc. The ship
manoeuvring simulator is used for training purposes for river
pilots and for research on the feasibility of an extension of
the lock complex. The numerical model is used to calculate
accurate velocity maps with a high spatial resolution, which
are provided as flow fields for the simulator.

Before setting up the TELEMAC model presented here,
the best hydrodynamic model for the port of Terneuzen was
the NEVLA model [1], [2], which includes the entire Scheldt
estuary in a curvilinear grid. The grid resolution of the
NEVLA model is 130 x 50 m near Terneuzen, which is too
coarse for a meaningful application of the model results in
the ship simulator. The use of an unstructured grid allows for
local grid refinement in the study area, which is necessary to
take the complex geometry of the study area into account
(e.g. accurate representation of the quay walls).

II. THE NUMERICAL MODEL

A. Model grid

A 2D model for this project is developed in the
TELEMAC software, which is based on the finite element
method. The model domain is discretised into an

unstructured grid of triangular elements and it is locally
refined in the study area.

Google Earth and Blue Kenue [3] were used to define the
outline of the model. Afterwards, the triangular
computational mesh was generated in the Blue Kenue
software. The model domain is shown in Fig. 1. The
downstream boundary of the TELEMAC model is located at
Vlissingen; the wupstream boundary is located at
Liefkenshoek.

The final grid has a resolution of 100 m at the model
boundaries, 50 m in the area around the port of Terneuzen and
10 m at Terneuzen (Fig. 2). The total number of nodes in the
grid is 95.105 and the total number of the elements is 186.877.

o Sint-Niklaas

Figure 1. Numerical model domain

Figure 2. A detail of the mesh for the port of Terneuzen
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B. Bathymetry

The bathymetry of the Western Scheldt and Lower Sea
Scheldt is defined based on the samples from 2011 provided
by Rijkswaterstaat and Flemish Hydrography respectively.
Bathymetry for the port of Terneuzen and its surroundings is
taken from the Scheldt ECS server (data for 2010 — 2012).
TAW (Tweede Algemene Waterpassing, the standard
vertical reference in Belgium) is used as a vertical reference.

The bathymetric samples are not available for a number
of relatively small areas located far from the area of interest
(e.g., port of Hansweert and Vlissingen). The bathymetry for
these areas was defined based on the maps of Flemish
Hydrography (2011).

C. Boundary conditions

The boundary conditions for the TELEMAC model in
this study are generated by nesting the model in the NEVLA
model. A 10 minute time series of total discharge at
Vlissingen is imposed at the downstream boundary and a 10
minute time series of water level at Liefkenshoek is
imposed at the upstream boundary.

D. Simulation period

Based on the tidal conditions during which ADCP and
discharge measurements are available (see further), the
model is run from 28/07/2009 00:00 to 28/08/2009 00:00.

III.

Measured water levels are available in 9 different stations
(location in Fig. 3). 10 minute time series of water level were
retrieved from the Hydro Meteo Centrum Zeeland database
(HMCZ) for the stations on the Dutch territory and from
Hydrologisch Informatie Centrum (HIC) for station
Liefkenshoek in Belgium.

AVAILABLE MEASUREMENT DATA

Six different ADCP measurement campaigns are
available (Table I and Fig. 3). During such a measurement
campaign, a ship-mounted ADCP measures continuously
during one tidal cycle, while the ship follows a fixed transect
across the river. The resulting dataset consists of velocity
vectors distributed over the transect and over the water
depth, during one tidal cycle. Four of these datasets are used
for the model calibration, two are used for the model
validation.

TABLE I. ADCP MEASUREMENTS USED FOR THE MODEL CALIBRATION

Measurement Date Corll;(il(:?ii)ns Used for
R7 Everingen 04/06/2008 spring tide | calibration
Terneuzen port 21/03/2007 spring tide | calibration

Waarde 23/03/2006 neap tide calibration

Waarde 28/09/2006 average tide | calibration
R7 Everingen 05/07/2011 spring tide | validation
R7 Terneuzen 06/07/2011 average tide | validation

Discharge data are obtained by integration of ADCP data
over the cross section, and are available for 15 cross sections
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in the Western Scheldt. Discharge data are used during the
model calibration.

- water level stations
— ADCP transects

Hansweert

Waarde
Schaar van de Noord

Walsoorden

Overloop van Baalhoek
Hansweert

R7 Terneuzen %
Terneuzen
port of Terneuzen

Liefkenshoek,

Figure 3. Available measurement data

IV. MODEL CALIBRATION

A. Methodology

The main objective of the model calibration is to
optimize the representation of the flow velocity in the port of
Terneuzen. Bed roughness and velocity diffusivity are used
as calibration parameters. The results of model simulations
are compared with measured water levels, velocities and
discharges.

Comparison between modelled and measured water
levels is done by comparing the time series, the individual
high and low waters, and the harmonic components obtained
from a harmonic analysis.

For ADCP measurements and discharge data,
comparison with the model results is done for a selected
modelled tide that is comparable to the tidal conditions
during the measurements (Table I). Working with
comparable tides means that differences between the
calculated and measured velocities and fluxes are expected
when the agreement between the measured and modelled
tides is not sufficient. Differences between the model
bathymetry and the actual bathymetry during the
measurements can be another reason for the differences in
discharges.

B. Cost function

In order to select the best calibration run, a cost function
(1) is calculated for each simulation. The cost function is
intended to get one value that represents model performance.
The factors in the cost function are defined in such a way
that a lower value represents better model performance. The
cost function is made dimensionless in relation to a reference
run, so a value lower than 1 indicates an improvement over
that reference run [2]. The model run with the best accuracy
has the lowest score.

Factor;

Cost =Y, * Weight,; (1)

FaCtori,ref

Several parameters are selected as factors for the
calculation of the cost function (Table II).
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TABLE II. FACTORS FOR THE CALCULATION OF THE COST FUNCTION

Factor Weight

7%
7%
7%
7%
8%
8%
8%
8%
8%
8%
8%
8%
8%

RMSE water level time series
RMSE high waters
RMSE low waters

Vector difference”

28%

Total
weight for

WL

RMSE velocity magnitude R7 Everingen

RMSE velocity direction R7 Everingen

RMSE velocity magnitude Terneuzen port

RMSE velocity direction Terneuzen port
RMSE velocity magnitude Waarde 23/03/2006
RMSE velocity direction Waarde 23/03/2006
RMSE velocity magnitude Waarde 28/09/2006
RMSE velocity direction Waarde 28/09/2006
RMSE discharge

Total weight for velocities and
discharges = 72%

Sum 100%

a. Vector difference combines the evaluation of both amplitude and phase between the observed
and modeled tidal components.

In the cost function more weight is given to velocities
than to water levels because the main objective of this
project is to improve the model accuracy for the flow
velocities.

C. Results

In order to improve the representation of water levels, the
upstream boundary condition was corrected by subtracting 6
cm from the water level at Liefkenshoek calculated in the
NEVLA model. The model was further calibrated by varying
the roughness and diffusivity parameters. The adaptation of
the bed roughness resulted in an improvement of the M2
amplitude.

Run simTZ 44 produces the best results. A varying
roughness field (0.023 m™”s in the downstream part of the
model and 0.021 m™s upstream) and a velocity diffusivity
of 2 m%s are used in this simulation.

V. QUALITY ASSESSMENT OF THE FINAL MODEL

This paragraph gives a quantitative assessment of the
performance of model run simTZ_44 during the calibration.

A. Water levels

The RMSE (root mean square error) of high, low waters
and complete water level time series is about 10 cm for most
stations. The RMSE of high and low water phase is smaller
than 10 min.

The M2 harmonic component has the highest amplitude
in the zone of interest, implying that the tidal amplitude will
depend to a large extent on the amplitude of M2. The
difference between the calculated and measured M2
amplitude is very small (1 to 2 cm) at most stations (Fig. 4).
The biggest difference (4 cm) is observed at Borssele and
Terneuzen. These stations are located in the downstream part
of the model near the discharge boundary. The difference in
the M2 phase is 3 degrees at Liefkenshoek and 1 to 2 degrees
at other stations (Fig. 5).
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B. ADCP velocities

An example of the plot of time series of the measured
and modeled velocities at Everingen is shown in Fig. 6. Each
point on this plot represents a depth-averaged velocity
magnitude or direction for a certain transect measured with
ADCEP or calculated in the model. Fig. 7 presents a vector
plot of the modeled and measured velocities for one of the
transects in the port of Terneuzen.

The absolute value of bias of the velocity magnitude at
Everingen is smaller than 10 cm/s for most transects. The
RMSE of velocity magnitude varies between 7 and 20 cm/s
over a tidal cycle. The total RMSE for all transects is 16
cm/s. The RMSE of velocity direction is smaller than 20
degrees for most transects. It is maximal during slack.

The bias of the velocity magnitude at Terneuzen varies
between -9 and 11 cm/s. The total RMSE of velocity
magnitude is 11 cm/s. The RMSE of velocity direction
changes from 13 to more than 100 degrees (in the beginning
of flood). The model accuracy for the velocity direction is
good when the velocity magnitude is high. It worsens in the
areas where velocity magnitude is very small. This results in
an increase of the RMSE value of the entire transect.

M2 amplitude
29-Jul-2009 -- 28-Aug-2009
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Figure 4. M2 amplitude
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Figure 5. M2 phase

The modelled velocities at Waarde are slightly
underestimated in the model for most transects. The total
RMSE of velocity magnitude is 14 cm/s; the total RMSE of
velocity direction is 32 degrees. During ebb and in the
beginning of flood this RMSE increases up to 40 to 60
degrees. This is related to uncertainties in the ADCP
measurements.

C. Discharges

The shape of the discharges is well represented in the
model for most cross sections. The RMSE of the discharge
time series is 4 to 13% of the maximum discharge at a
certain location. An example of the measured and calculated
discharge time series is shown in Fig. 8 for R7 Pas van
Terneuzen. The model results and measurements are
analysed for the comparable tides.

Model Telemac 2D (Run simTZ44) (24/08/2009 08:30 - 24/08/2009 21:30)

Measurement Everingen (04/06/2008 05:58 - 04/06/2008 19:01)
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Figure 6. Time series of the measured and modeled velocity magnitude
and direction at R7 Everingen
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Model Telemac 2D (Run simTZ44)| Time= 23-Aug-2009 02:50:00
Measurement Terneuzen | Time= 21-Mar-2007 14:53:57
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Figure 7. Vector plot of the modeled and measured velocities at
Terneuzen (white circle on the figure shows the location of the first
measurement (0 m))
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Figure 8. Measured and modeled discharges at R7 Pas van Terneuzen
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For verification purposes, an independent set of ADCP
measurements that were not used for the model calibration
is used. The measurement campaigns are listed in Table I.

MODEL VALIDATION

The model performance during the validation period is
comparable with the performance during the calibration.
The absolute value of bias of the velocity magnitude at
Everingen is smaller than 10 cm/s for most transects. The
total RMSE of velocity magnitude is 14 cm/s. The RMSE of
velocity direction is smaller than 20 degrees for most
transects. It increases around slack. The total RMSE for all
transects is 24 degrees.

The flow velocities at R7 Terneuzen are underestimated
in the model during ebb (the bias varies between -1 and -16
cm/s). The model accuracy is better during flood. The total
RMSE for all transects is 18 cm/s. The RMSE of velocity
direction is 35 degrees. The maximum differences are
observed around slack.

VII. APPLICATION OF THE FLOW FIELDS IN THE SHIP

SIMULATOR

A. Export of the modelled velocity maps

The calibrated model was used to calculate the velocity
maps for the ship simulator of FHR. The model maps were
calculated every 10 min from 25/08/2009 16:00 to
26/08/2009 8:00 (spring tide).

Since a 2D model was used for this study, no depth
averaging was implemented. The modeled velocities were
exported only for the points with a water depth larger than 1
m. For the points with a smaller depth, velocities were set to
NaN (not a number).

B. Research in the simulator

The modelled velocity fields are used in the ship
manoeuvring simulator of FHR for the training of canal
pilots and for testing specific proposals for the design of
new infrastructure (e.g. new sea lock in Terneuzen). This
lock will improve the access for seagoing vessels to the
ports of Ghent and Terneuzen and will ensure a smooth
transit of inland vessels between the Netherlands, Belgium
and France [4].

Qualified pilots can assess whether a new design does
not hinder navigation so that the limits for safe traffic can be
defined (e.g. the maximum dimensions of the vessels calling
at a port, the maximum allowed wind or current on entry,
what action to take by poor visibility etc.) [5].

It is also possible to examine if new nautical procedures
and auxiliary resources improve safety (e.g. use of tugboats,
moving of buoys etc.) [5].

It is possible to simulate sailing into and out of the lock,
assistance of tug boats, different weather conditions,
interaction with other vessels etc. The evaluation of
simulations is based on the recorded trajectory, the values of
important parameters during the simulation and the
reactions of the pilots after the simulations [6].
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The following documents are used for the evaluation of
simulation results:

e Sailing course plots that describe the trajectory of
the simulated ship (including an indication of the
positions where a contact occurred between the
ship and a hard structure).

e Summary graphs with information about the ship
parameters and the use of tugboats etc.) [6].

The view of the port of Terneuzen in the ship
manoeuvring simulator is shown in Fig. 9. An example of
the sailing course plot is presented in Fig. 10. It shows
positions of the simulated ship and tug boats every 60
seconds.

The simulator can be used for the training of river pilots.
They can sail into locks and carry out anchoring
manoeuvres; approach various jetties and moor to these;
learn to work with tugboats; etc. The position, velocity
components and forces acting upon the vessel during
simulation runs can be saved and can thereafter be used for
further analysis [5].

VIII. CONCLUSIONS

A TELEMAC model was developed for the port of
Terneuzen. After calibration and validation it was used to
calculate velocity fields for the ship simulator of FHR. The
TELEMAC model was successfully integrated into the
existing software of FHR for the statistical analysis during
calibration and validation. This model was calibrated based
on the available water levels, velocity and discharge
measurements.

The model accuracy for high and low waters and
harmonic components of the tidal wave was improved
during the calibration process. Discharges are well
represented in the model at most locations. For the model
calibration the calculated velocities were compared with the
ADCP measurements at R7 Everingen, port of Terneuzen
and Waarde.

View of the port of Terneuzen in the ship manoeuvring
simulator

Figure 9.
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The ADCP measurements from 2011 at R7 Everingen
and R7 Terneuzen were used for the model validation. The
RMSE of velocity magnitude is 14 cm/s at Everingen and
18 cm/s at R7 Terneuzen.

The modeled velocity fields will be applied in the ship
manoeuvring simulator of FHR for the training of river
pilots and for testing specific proposals for the design of
new infrastructure.
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Figure 10. Sailing course plot: vessel entering the port of Terneuzen

The model accuracy is good at all three locations. The
RMSE varies between 11 cm/s at the port of Terneuzen and
16 cm/s at Everingen.
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Abstract—Application of marine currents for electricity
generation could offer a distinct advantage over other
renewable energy sources due to the regular and predictable
nature of the resource. This paper details the design of a
turbines farm containing ten helicoidal turbines. With three
grids a study computing one year of simulation with the
TELEMAC-3D model coupled with the energy conversion
module was carried out. It was possible to indicate an interest
area for trial tests of modelling a turbine farm. The conversion
pattern is highly dominated by the wind-driven circulation and
for the passage of frontal systems. The configuration settled for
this study predicted an annual power output of 59,39 GWh
which is equivalent to 0.22% of the whole energetic
consumption of the Rio Grande do Sul State in 2010.

L INTRODUCTION

The continuous growth of the world population increases
the demand and competition for energy, requiring an
immense effort for making non-renewable energy sources
availability. Therefore, in addition to promoting the
development of new technologies, global policies for the
generation of renewable and clean energy are being
strgngthened. Several methods of energy conversion have
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been developed over the years, especially the turbine-based
current energy converter, which demonstrated high energy
generation capacity and is already in operation.

The technique used can be described as an underwater
wind turbine, having approximately the same principles of
function. In Brazil, there is no mapping of the coastal zones
regarding the energetic potential viable for conversion using
hydrokinetic turbines, however, recent studies have showed
two spots of high power availability off the shores of the Rio
Grande do Sul state, that can generate 3.5 MW/year of power
[1]. [2] studied the influence of hydrodynamic and
morphodynamic processes of the installation of six
hydrokinetic turbines reaching 5 GW/year annual power.

The Southern Brazilian Shelf (SBS), located between
28°S and 35°S (Fig. 1), continentally bounded with the Rio
Grande do Sul State, has a slightly rugged shoreline, which
is oriented Northeast - Southwest. The bathymetry of this
region is quite soft, with the higher slope and shelf break
located near the 180 m isobath [3]. Located near the Brazil-
Malvinas Confluence zone, this region is known for the high
spatial and temporal variability and also for the meeting of
several water masses [4]. In addition, the Southwest Atlantic
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Ocean is one of the most dynamic regions of the global
ocean [5], characterized by large thermohaline contrasts and
intense mesoscale activity [6].

The high seasonality in the wind fields [7] contributes for
dominance of Northeast (NE) winds during Summer and
Southwest (SW) winds during Winter, which drive the
coastal circulation through the SW and NE, respectively
[2,4.8].

Recently, the annual energy report of the Rio Grande do
Sul state [9] have briefly mentioned the energy from the
marine currents as a possible source for harvesting power,
which could easily enhance the Brazilian matrix of energy.
Following, the aim of this paper is to study the potential of
using energy converters (as turbine type) along the Southern
Brazilian Shelf, applying a three-dimensional model of
ocean circulation coupled with an energy model, in order to
evaluate the energy conversion and the local circulation
pattern of a converters farm.

II.  METHODOLOGY

A.  Hydrodynamic Model

The TELEMAC system, developed by the Laboratoire
National d’Hydraulique et Environnement of the Company
Eletricité¢ de France (CEDF), was used for the hydrodynamic
simulations. The TELEMAC-3D model solves the Navier
Stokes equations by considering local variations in the free
surface of the fluid, neglecting density variations in the mass
conservation equation, and considering the hydrostatic
pressure and Boussinesq approximations to solve the motion
equations. The model is based on finite element techniques
to solve the hydrodynamic equation [10] and relies on the
sigma coordinate system for the vertical discretization in
order to follow the surface and bottom boundaries [11].

A time step of 90s and a Coriolis coefficient
of -7.70 x 107 rad.s™ (latitude 32°S) were used in all the
simulations. The horizontal turbulence process was
performed using the Smagorinsky model. This closure
turbulent model is generally used in maritime domains with
larger-scale eddy phenomena, calculating the mixing
coefficient by considering the size of the mesh elements and
the velocity field [12].

The mixing length model for buoyant jets was
implemented to assess vertical turbulence processes. This
model takes into account density effects via a damping factor
that depends on the Richardson number to calculate the
vertical diffusion coefficients.

B. Energy Conversion Module

The power of the oceanic currents can be transformed, by
using converters with similar technology of wind converters,
through a submerged rotor that is forced to rotate by the fluid
surrounding it. According to [13], in a recent study of
equipments available to capture hydrokinetic energy, it was
found 76 equipments, among them, turbines in operation or
still in the early stages of research were studied.
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Figure 2. Fluxogram of the interactions between the
TELEMAC-3D and the energy module
(adapted from [2]).

The hydrodynamic simulations used in this work were
performed using TELEMAC-3D model, and the
investigations that involved the energy conversion from
currents into electrical power were performed with the
energy module [2]. This module uses the turbine standard
equation to calculate the electric power converted in watts
(W), from the incident flow velocity.

Based on the principle of energy conservation, during
each time step of the hydrodynamic model (Fig. 2) the
current velocity is calculated and transferred to the energy
conversion module that converts some part of the energy of
the currents into power through the electric power equation
(1). In the energy conversion module the current velocity is
updated to maintain the energy balance of the
TELEMAC-3D model.

According to [2,4.8], among others, the region of the
SBS presents a multidirectional and highly dynamic pattern
of circulation, which are strongly influenced by the passage
of frontal meteorological systems. Due to this pattern, in this
work the Gorlov converter will be used [14] because of its
advantages on capturing energy in multidirectional currents.

Furthermore, the helicoidal turbine of Gorlov has a
sectional area corresponding to a rectangle (h*D) and its
efficiency coefficient (1) is smaller, being equal to 0.35 [14].
Therefore, Equation (1) controls the power gained from a
helicoidal converter. Table I indicates the turbine technical
parameters used into the energy conversion module.

P(W) = 0.5.mp(h*D)v? 0



XX™ TELEMAC-MASCARET User Conference

Karlsruhe, October 16-18, 2013

o

2

"

AT o

M -

¥ b 40

A - 12

| 14

N 18
SR

; 8
388t

51174 BLA7Z 3017 si1e8  -BiRee  sLiG4 31082

Figure 3. Region of the turbines on the study area. (A) Numerical grid with high degree of refine on the interest region. (B) Converters farm with 10 helicoidal
turbines represented with 2 arrays parallel to the coast. (C) Scheme showing the interactions between the energy conversion module and the turbines.
(D) Conversion structures represented in a three dimensional shape. The depth of this site is around 18m.

C. Scenario Study

To investigate the potential for energy conversion and the
influence of the installation of energy converters in the
natural hydrodynamic processes of the SBS, three
simulations were carried out over 365 days, applying the
physical parameters established in the upcoming section. The
simulated period covers from January 1* to December 31 of
a climatologic year.

One simulation was conducted wusing only the
hydrodynamic processes. After indicating the interesting
areas, another mesh was created with ten turbines (Fig. 3.a).

The farm grid direction (Fig.3.b) was idealized to be
parallel to the coast, with 200 m of distance between each
turbine on x and y directions. Due to computational
limitations the best shape for a turbine was with 4 nodes
(Fig. 3.c), with 10 m distance between each node.

The conversion model interacts with the turbine,
acquiring the velocity at the node (red bullet at Fig. 3.c), this
velocity is converted into power and the loss of kinetic
energy is released on the turbine node, represented for the
yellow bullets.

In order to improve this scenario, the energy sink for
conversion was implemented for two simulations with the
farm grid (according to the interactions above). One
simulation was without the conversion structures and another
simulation contained the three-dimensional physical
structure of the turbines (Fig. 3.d), where the turbine nodes
depth was changed in the FORTRAN source code.

D. Initial and Boundary Conditions

In order to study the tendency of power generation and
the understanding of the processes occurring within a farm
of turbines, for this study we used climatology data to
impose the initial and boundary conditions. This data was
created from long scale data base from the Brazilian
National Water Agency (ANA), the Ocean Circulation and
Climate Advanced Modeling Project (OCCAM) and also
from Reanalysis  (National = Oceanic  Atmospheric
Administration - NOAA).
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The climatological changes were performed through a
monthly mean of temporal data series of discharge since
January of 1940 until December 2006. The OCCAM data
were treated from 1990 to 2004 for the velocity components,
temperature, salinity and sea surface height. The wind and
air temperature fields from Reanalysis were gathered from
1948 to 2012 [15].

The oceanic boundary was forced by the astronomical
tides, water levels, current velocity, salinity and temperature
fields (Fig. 1.b.). Along the surface boundary, the temporal
and spatial variability of the winds and air temperature were
prescribed. The air temperature data along the ocean's
surface have also been used in order to consider the process
of heat exchange with the atmosphere in the model
calculations.

The numerical model was initialized from the rest and
with an initial elevation of 0.50 m, the approximate average
tide in the region [16]. Along the oceanic border the
amplitude and phase data were also prescribed, through the
calculation by the Grenoble Model FES95.2 (Finite Element
Solution v. 95.6).

TABLE L TURBINE TECHNICAL PARAMETERS
Start-in Speed 0.2 ms"
Cut-in Speed 1.5ms"
Nominal Power 170 kW
Turbine Height 14 m
Turbine Ray 10 m
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E. Calibration and Validation
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Figure 4. A) Average current velocity (m/s) during the whole period of
simulation. In detail, the southern region in the red-dashed area, and the
northern region in the black-dashed area.

Reference [17] presented results for calibration and
validation of the two-dimensional model in the Patos Lagoon
estuary. Subsequently, one can find in references [2,8] that a
set of simulations for the calibration and validation of the
three-dimensional numerical model along the area covered
by the Patos Lagoon and the adjacent coastal region has been
done. The results of these calibration and validation tests
indicated that the TELEMAC-3D model can be used for
studies on the SBS with an acceptable degree of accuracy.
As a result of these studies of calibration and validation,
values of a number of physical parameters (such as wind
influence coefficient, friction coefficient and turbulence
models) were used to conduct this study.

III.  RESULTS

The hydrodynamic conditions of this region are
characterized by the clash of different water masses. In these
regions the average velocity of the current (Fig 4) was

analyzed, and mean values reaching extremes of 0.4 m.s™ in
these two highlighted regions were observed.

This mean value is associated with some variability, and
thereby the standard deviation of the current velocity is
distributed by the same regions of high mean values (Fig 4).
This result suggests that: while these regions are appropriate
for the location of energy converters, they can also go
through periods of low power generation, since the velocity
deviation has a closer value to the average.

Reference [1], in previous study, concluded that the
southern region has less viability for installation of marine
turbine currents in the SBS, while the northern region has
emerged as a significant potential power producer reaching
mean values of 10 kWday"'. Therefore, only the northern
region is investigated.
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Figure 5. Residual velocities and the mean power (kW) generated for the

turbines as isolines. (A) Site without the barriers.
(B) Site with the presence of the barriers.

A. Current Pattern and Energy Conversion

In order to define which scenario delivers the most
efficiency for a farm of turbines (with or without the
presence of the structures), the spatial variability analysis
was performed considering the temporal variation of the
simulation. This analysis relies on the quantification of each
turbine on its own capacity of converting the current energy
into power according to the hydrodynamic pattern.

The average behaviour of the power generation on both
sites was analyzed considering the residual velocity field
associated with the mean field power converted (showed in
isolines of power in Fig. 5).

The average power converted reaches values higher than
1.4 kW (Fig. 5.a and Fig. 5.b) in some turbines. The
simulation without the structure presence (Fig. 5.a) shows
the higher mean power on the turbines 1, 2, 3 and 6
(counting from the North-West turbine as first and the
South-East as tenth). Despite this, the simulation with the
presence of the structures (Fig. 5.b) shows enhanced power
generation at the turbines 7, 8 and 10, in addition those cited
before.
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global (C) wavelet power spectrum of the time series using Morlet
wavelet. Thick contour lines enclose regions of greater than 95%
confidence for a red-noise process with a lag-1 coefficient of 0.95.
Cross-hatched regions indicate the cone of influence where
edge effects become important.

The same South-West circulation pattern can be observed
on both simulations, which can be explained by the North
quadrant winds dominance during the analyzed period.
Besides, there is a slightly intensification at the residual
velocity on the simulation that consider the structure effects
(Fig. 5.b), with enhanced vectors between the turbine arrays
and around them.

Behind the turbines we can observe a “shadow zone” in
the circulation pattern, which can be related with the wake
generated by the adjacent turbines. On the simulation
without the barrier presence, this wake effect is purely
hydrodynamic, where variations on the velocity fields occurs
due to the conversion of the energy which inputs changes on
the local vorticity pattern. On the other hand, on the
simulation with the structure effect, this process shows as a
contribution of the alterations into the hydrodynamic
processes and the effect of the turbine body shape.

B. Temporal Variability Analysis

In order to analyse the temporality of the energy
conversion regarding the entire turbines farm, time series
(Fig. 6.a.) of electric power accounting for the ten converters
were taken to perform the wavelet method described by [18]
and [19]. The wavelet method is able to demonstrate the
occurrence of events of energy conversion regarding time
scales through local and global wavelet power spectrum.

At the analysis of the local power spectrum (Fig. 6.b)
positive correlations (red-colored contours) are enhanced for
the occurrence of velocities higher than 0.5 m.s™ increasing
the energy conversion. It also shows that the physical
processes maintaining the behaviour of the turbines farm are
controlled by two main groups of temporal scales. The first
group with occurrence around 6 days dominate the period,
forced by the cyclic changes of the wind pattern direction.

Otherwise, the second group of temporal scales consists
of correlations covering periods above 16 days, suggesting
that the physical processes shorter than 20 days were the
main mechanisms controlling the electric energy conversion
along the inner continental shelf. The global spectrum of
energy (Fig. 6.c) corroborate this hypothesis, indicating with
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Figure 7. (A) Cross-spectral analysis between power (kW) and current
velocity (m/s), for events with scale period higher than 1 day and lower
than 30 days. Thick contour lines enclose turbines of greater than 95%
confidence for a red-noise process with a lag-1 coefficient of 0.27.
(B) Mean variance of the studied period, where values beneath the
tendency line represents 95% of confidence. (C) Temporal series
of the spacial mean variance of each turbine.

95% of confidence, the occurrence of processes with time
scales above 16 days and may be extended in some
moments, throughout the study period.

This pattern is similar to the obtained by [2] with respect
to the occurrence of the processes and cycles of occurrence.
Thus are strongly influenced by the passage of frontal
meteorological systems generating further changes in wind
direction and intensity of currents.

C. Spatial Variability Analysis

In order to define the importance of each turbine in the
farm structure, the correlation between the incident current
velocity and the power was performed along the turbine
arrays. With this analysis, the efficiency of each turbine was
studied in different time scales behalf the usage of bi-
dimensional cross-spectral wavelet analysis, considering that
the dominant processes occurring on the turbines site have
temporal scale higher than 1 day and lower than 30 days.

The importance of each turbine and its variance in time is
defined by the high correlation (red colored contours) in the
Morlet Wavelet. Values on the right of the tendency line
indicate with 95% of confidence the best placed turbines.

For the simulation considering the presence of the
structures, through the cross-spectral (Fig. 7a.) it can be
observed intensification on the power conversion in several
turbines during the main conversion events. The temporal
series of mean variance (Fig. 7b.), indicated with 95% of
confidence that the four events of great power conversion
sustain high power and are also intensified in this scenario.

Variance values above 35 kW (Fig. 7b.) can be observed
during the October extreme event, enhancing the greatest
power capacity of this scenario. The mean variance of each
turbine (Fig. 6 c.) indicates that the higher correlation
between the variables maintain average power around 7 kW.
Moreover, it suggests that the turbines 1, 2, 3, 6 and 7 are the
most efficient of the farm, considering only the energy
conversion.
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This discrepancy between the turbines efficiency relies
on their positions on the farm and the influence of the
incident current into the wake patterns.

IV. CONCLUSIONS

The Southern Brazilian Shelf is highly dynamic and
constantly influenced by cycling winds (North-East/South-
West) and the wind-driven coastal currents. This condition
makes the usage of marine current turbines viable, although
the recommended helicoidal turbine is to be applied. From
this work we can conclude that:

The comparison between the simulations with and
without the presence of the physical converting structure
demonstrated that, regarding the numerical aspect of these
simulations, the effect of the structure does not input changes
on the temporal pattern of the energy conversion. The
structures presence acted in a positive way in order to
promote the intensification of the velocity field surrounding
the turbines farm, also increasing the energy conversion.

The presence of the energy converters, on the other way,
removed some part of the kinetic energy from the coastal
currents, generating divergence and convergence zones in
accordance with the dominant direction of the currents. The
changes into the hydrostatic balance generated instability on
the fluid motion, - part due to the converting energy, and part
due to the presence of the structure — generating the wake
effect behind the turbines. This effect decrease the energy
conversion on the subsequent turbine, although, it also
creates an intensification on the surrounding velocity fields.

The turbines farm shows great capacity for converting
the currents energy, principally during the four main
energetic events observed. Regarding the annually energy
capacity, this turbine farm can reach 59,39 GWh (16,5 MW)
with ten turbines, which is equivalent to 0.22% of the whole
energetic consumption of the Rio Grande do Sul State in
2010.

Further studies shall improve the geometry of the farm
and also promote trial test to implement a diffuser structure
nearby the turbines to intensity the incident current fields.
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Validation of a 1D simplified model of Gironde
Estuary based on a database of TELEMAC
simulations

V. Laborie, F. Hissel, P. Sergent
Research Department
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Margny-Les-Compiégne, France
vanessya.laborie@developpement-durable.gouv.fr

Abstract—Within THESEUS European project, on the one
hand, an overflowing model of Gironde Estuary, based on
TELEMAC software, has been used to create a database of
water lines along the estuary depending on a large range of
hydrometeorological situations. In this study, no breaching
and no modification in the elevation of the dikes were
considered in TELEMAC model. This database was then used
to validate the construction of a 1D numerical model whose
aim is to provide in less than one minute both water heights
and propagation of tide along the Estuary.

The model based on TELEMAC-2D was fed by several data
sources, a tide signal at Le Verdon and a large range of
discharges of the Garonne (at La Réole), the Dordogne (at
Pessac), the Dronne (at Coutras) and the Isle (at Libourne).
Simulations were led without considering any wind in the
Estuary. The tide signal imposed at the mouth of the Estuary,
near Le Verdon, was divided into two parts: a sinusoidal signal
characterized by its amplitude added to a hydrometeorological
surge level. Both amplitudes and surge levels belonged to a
large physical range of values. Water levels along the axis of
Gironde Estuary were then analyzed with a FFT
decomposition to extract the tide amplitude and phase at each
point along the axis and also to obtain the value of mean water
levels.

On the second hand, a permanent 1D shallow water numerical
model and a 1D numerical model of tide propagation were
obtained developing shallow water equations with the
assumption of Gironde Estuary having an exponential
increasing width. Its results are mean water depths and tide
amplitude along Gironde Estuary from Le Verdon to Ambes.
Overflows are supposed to have an influence only on tide
amplitudes.

Results were compared with TELEMAC database both for
mean water levels along Gironde Estuary and tide amplitude.
Results for mean water levels along Gironde Estuary show the
necessity to complete the equations taken into account. For
several hydrometeorological scenarios, the simplified tide
amplitude model well represent tide amplitudes along the
estuary as overflows occur.
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L. INTRODUCTION

Within THESEUS European project [1], on the one hand,
an overflowing model of Gironde Estuary, based on
TELEMAC software, has been used to create a database of
water levels along the estuary depending on a large range of
hydrometeorological situations.

This database was then used to validate the construction
of a 1D numerical model whose aim is to provide in less than
one minute both water heights and propagation of tide along
the Estuary to evaluate the efficience of mitigation options
towards climate change.

II.  STUDY SITE AND DESCRIPTION OF THE TELEMAC
NUMERICAL MODEL

A. The study site

Gironde Estuary is the study site. To establish a database
giving mean water levels and the first harmonic tide at
specific locations along the Estuary, a bidimensional
numerical model of Gironde Estuary based on shallow water
equations has been used [2]. This model is currently
integrated in the inundations repository of Gironde. It
permits to test the impact of new buildings in the estuary and
is based on TELEMAC-2D.

B. TELEMAC numerical model of Gironde Estuary

The model covers the entire estuary from La Réole on
the Garonne River and Pessac on the Dordogne River [3]. Its
maritime boundary is located at Le Verdon. Upstream, the
model takes into account the flow rates of the river Isle at
Libourne (at its confluence with the Dordogne River) and
extents on the Isle River downstream of its confluence with
the river Dronne.

The particularity of this bidimensional model is to take
into account overflows from the minor bed of the rivers
Dordogne, Garonne, Isle and Dronne into the floodplain. The
model has 21304 finite elements and is composed of 13621
nodes. Its mesh is represented on Fig. 1 just below. It is
about 115 km long from east to west.
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Figure 1. extension and location of the numerical model of Gironde
Estuary
III. CONSTRUCTION OF A DATABASE BASED ON TELEMAC

RESULTS

A. Parameters of simulaions
The model has to be fed by several kinds of data [4]:

e at the upper part of the model, the flow rates of the
Garonne and the Dordogne rivers, as well as those of
the Isle;

e the global signal at the maritime boundary of the
model located at Le Verdon. It is the sum of two
components: the predicted tide, characterized by the
amplitude and the period of the signal and the
meteorological surge level.

The impact of winds and pressure fields has not been
considered in this study.

B. Data used for simulations

A large range of data has been used to evaluate mean
water levels from Le Verdon to Bordeaux obtained with the
TELEMAC numerical model.

For all simulations, flow rates of the Isle and the Dronne
rivers are maintained constant, respectively equal to 37.4 and
24.6 m’/s, which correspond to the mean discharges for these
rivers.

Three flow rates have been chosen for each mean river,
i.e. the Garonne and Dordogne rivers (respectively [20 m/s;
634.5m’/s; 5666.0m’/s] and [23.6m’/s; 253.10 m/s;
1640 m*/s]. These values respectively correspond to the
minimum, the average and the maximum discharges
observed on these rivers.

Tide amplitudes at le Verdon mostly belong to the n-
uplet [1.15m; 1.30 m; 1.7 m; 1.9 m; 2.125 m]. For average
flow rates of the Garonne and the Dordogne rivers, tide
amplitudes were chosen between 1.15 m and 2.10 m using
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an increment of 0.05m. The value of 2.125m was also
considered in this case.

The mean sea level was considered at Le Verdon. At this
mean sea level was added a storm surge whose value belongs
to the range [-0.1m ; Om ; 0.2 m ; 0.4 m ; 0.5 m]. For the
Garonne and the Dordogne rivers' average flow rates, storm
surges between -0.1 m and 0.5 m were considered with an
increment of 0.05 m.

The combination of those boundary conditions led to 465
simulations with the Gironde Estuary's TELEMAC-2D
numerical model.

C. Extraction and analysis of results

For each simulation, TELEMAC-2D water levels were
extracted at 48 nodes (24 nodes along in the Estuary, 19
along the Garonne River and 5 along the Dordogne River).

For each hydraulic scenario and each of these 48 nodes:

e the mean water level was calculated and the mean
water profile along the estuary thus obtained (cf.
Fig. 2 below);

e a FFT analysis was realised to obtain the tide first
harmonic amplitude and its evolution along the
estuary (cf. Fig. 3 below).

Fig. 2 and Fig. 3 also show mean water levels and tide
amplitudes from Le Verdon to Ambes for the scenario 95,
for which flow rates of Garonne and Dordogne rivers are
respectively 5666 m*/s and 1640 m’/s, tide amplitude equals
1.9 m and the storm surge equals 0.5 m.

These results constitute the TELEMAC-2D database for
mean water levels' and tide amplitude' propagation along
Gironde Estuary.

In this study, this database is considered as a reference
for the construction of a simplified decision support system,
based on a 1D numerical model described in the following
paragraphs, whose aim is to quantify effects of mitigation
solutions towards climate change in a few minutes.

IV. CONSTRUCTION OF THE 1D NUMERICAL MODEL OF
GIRONDE ESTUARY

A. Equations implemented in the decision support system

dedicated to Gironde Estuary
Considering the following assumptions ([5]):

o the width of the estuary follows a decreasing
exponential law :

B(§) = Boetn(£/B) (1)

where x is the curvilinear abscissa along Gironde Estuary
(upstream to downstream), B(x) is the width of the estuary,
B0 the width of the Estuary at Ambés and b is a shape
parameter characterizing Gironde Estuary.
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e the bottom of the estuary follows a 1/x law :
C(&):€0+5/(A—€) )

e where z(x) is the bottom elevation at the curvilinear
abscissa x, zy and d are constant and L is the distance
between Ambés and Le Verdon,

A 1D permanent numerical model based on 1D shallow
water equations and the 1D momentum equation of has then
been developed in Gironde Estuary.

B. Mean Sea level

Mean water levels along the estuary are obtained with the
following equation:

- ¢
Qﬁ@ﬁ—sﬁﬁf+mnW)_}@th
ox o ™) q>
cos(y) — =5
gh (3)

where A(x) is the water depth (m), g the gravity, y the bottom
slope (-), K the Strickler coefficient and ¢ the averaged linear
discharge (m?%s).

From Ambes to Bordeaux, the same assumptions and
equations have been used, except for the bottom supposed, in
this part of the estuary, to be a linear function of the
curvilinear abscissa.

C. Amplitude of the first tide harmonic and overflows

To calculate tide amplitudes along the estuary, a first
attempt of Fourier decomposition of water levels' and flow
rates' signal has aborted.

Hence, as Fig. 3 above shows that curves representing
tide amplitudes nearly remain parallel, tide amplitudes in
Gironde Estuary have been calculated using an interpolation
function.

In this study, it has been considered that overflows over
dikes only affect tide amplitude at the curvilinear abscissa

considered. If M%) is the tide amplitude at x and h,(x)
the tide amplitude after overflows, it can be shown that:

Voverﬂow
sin(wTh) — sin(WT]) w(x)B(z)
()

ha(w) = I (@) - -

+}}17 (sin(wT}) — sin(wT1))
+(T] = Th)(h(x) + zp(x) — Ze) 4)

where o is the pulsation of Gironde Estuary, V0. the
overflowing volume and u(x) is the periodic velocity, T is
the time at which the initial periodic signal equals Z., the
dike crest level; T"; and T', have the same definition for the
signal obtained after overflows.

Considering the following assumptions:

g (iwt)
h=h+ he )

where h is the time-averaged water depth, h is the tide first
harmonic
q=q+ ge™" (6)

where ( is the time-averaged flow rate, { is the flow rate first
harmonic.

If ¢ = u * h, where u is the velocity, using the momentum
equation:

O | gsin(a) — geos(a) (4
8t g sy gcos(y 8:1: %

+Bﬁ s;'n(y)ggv _0
v (M

leads to:

. . . _- Oh
—iwgh 4+ —iwgh + 2g sin(y)hh — 2g cos(’y)hh%

®)

o = tan(y)
)
Injecting (9) in (8) gives:
oh w g w  q -
e Z - —h=0
Oz * gcos(y)h  gcos(vy) h?
(10)
and 5 a
9 _a_,
or b
with gqqﬂ'wl}:o
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Finally,
1
h (12)

can be obtained by solving the following linear set of
equations:

q w w
- 0 " hyg cos(y)h 0 gcos(y)h
¢ 1w e
87X: h gcos(y)h 0 gcals('y)h 0 X
O 0 w . 0
0 0 !
W .
(13)
with:
R(h)
IS iL)
x = | S
R(q)
O/ A
3(9) (13)

Overflows are calculated using the usual weir expression:

(29)"

W

Goverflowing ([IZ) =p (h<m’ t)> (15)

where Goveioning(®) 1s the overflowing flow rate above dikes
at x and u is a flow rate coefficient.

V.  VALIDATION OF THE 1D NUMERICAL MODEL OF
GIRONDE ESTUARY

A. Mean sea levels

Absolute errors on mean water levels between the results
obtained with the simplified model and the TELEMAC-2D
database are represented on Fig. 4.

Even after the calibration of the model, the maximum
absolute error is still about 30 cm at Ambeés, with a mean
absolute error which equals 15 cm. Nevertheless, the
distribution of scenarios gives a predominant weight to
hydraulic situations where the flow rate of the Garonne
River equals 634.5 m’/s. However, it appears that for this
range the calibration of a part of scenarios has negative
impacts on the results obtained with other scenarios.

Moreover, in the maritime part of the Estuary, the
influence of tide on mean sea levels should be considered ;
this is not the case here, where water level have been divided
into a mean water level and a periodic signal.

Fig. 5 below represents absolute errors between the
simplified model and the database from Bordeaux to Ambes,
using the exact mean water level at Ambes.

The maximum absolute error is less than 0.15m at
Bordeaux, which would be quite acceptable. Ttherefore it is
necessary to improve results in the maritime part of the
estuary. Indeed, the propagation of the error calculated by
the model from Le Verdon to Ambeés leads to errors between
-0.30m and 0.30 m at Bordeaux, even after a global
calibration.

absolute errors on mean water Ievels - Garonne flow rate equal to 20 m3/s
absolute errors on mean water levels - Garonne flow rate equal to 5666 m3/s
absolute errors on mean water levels - Garonne flow rate equal to 634.5 m3/s

LI

mean absolute error for all scenarios

mean absolute error on mean water levels (i)

o 5000 10000 15000 20000 25000 30000 35000 40000 45000 S0000 SS000 60000 65000 70000
distance from Ambes (n)

Figure 4. Absolute mean error on time-averaged water levels between
the simplified model and TELEMAC-2D results from Le Verdon to Ambes
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Figure 5. Absolute mean error on time-averaged water levels between

B. Tide amplitude and overflows

The flow rate coefficient has been calibrated and tide
amplitude has been calculated for scenario 95 described in §

II1.C.

the simplified model and TELEMAC-2D results
from Bordeaux (x=44000 m) to Ambes (x=68000 m)

Fig. 6 represents both tide amplitudes along Gironde

Estuary obtained with the simplified model in which
overflows have been implemented and obtained with

TELEMAC-2D for scenario95.

In this case, differences are less than 0.10 m.

tide amplitude (m)
bedt bt b b bt b b b bd bdt bed B bdt bdt bd b bdt bd bt bed

s s
“mwmnTiooinn oo™ i i D b b b Pl b b b s T s s
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tide amplitude obtamed with TELEMACZD and scenario95
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Figure 6. Tide amplitude obtained with the simplified model of Gironde Estuary (in red)

and with TELEMAC-2D (black points) for scenario 95

82



XX™ TELEMAC-MASCARET User Conference

Karlsruhe, October 16-18, 2013

VL

A simplified numerical model to calculate the
propagation of water levels and tide amplitudes along
Gironde Estuary has been developed and compared with a
database provided by a 2D numerical model based on
TELEMAC2D.

CONCLUSIONS AND PERSPECTIVES

Concerning mean water levels along Gironde Estuary,
differences are between 0 and -0.30 m at Ambés with a mean
absolute error of 0.15 m. Therefore, results have to be
improved not to propagate such a high error to Bordeaux. At
Bordeaux, considering the TELEMAC-2D value at Ambes,
differences between the simplified model and the database
are less than 15 cm, which is quite acceptable, in light of the
many assumptions that were made.

For several hydrometeorological scenarios, the simplified
tide amplitude model well represent tide amplitudes along
the estuary as overflows occur. The results and the
methodology have to be applied to all scenarios.
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Numerical Simulations of Bar Formation and
Propagation in Straight and Curved Channels

F. Mattia'®, D. Wang™”
'Universita di Cassino e del Lazio Meridionale, Italy
*University of Nice Sophie Antipolis, France

Abstract—The capabilities of the TELEMAC Modelling
System to reproduce the formation and evolution of free and
forced bars in straight and curved channels are investigated by
reproducing the numerical experiments by Defina [S], Bernini
et al. [1], Crosato et al. [4] and the laboratory experiences
conducted by Whiting and Dietrich [12, 13]. Numerical results
showed that the main features of the bars, such as wavelength,
amplitude and celerity are well reproduced when the bed slope
correction term is considered. Parameterization of secondary
currents effects appeared to be an important parameter to
mimic accurately the geometrical characteristics of the bars,
but it is not crucial for the origin and development of the bars.

1. INTRODUCTION

Depending on the flow and the sediment conditions, the
flow-bottom interaction in natural channels with non-
cohesive sediments gives rise to a variety of forms, which
may occur on a micro-scale (of the order of sediment size)
leading to ripples, or on a macro-scale (of the order of flow
depth) leading to the formation of dunes or anti-dunes, or
finally on a mega-scale (of the order of channel width)
leading to the development of bars [2, 3, 11]. In turn, these
modes of interaction not only represent different modes of
sediment transport, but also different mechanisms of bed
resistance [14].

Alternate bars are a variety of large-scale bed-forms that
can be observed in natural or restored rivers. These patterns
arise from a perturbation of the non-cohesive channel bed
that grows in time until the equilibrium state is achieved;
leading to a sequence of riffles and pools in the downstream
direction with an alternating transversal amplitude structure
[2, 3], see Fig. 1. Typically, the height and wavelength of
bars scale with flow depth and channel width, respectively
[14].

bar thalweg

"ﬁ‘"
pool

Schematic alternate bars in a straight channel.
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