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A B S T R A C T

The network architecture of the human brain contributes in shaping neural activity, influencing cognitive and
behavioral processes. The availability of neuroimaging data across the lifespan allows us to monitor how this
architecture reorganizes, influenced by processes like learning, adaptation, maturation, and senescence. Changing
patterns in brain connectivity can be analyzed with the tools of network science, which can be used to reveal
organizational principles such as modular network topology. The identification of network modules is funda-
mental, as they parse the brain into coherent sub-systems and allow for both functional integration and segre-
gation among different brain areas. In this work we examined the brain’s modular organization by developing an
ensemble-based multilayer network approach, allowing us to link changes of structural connectivity patterns to
development and aging. We show that modular structure exhibits both linear and nonlinear age-related trends. In
the early and late lifespan, communities are more modular, and we track the origins of this high modularity to two
different substrates in brain connectivity, linked to the number and the weights of the intra-clusters edges. We
also demonstrate that aging leads to a progressive and increasing reconfiguration of modules and a redistribution
across hemispheres. Finally, we identify those brain regions that most contribute to network reconfiguration and
those that remain more stable across the lifespan.
1. Introduction

The human brain is a complex system that can be modeled as a
network of anatomically interconnected brain regions, referred to as the
connectome (Bullmore and Sporns, 2009; Sporns, 2011). Modeling the
brain as a network allows the use of graph theory tools to explore
properties of brain connectivity (Bassett and Sporns, 2017), through
which we can enhance our understanding of neurocognitive function and
better characterize neurobiological variation across subjects or clinical
populations (Kelly et al., 2012; Sporns, 2014). Network neuroscience
approaches also allow for the tracking of networks across time, across
different developmental stages, and in aging. Previous studies have
shown that the brain and white matter connectivity exhibits
r Control and Management Engin
. Puxeddu).
ered joint senior author.

4
m 17 February 2020; Accepted 1

vier Inc. This is an open access ar
characteristic changes across the human lifespan (Imperati et al., 2011;
Lebel et al., 2012; Westlye et al., 2010; Yeatman et al., 2014), as well as
specific changes in connectivity during adolescent development (Byrge
et al., 2014; Di Martino et al., 2014), adulthood (Duffau, 2014), and
senescence (Andrews-Hanna et al., 2007; Buckner et al., 2009; Filippi
et al., 2013; Zhou et al., 2012). New efforts, made possible by large
multi-modal neuroimaging datasets, have focused on charting brain
networks across the entire human lifespan. This approach is meant to
help in better understanding developmental processes and the
age-related decline of executive and cognitive function.

Recent cross-sectional studies (for review see (Zuo et al., 2017)) have
already applied complex network tools to evaluate local and global
changes in the connectome during the lifespan. For example in (Betzel
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et al., 2014; Lim et al., 2015) an age-related decrease in the number of
recovered connections between brain areas has been recorded. In (Sinke
et al., 2016) and (Petti et al., 2016) other topological features like local
clustering and global efficiency have been investigated by means of
different neuroimaging techniques. However, few attempts have been
made to characterize how the connectome’s community structure (For-
tunato, 2010; Newman, 2012; Porter et al., 2009), a hallmark of complex
networks, evolves across the lifespan. Community structure is expressed
at a mesoscale level (Betzel and Bassett, 2017) (between local and global)
allowing observations on how the network’s units organize themselves
into clusters (communities) to form coherent and distributed systems that
balance integration and segregation between brain regions. While
different definitions of communities exist (Betzel et al., 2018b; Schaub
et al., 2017), it is well established that anatomical brain networks exhibit
assortative communities (Bassett et al., 2011a; Sporns and Betzel, 2016),
called modules. Modular structure implies the presence of different
internally dense and externally sparse subnetworks, usually related to
specific domains of brain function. Studies on functional connectivity
have found an age-related increase in between-module connectivity and
a decrease in within-module connectivity (Betzel et al., 2014; Chan et al.,
2014), plus an overall decrease in the assortativity of modules (Cao et al.,
2014). Furthermore, studies using structural networks reported an in-
crease in between-module connectivity when comparing two groups of
younger and older adults (Chen et al., 2011). In (Baum et al., 2017) brain
networks were analyzed in a restricted age range of 8–22 years, and a
reinforcement of the hub edges between and within modules was
demonstrated, associated with network maturation.

To date, two main strategies have been employed to track variations
in the network architecture across stages of life: (i) comparison among
representative networks or (ii) among averages formed over large
groups. However, these strategies could be confounded by differences in
network properties (Fornito et al., 2013; van Wijk et al., 2010) that are
not of interest to the current analysis. In fact, topological measures, such
as communities, depend on the network’s density and edge distribution
(Rubinov and Sporns, 2010), which vary not only across the lifespan
(Betzel et al., 2014; Lim et al., 2015; Zuo et al., 2017), but also exhibit
non-age related individual differences, making a comparison based on
representative subjects difficult. At the same time, averaging networks
across larger populations likely leads to significant loss of information.

In this work, we aim to investigate how the connectome’s modular
structure evolves during a large part of the lifespan, while addressing
these methodological issues. We leverage an extensive neuroimaging
dataset (620 subjects ranging from 7 to 85 years old), and we propose a
novel framework, based on multilayer networks (De Domenico, 2017;
Kivel€a et al., 2014; Muldoon and Bassett, 2016; Vaiana and Muldoon,
2018) where layers represent narrow age ranges. The multi-layer model
synthesizes connectivity information from multiple subjects, represent-
ing these data in a single network model without discarding data from
any of the participants. Using this methodology, the variability of
connection patterns across layers will be explicitly associated with age
and, as a consequence, so will modular structure. Constructing ensembles
of multi-layer networks, we systematically track the evolution of modular
structure across the life span. Consistent with previous studies, we find an
age-related loss of connectivity within modules. Our study adds to our
current understanding of age-related changes in the organization of the
connectome, specifically its modular organization. Moreover, our
ensemble multi-layer network approach may be useful for future statis-
tically robust investigations of network topology across large imaging or
biomedical datasets.

2. Methods

2.1. Experimental dataset and data processing

The main objective of this work is to study how the modular orga-
nization of the brain connectome evolves during the lifespan. For this
2

purpose, we leveraged the openly available Nathan Kline Institute –

Rockland Sample dataset (NKI-RS, http://fcon_1000.projects.nitrc.org/
indi/enhanced/); an ongoing project which aims to collect a large scale
(N > 1000) community sample of participants across the lifespan
(Nooner et al., 2012). Institutional Review Board approval was obtained
for this project at the Nathan Kline Institute (#226781 and #239708)
and at Montclair State University (#000983 A and #000983B) in
accordance with relevant guidelines. All participants gave written
informed consent or assent. The anonymized dataset is freely available
through an Amazon S3 Bucket at http://fcon_1000.projects.nitrc.org
/indi/enhanced/neurodata.html. Both T1-weighted (T1w) and diffu-
sion (dMRI) images are provided, collected with a 3T Siemens Magneton
Tim Trio scanner, using a 12-channel head coil. T1w images were
pre-processed with the FreeSurfer (http://surfer.nmr.mgh.harvard.edu/)
recon-all pipeline to reconstruct the Yeo17 network parcellation, which
renders 114 cortical nodes (https://github.com/ThomasYeoLab). dMRI
images were denoised, corrected for motion and susceptibility distortion,
and then aligned to the corresponding T1w. Deterministic streamline
tractography was run using Dipy (Garyfallidis et al., 2014). Finally, we
extracted the structural connectivity matrices normalizing the number of
streamlines that connect each region of interest (ROI) of the network
parcellation, by the geometric mean volume of the connected ROIs (re-
gions of interest) (Betzel and Bassett, 2018; Faskowitz et al., 2018). In
this way, we obtained weighted anatomical connectivity matrices where
weights represent the connection density between brain regions. We
performed rigorous quality control on these matrices excluding subjects
based on T1w viability, presence of artifacts on dMRI, quality of trac-
tography reconstruction and excessive sparseness of the adjacency ma-
trix. More details about data processing can be found in (Faskowitz et al.,
2018).

2.2. Multilayer networks construction

Following data processing, we obtained an ensemble of 620
anatomical weighted networks covering participants non-uniformly
distributed between 7 and 85 years old. The networks were summa-
rized as adjacency matrices W ¼ ½wij�, made of N ¼ 114 nodes repre-
senting cortical ROIs of the Yeo parcellation (Thomas Yeo et al., 2011),
ij 2 ½1; 114�, whose entries denote the structural connection weights
between each pair of nodes.

From these data we constructed a multilayer network in which layers
represent sequential and heterogeneous age groups of people. We
implemented a statistical method based on bootstrap theory (Efron and
Tibshirani, 1993) which is summarized in Fig. 1. This procedure
included:

a) dividing the entire dataset into 2-year temporal bins, i.e. NG ¼ 39
groups of subjects equally spaced in time, each one spanning 2 years;

b) assigning subject-level network to every single bin.

Since in (a) the number of the participants was not uniformly
distributed across the groups, we obtain the networks in (b) through a
reiterated probabilistic procedure based on two phases:

b. i) bootstrapping with replacement: we randomly picked 10 networks
within each temporal bin;

b. ii) averaging of these networks to obtain one for each bin.

In order to avoid an artificial increase in network density, we
employed an averaging process that maintains the mean number of
connections over the 10 networks, by removing extra edges. In doing so,
we take into account that anatomical brain networks usually have strong
short-distance and weak long-distance weights (Betzel et al., 2018a;
Betzel and Bassett, 2018). Thus, simply removing the weakest edges after
averaging would lead to networks with only short-distance connections,
which is not realistic. Rather, we evaluate the frequency with which
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Fig. 1. Schematic representation of the steps undertaken to obtain the multilayer network. Panel (a): division of the dataset into 39 temporal bins, identified by color
code, each spanning 2 years and comprised of a different number of subjects. Panel (b): random selection of 10 networks within each temporal bin. Panel (c):
averaging of each subset of networks. The procedure in panels b and c is iterated 1000 times to obtain 1000 multilayer networks made of 39 layers.
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connections occur, and we remove edges starting from the least frequent,
until we obtain a network whose density is equal to the mean density
computed over the 10 networks. In a way similar to (Betzel et al., 2018a),
we preserve the edge length distribution. Finally, we repeat steps (b.i)
and (b.ii) many times (nIT ¼ 1000) to obtain an ensemble of equivalent
multilayer networks made of NG layers representative of the lifespan
human connectome at NG consecutive age stages.
2.3. Multilayer and multiscale community detection

The primary focus of this work is on brain network organization from
the modular structure point of view. To recover the modular organization
of the inferred networks we adopted a multilayer community detection
algorithm. Numerous previous studies have used modularity maximiza-
tion (achieved through optimizing a modularity quality metric, Q) for
uncovering the modular structure of brain networks (Sporns and Betzel,
2016). Modularity (Q) (Girvan and Newman, 2002; Newman and Girvan,
2004) assesses the goodness of a given partition with respect to a null
model so that the maximization of Q returns a plausible partition of the
network into non-overlapping modules. Here, we employed a multilayer
version of the modularity quality function (Mucha et al., 2010) which has
the following form:

Qml ¼ 1
2μ

X
ijrs

��
Aijr � γrPijr

�
δlr þ δijωjrs

�
δ
�
gir; gjs

�
(1)

With:

- i,j network nodes;
- r,s network layers;
- 2μ total weights of the edges;
- Aijr weight of the edge linking nodes i and j in layer r;
- γr spatial resolution parameter;
- Pijr weight of the edge linking nodes i and j in layer r in the null model;
3

- ωjlr temporal resolution parameter;
- δlr ¼ 1 if r¼s, and 0 otherwise;
- δij ¼ 1 if i¼j, and 0 otherwise;
- gir cluster to which node i is assigned at layer r;
- δðgir ; gjsÞ ¼ 1 if gir ¼ gjs, and 0 otherwise.

Though there exist many possible null model definitions, the most

common (and the one used here), is the configuration model Pij ¼ kikj
2m, in

which each node’s connection strength is preserved but edges are placed
in a random fashion. The optimization of the multilayer modularity can
be used to identify assortative communities at different scales by varying
its spatial and temporal resolution parameters, γ and ω. The value
assigned to the spatial resolution parameter γ influences the number and
size of the detected modules. When γ is small many elements Aijr will
probably exceed the null model, and consequently, maximizing Qml

would produce few large communities. Vice versa, high γ-values are
likely to produce many small communities. The temporal resolution
parameter, ω, corresponds to the strength of the edges linking a node to
itself across layers. Formally, these links can be placed in an all-to-all
configuration (nodes are connected to their counterparts across all
layers of the network) or in a temporal configuration (nodes are con-
nected only across consecutive layers of the network). We adopted the
secondway of representing inter-layer connections, conceptualizing the
multilayer network as a temporal network (Holme, 2015; Holme and
Saram€aki, 2012). It is reasonable to think that the healthy brain network
architecture varies continuously according to a temporal model, in which
the structure re-organizes continually year to year (i.e. layer by layer).
The value of ω impacts the homogeneity of the community assignments
across the layers. Intuitively, when ω ¼ 0 nodes are uncoupled across
layers and maximizing Qml would be akin to maximizing Q separately in
each layer. More generally, small and large ω-values lead to variable and
stable partitions, respectively. A multilayer approach, with ω > 0, is well
suited for a lifespan study. A reasonable expectation is that the networks
and their partitions derived from consecutive layers (e.g. 29–30 and
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31–32 years old) share significant overlap and resemble each other.
Because the connectome’s modular structure spans multiple scales, all
potentially plausible (Betzel and Bassett, 2017), we considered partitions
obtained with different combinations of resolution parameters, γ ¼ [0.5,
1, 2] and ω ¼ [0.1, 0.5, 1, 5], in order to obtain modules diversely
resolved in the cortex and across ages. We optimized multilayer modu-
larity using the free genlouvain package implemented in MATLAB (Jutla
et al., n.d.), which consists of a generalized version of the Louvain al-
gorithm (Blondel et al., 2008).
2.4. Analysis of the communities

Through the multilayer modularity maximization, we obtain an
ensemble of multilayer partitions – 1000 per each combination of γ and ω
– that we characterized by computing several measurements.

2.4.1. Statistics of multilayer modularity maximization
First, we derived the Variation of Information (VI) matrix. This is a

measure of distance between two partitions (Meil�a, 2007), closely related
to the mutual information and entropy of the communities. Each entry rs
of the VI matrix corresponds to the VI value computed between the
partitions at layers r and s. We compute the VI matrix for each combi-
nation of the resolution parameters in order to identify interesting
community structures and exclude non-interesting ones for the aim of our
study. In fact, even if multiple partitions of the connectome at different
temporal scales are plausible, we focus on those that show a reasonable
variation over the lifespan. Therefore, we omit partitions relative to ω
values producing communities that do not consistently vary across the
layers, or whose variation rate is excessively high even over networks
representing close ages. By calculating the distance between each pair of
partitions we can evaluate the magnitude of variations across the layers.

We also restrict our investigation to a specific spatial scale. We
wanted to analyze partitions with a number of clusters consistent with
the number of large-scale anatomical or functional subnetworks derived
in previous work (around ten) (Eickhoff et al., 2007; Thomas Yeo et al.,
2011). Thus, we computed the number of clusters and their dimension
and we excluded those γ-values that returned partitions with too few
clusters. Among the parameter values we considered for γ and ω we
identified a combination that returns a multilayer community structure
Copt with a biologically plausible number of modules that exhibit a
reasonable rate of reconfiguration on a physiological time scale. The
following metrics focus on this subset of communities.

2.4.2. Age-related changes of the modular structure
For every partition of Copt, we computed the single layer modularity,

whose expression is reported in Eq. (2):

Q¼ 1
2mr

X
ij

��
Aijr � γrPijr

��
δ
�
gir ; gjr

�
(2)

With:

- 2mr ¼ P
ij
Aijr ;

We then evaluated the node and layer flexibility (Bassett et al.,
2011b). We built a flexibility matrix F of dimension ½N *ðNG�1Þ� and
filled its columns either with ones or zeros depending on whether node i
has changed cluster assignment going from layer r to layer r þ s or not.
The average over the rows and columns will return the node and the layer
flexibility, respectively. The node flexibility, fi, represents the percentage
of partitions in which node i changes its community allegiance. It allows
us to quantify the strength with which brain regions reconfigure across
the lifespan. The layer flexibility, fl, is measured between all the pairs of
consecutive partitions and captures the average node flexibility between
such partitions: flðrsÞ ¼ 1

N

P
i
firs. It enables us to investigate the possible
4

existence of age stages in which brain modular organization strongly
rearranges.

Then, we examined how the distribution of the modules on the cortex
varies with age, tracking their disposition within and between the
hemispheres.

Finally, for each node and for each layer we calculated the partici-
pation coefficient (Guimer�a and Amaral, 2005), (Eq. (3)):

pi ¼ 1�
X
c

�
kic
kc

	2

(3)

With:

- kic: total weights involving node i within module c;
- kc: total weights inside cluster c.

This measure captures how the connections of node i are distributed
across all the modules. By computing pi across the lifespan, we aim to
reveal if the brain’s sub-systems become more segregated or integrated
during specific time periods.

The above-listed measures were computed on each one of the 1000
resulting multilayer partitions. We verified the significance of the tem-
poral evolution of these measures through a comparison with a temporal
null model in which time is scrambled by randomly permuting the net-
work’s layers. This kind of null model has been proven particularly useful
in the study of the temporal multilayer networks, in theoretical works
investigating the evolution of the properties of temporal networks (Pan
and Saram€aki, 2011; Starnini et al., 2012), in application in social net-
works (Backlund et al., 2014; Cardillo et al., 2014), as well as in the study
of brain networks mesoscale organization (Bassett et al., 2013, 2011b).
We built an ensemble of null-case multilayer networks following steps a)
and b) of section 2.2 and then randomly permuted the network’s layers
within each iteration. The use of such a null model allowed to test
whether results obtained from the ensemble of lifespan multi-layer net-
works were robust against permutations of the age structure of the data.
Thus, within each time point, we statistically compared the distribution
of the values of the indices computed on the actual model with those
computed in the null model. We made this statistical comparison through
a permutation test, with 100.000 permutations and a significance α ¼
0.05. We could perform this temporal validation thanks to the 1000
replications that we had available for both models, which resulted in two
different distributions of the communities-related indices (for each
layer).

3. Results

The principal aim of this study was to investigate age-related changes
of the human connectome modular organization. For this purpose, we
processed diffusion MRI data of the NKI dataset and implemented a
probabilistic procedure to obtain an ensemble of multilayer networks
representative of the anatomical connectome at different ages. Each layer
represents a mean model of structural connectivity in an age range
covering 2 years. Since the participants ranged from 7 to 85 years old, we
obtained multilayer networks constituted by 39 age-dependent layers
(Fig. 1). We generated an ensemble of 1000 such multilayer networks,
and we identified their modular structure through a multilayer modu-
larity optimization algorithm, obtaining for each layer the brain regions’
community assignment. The output of this algorithm depends on two
parameters defining spatial and temporal resolution, γ and ω. We tuned
both parameters in order to examine partitions at different spatial and
temporal scales, which affect the number of clusters, their size, and their
reconfiguration rate across the lifespan.

3.1. Statistics of the multilayer multiscale modularity maximization

First, we quantified the extent to which brain regions reconfigure
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across age as a function of the temporal resolution parameter, which
plays a key role in this regard. We report in Fig. 2 the VI matrices ob-
tained for each tested parameter combination. VI matrices are square
matrices of dimensions equal to the number of layers (i.e. 39), in which
each entry represents the distance between layer r and layer s. They allow
us to visually evaluate the similarity of partitions across layers. As ex-
pected, running the multilayer modularity optimization with low
ω-values produces communities that rarely cover multiple layers, and the
dissimilarity score between two general partitions r and s is high. In
contrast, increasing ω-values yields stable communities that span several
layers, and the VI between two partitions r and s is low. All the temporal
scales defined by the different ω-values could be of interest. For example,
stable partitions across the layers, produced with high ω, could highlight
possible structures that do not change over the lifespan. On the other
extreme, highly age-specific partitions, produced through low ω, could
represent community structure expressed in specific age ranges. Here, we
are interested in an intermediate regime, in which modules reconfigure
across longer time periods, while also remaining robust across shorter
time periods. Hence, we adopted ω ¼ 0.5. Here, communities tend to be
similar along the main diagonal of the matrix (VI � 0), namely along
consecutive years of the lifespan, but they diverge more and more farther
away from the main diagonal. In contrast, with lower (ω ¼ 0.1) and
higher (ω ¼ [1, 5]) values of inter-layer coupling, partitions respectively
appear highly variable, even between consecutive layers, or barely var-
iable, even at the extremes of the lifespan.

Second, we examined how cluster numbers and their sizes vary
among different γ-values, in order to identify a spatial scale in which the
Fig. 2. Variation of Information (VI) matrices computed for each combination of γ
computed between two layers r and s. Values span the range [0, 0.43].

5

number of modules is congruent with the number of subnetworks
encountered in previous studies (Eickhoff et al., 2007; Thomas Yeo et al.,
2011). Going from low to high γ-values we pass from a coarser to a finer
scale (Fig. 3). On average, setting γ ¼ 0.5 yielded 2–3 modules
comprising about 40–60 nodes each. By increasing γ to 1 we obtained
partitions made of 4–6 modules composed of 20–30 nodes. Finally, with
γ ¼ 2 we found on average 9–12 clusters made of 8–12 nodes each, for a
partitioning scheme that most closely resembles the number of
large-scale anatomical and functional systems derived in previous studies
(Eickhoff et al., 2007; Thomas Yeo et al., 2011). Different γ-values also
affect how clusters rearrange across the lifespan (Fig. 3, panel c). We
found that for γ � 1 the number of communities decreases with age,
going from 3 to 2 (γ ¼ 0.5 green subspace) and from 6 to 4 (γ ¼ 1, yellow
subspace), while for γ ¼ 2 this number increases from 9, in the early
lifespan, to 12, in the late lifespan (violet subspace). Among the three
values of γ, only γ ¼ 2 produces continuous variations in cluster sizes.
This setting not only seems to be more physiologically interesting, but
also better matches our model, which is designed to track modules’
evolution over multiple narrow adjacent temporal bins, and not over big
age ranges.

Given these considerations, we restrict the following investigations
on the multilayer modular structure identified by optimizing the multi-
layer modularity in the subset of parameters [γ¼ 2, ω¼ 0.5]. By selecting
a number of clusters around 8–12 allows us to relate them to previously
established subdivisions of the brain into functionally specialized sys-
tems. Lower γ-values produce partitions with only few clusters which can
be trivially reduced to the two hemispheres, while higher values of γ
and ω (reported in rows and columns). In each matrix, entries represent the VI



Fig. 3. Clusters number and clusters size of the partitions detected with ω ¼ 0.5. Violins in panels (a–b) report their average distribution over the 39 layers and 1000
iterations, for each γ value. Panel (c) shows how clusters number (x-axis) and clusters size (y-axis) vary as a function of age and γ. Age is indicated with colors, from red
(early lifespan) to blue (late lifespan). The dimension of the dots in the scatterplot is proportional to the frequency with which that value is observed across the 1000
multilayer networks. We render a scatterplot for each γ value [0.5, 1, 2], which occupy the xy plan in three different zones (green, yellow and violet).
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would lead to larger numbers of communities composed of few nodes,
which do not match with established schemes for functional systems in
the human brain.

3.2. Age-related changes of the modular structure

First, we aimed to find any relationship between age and segregation
of the brain subnetworks. For this purpose, we computed on each layer
separately the single layer modularity Q (Eq. (2)). Modularity returns an
estimation of the extent to which communities are internally connected
or segregated one from another. We computed Q both for our actual
model (Qobs) and for the null model (Qnull). We found (Fig. 4) that Qobs
varies systematically with age, following a U-shape, while Qnull, does not
show any age-related trend. In the early (7–20 years) and in the late
(72–85 years) lifespan,Qobs is statistically higher thanQnull. In contrast, in
the middle lifespan (20–72 years) Qobs shows lower values than Qnull.

In order to explain this trend, we calculated the number of intra-
cluster edges (example in Fig. 4, panel c) and their weights across the
layers of the network. Indeed, given a network and a partition of its nodes
into modules, Q is proportional to the difference between the within-
module weights of the network and those in the configuration null
model multiplied by γ, within each cluster (Eq. (2)). The results (Fig. 4,
panel b) suggest that there are two factors contributing to increased
modularity observed at the extremes of lifespan. As for the early lifespan,
the number of intra-clusters edges is considerably higher than in the
following middle lifespan (a validation of this trend is proposed in the
Supplementary Information, section S3). This number and age are
negatively correlated (p-value < 0.0001, r ¼ �0.58), suggesting that
aging is associated with a loss of intra-clusters edges, probably causing
higher modularity values in this first part of the considered timeline. In
the late lifespan, instead, the weights of the intra-clusters’ edges are
significantly higher. This variable positively correlates with age (p-value
< 0.0001, r ¼ 0.72), resulting in higher modularity at the end of the age
range. To further demonstrate these two factors driving modularity, we
plot the Qobs-values with respect to the intra-clusters’ weights and edges
6

(Fig. 4, panels d-g), exhibiting a positive and negative tendency,
respectively. Thus, weather Qobs increases or decreases with age is an
effect of the edges’ distribution within clusters, their weights, and their
relationship with the configuration null model.

Next, we quantified the extent to which modular structure changes
with age, and which brain regions are more likely to change community
membership, by analyzing the layer and node flexibility, Fl and Fi (Fig. 5),
comparing observed and null models. The layer flexibility of our model,
Fl-obs, resulted in values in the range [0.02, 0.2] (Fig. 5, panel a). It shows
high dependency with age as it monotonically increases across the tem-
poral bins (computing the Spearman correlation between Fl-obs and age
was significant (r ¼ 0.76, p-value <0.0001)). This suggests that among
older participants, modules reconfigure more compared to younger
participants. Conversely, no age-related trends were found in the null
model, Fl-null, whose values remain around an intermediate level, ~0.14,
across the entire lifespan. In the first part of the lifespan, until 36 years
old, Fl-obs is lower than Fl-null, while in the late lifespan, from 72 years old,
it becomes significantly higher. In the middle part of the lifespan, Fl-obs
and Fl-null assume similar values.

Looking into node flexibilities, we determined which brain regions
are more prone to change modular allegiance (Fig. 5, panel b). Overall,
the medial part of the cortex surface is less flexible with respect to the
lateral one. The less flexible brain nodes belong to the visual cortex and
the auditory area. On the contrary, the temporal lobe, Wernicke’s area,
and the pre-frontal lateral cortex have higher Fi values. These regions are
functionally involved in the posterior dorsal attention subnetwork, the
temporo-parietal default mode network (DMN), and the limbic area
(Fig. 5, panel c). We also examined Fi within specific age ranges, 7–38
and 38–85 years old (Fig. 5, panels d-f), as in these periods the Fl exhibits
different trends in the actual and the null model. Generally, brain areas
more flexible in the early lifespan remain more flexible in the late life-
span. The only exception is represented by nodes located in the inferior
temporal cortex, which change from lower to higher flexibility across
age.

We then examined how structural modules are topographically



Fig. 4. Single-layer modularity. Panel (a): trend of the modularity across the layers for the actual model (blue) and the null model (red). Panel (b): trend of the number
(green) and weights (violet) of intra-clusters connections. In both panels bounded lines represent the mean and confidence interval over the 1000 iterations. Panel (c):
example of a cluster with its intra-cluster links. Panels (d–e): scatter plot and 2D histogram of the weights of intra-clusters edges against single layer modularity (for all
the 1000 multilayer networks). Dots are colored according to age, from dark red (early lifespan) to dark blue (late lifespan). We also report the mean Pearson
correlation coefficient computed between the two variables (calculated considered only the significant outputs (p < 0.05)). Panels (f–g): scatter plot and 2D histogram
of the intra-clusters’ connections.
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distributed on the cortical surface across the lifespan. In Fig. 6, panel a,
we display for each temporal bin the number of clusters that span both
hemispheres. While in the null model this number does not change across
layers, with the intact model it is first higher and then diminishes. Until
the middle lifespan there are 6 clusters involving brain areas of both
hemispheres. Given that in this portion of the lifespan we counted 9 to 10
clusters, this means that most of them involve both the right and left
hemispheres. After the middle lifespan the number of modules spanning
the two hemispheres linearly decreases with age until, in the last tem-
poral bin, only one cluster exhibits this feature, essentially comprising
brain areas located on the anteromedial cortex, and partially in the
medial sensory association area (Fig. 6, panel f).

To understand a plausible cause for this drop of inter-hemispheric
modules, we examined how the number of edges and their weights are
dispersed within and between the hemispheres during the lifespan
(Fig. 6, panels b-c). While the amount of intra-hemispheric connections is
constant, inter-hemispheric connections decrease. Interestingly, this
decrease starts at the same period in the lifespan where the number of
inter-hemispheric clusters begins diminishing, ~48 years old. Observing
the weights of the connections, this consideration is even more accen-
tuated, as the inter-hemispheric weights drop, and the intra-hemispheric
ones increase. Thus, the age-dependent loss of inter-hemispheric con-
nections appears associated with a reconfiguration of structural modules
to become hemispheric-specific. Indeed, inter-hemispheric weights and
number of hemispheric specific modules were found to be highly corre-
lated (r ¼ 0.89, p-value < 0.0001) (Fig. 6, panel d).

Finally, we wanted to characterize the integration of the different
brain areas with respect to the whole network and the modules to which
7

they belong. We did so computing for each node the participation coef-
ficient pi, as it quantifies how uniformly distributed its connections are
across modules. The smaller it is the more the node interacts exclusively
with other nodes of the cluster to which it belongs. We report the

participation coefficient values of each layer, pl ¼
P

i
pi

N , across the ages,
for the actual (pl-obs) and the null (pl-null) models (Fig. 7). The pl-null values
do not show any age-related trend, remaining around 0.61, while pl-obs
exhibits an inverted U-shape trend. Its values increase in the first part of
the lifespan, until ~32 years old, going from 0.56 to 0.62. Then, it re-
mains in the range [0.6, 0.63] until ~ 72 years old, to finally decrease
until the last layer, reaching a value of 0.57. This trend confirms that
early and late lifespan are characterized by well-segregated sub-systems,
while in the middle lifespan brain regions interact more closely despite
their membership in system-specific modules. To explain this trend in pl-
obs, we looked at the number of the inter-cluster edges over the years
(Fig. 7, panel b), discovering that they also follow an inverted U-shaped
curve.

We identified brain nodes that mostly contribute to this non-linear
trend, by finding those whose integration in the network is signifi-
cantly influenced by age. For each node, we computed the Spearman
correlation between pi and age in three different ranges: 7–38 years old,
38–85 years old, 7–85 years old. Within the first age range, almost all the
brain regions’ pi are positively correlated with age; nodes belonging to
the somatosensory and sensory association areas both in the medial and
lateral parts of the cortex are thosemostly contributing to this trend. Such
regions subtend the control, limbic and DMN networks. During the sec-
ond interval, most of the nodes’ pi are negatively correlated with age.
Specifically, somatosensory association areas and dorsal attention areas



Fig. 5. Flexibility. Panel (a): trend of the layer flexibility across the lifespan for the actual model (blue) and the null model (red). The bounded lines represent mean
and confidence interval computed on the partitions of the 1000 equivalent multilayer networks. Panel (b): mean nodes flexibility across the lifespan (averaged over the
1000 iterations). Brain regions are colored from white to dark red proportionally to their flexibility value. Panel (c): Nodes flexibility averaged within the functional
subsystems of the current parcellation. Panels (d–f): nodes flexibility and their average within the functional subsystems in the age ranges [7, 38] and [38, 85] years
old. Left (right) bars in panel (f) are referred to younger (older) participants.
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as well as the medial visual cortex and the pre-frontal cortex associated
with the medial DMN become strongly anti-correlated with age. In
contrast, the temporal cortex (the areas subtending the control network
and the temporal DMN) instead, remains positively age-correlated.
Looking at the entire lifespan, we identified two sets of nodes whose pi
significantly correlates with age in a positive and negative direction
respectively. The temporal cortex and sensory areas fall in the first case,
while the prefrontal cortex and somatosensory association brain regions
in the second one. Overall, the visual cortex and the medial DMN are
systems whose integration with the network is less affected by age.

4. Discussion

In this work, we address a number of open questions regarding the
network structure of connectome across the lifespan by developing and
applying a novel ensemble multi-layer approach. In doing so, we provide
a plausible description of the evolution of the connectome’s modular
structure during a large portion of the lifespan.

4.1. Age-related description of the connectome’s modular structure

The results obtained in this study confirm that the human con-
nectome’s modular structure is age-dependent. Our first finding saw the
number of clusters increasing with age, from 9 in the early lifespan to 12
in the late lifespan, while, as a consequence, their size decreases. The
metric of modularity exhibits an age-related U-shaped trend (Fig. 4), with
higher values at the beginning and at the end of the age range. Nonlinear
U-shaped trends, with opposite trends over the early and the late lifespan,
are often encountered in lifespan studies, prompting a fundamental
question about the relationship between patterns of brain connectivity
8

during development and aging: is the aging process a simple reversal of
the developmental one? Or does the U-shape arise as a result of distinct
processes? We tried to answer these questions by looking at the number
and weight of intra-modules edges, which showed a decreasing and
increasing trend, respectively. We found that high values of modularity
may be due to two different processes: in the early lifespan modules are
internally densely connected, while in the late lifespan they are internally
strongly connected. These results agree with previous findings, where an
overall decrease of cortical connectivity with age has been observed
(Betzel et al., 2014; Dennis et al., 2013; Gong et al., 2009; Hagmann et al.,
2010), linked in (Lim et al., 2015) to loss of within-module connectivity
through preferential detachment. The same mechanisms, plus the
inverted U-shaped trend observed for the number of inter-clusters con-
nections, may contribute to form the non-linear (inverted U-shaped)
curve followed by the participation coefficient (Fig. 7).

While modularity and participation coefficient exhibit non-linear age-
dependent behavior, we found that the flexibility of brain regions line-
arly increases with age (Fig. 5), indicating that modular organization
tends to reconfigure more and more as age advances. This result aligns
with those in (Wu et al., 2012), where connectome’s properties have
been analyzed over three age stages (young, middle, and old), and dif-
ferences in the modules composition have been observed only between
the last and the first two groups, but not between the first two. Another
variable that varies linearly with age, decreasing from the maturation to
senescence, is the number of modules that span both hemispheres
(Fig. 6). We demonstrated that this is due to a drop in inter-hemispheric
connections, possibly caused by a physiological age-related shrinkage of
the corpus callosum (Raz et al., 2010).

Some brain regions appeared to be less prone to age-related changes,
such as the medial cortex, the anterior cingulate, the orbito-frontal and



Fig. 6. Topographical clusters analysis. Panel (a): number of clusters that over the lifespan involve brain regions from both hemispheres, observed in our model (blue)
and in the null model (red). Panel (b) and (c): trend across the lifespan of the number and weights of the connections located in the left hemisphere (green), right
hemisphere (violet), and inter-hemispheres (orange). We report correlation coefficients and p-values of the Spearman correlation computed between the average of
inter-hemispheric edges/weights and age. In all the three panels bounded lines indicate the mean and confidence interval of the distribution of such variables across
the 1000 equivalent multilayer networks. Panel (d): rain-cloud plot of the inter-hemispheric edge weights against the number of clusters spanning both hemispheres.
Dots are colored with an age-based criterion, from dark red (early lifespan) to dark blue (late lifespan). We also display the correlation coefficient and p-value of the
Spearman correlation computed between the means of variables on the cartesian axis. Panel (e): Example of a cluster spanning the two hemispheres. Panel (f): heatmap
on the cortex representing the brain regions that more frequently belong to the cluster that in the last temporal bin spans the two hemispheres. The blue intensity is
proportional to this frequency.
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superior-frontal cortex. They display low flexibility values, and their
participation coefficient is not significantly correlated with age. More-
over, these regions constitute the cluster which continues spanning the
two hemispheres into senescence. Interestingly, previous observations
(Buckner, 2004) pointed out that changes in frontal-striatal circuits may
be associated with a decline of memory and executive function. A pre-
vious study (Persson et al., 2006) suggested that older adults with
declining memory performance show different DTI measures of the
anterior white matter compared to older adults with intact memory
functions. Also, the lateral occipital cortex shows low flexibility and
non-age-related values of the participation coefficient.

The brain areas which reconfigure most across the lifespan are
located mainly on the lateral part of the cortex, specifically in temporal
regions, motor and sensory areas, the parietal lobe, and the posterior
cingulate. Here we found high nodal flexibility, and a significant rela-
tionship between participation coefficient and age. However, these re-
gions reconfigure in different ways. The participation coefficient of the
temporal lobe and the superior central cortex subtending the sensory-
motor area is positively correlated to age, so that these nodes become
more integrated in the network with age. The opposite happens for the
parietal cortex, whose participation coefficient is negatively correlated to
age, becoming more segregated with age. These alterations we found on
9

structural organization might underpin functional age-related alterations
observed in the same areas in (Sambataro et al., 2010), where modifi-
cations of the DMN due to age have been associated to connectivity
changes in the posterior cingulate cortex and the bilateral parietal re-
gions, impacting the working memory functions, while no significative
differences have been found in the anterior cingulate cortex.

We schematically summarize our findings reporting representative
partitions (with lowest within-layer VI) at three age stages (Fig. 8). The
network becomes more segregated with years, with the appearance of
hemispherically-specific modules. The number of intra-cluster edges
decreases with age, while their weight increases, causing non-linear
trends of modularity and participation coefficient. Overall, the mod-
ules’ reconfiguration rate increases with age.
4.2. Methodological innovations of the multilayer framework

Our study attempts to track multiple variables in a large, multi-modal
dataset. Every approach used to detect changes in some variables must
distinguish between meaningful trends and statistical noise. We tackled
this challenge by implementing a probabilistic scheme, based on boot-
strapping, that extracts an ensemble of multilayer networks, where layers
represent homogeneous and contiguous age intervals. It also addresses a



Fig. 7. Participation Coefficient. Panel (a): course across the lifespan of the participation coefficient (average among all the nodes) computed on the partitions of our
model (blue lines) and the null model (red lines). Panel (b): trend of the number of inter-clusters connections. The bounded lines in panels a–b indicate the mean and
confidence interval of the distributions of such variables over the 1000 iterations. Panel (c): representation on the cortex surface of the correlation coefficients of the
Spearman correlation computed between ages and participation coefficient values of each node. Brain regions for which the outcome was not significant are white.
Brain regions whose participation coefficient is significantly positively/negatively correlated with age are illustrated in pink/green. Panel (d): Average of the cor-
relation coefficients within the functional subsystem identified by the current parcellation. Panels (e–g): representation on the cortex surface and average within the
Yeo functional subnetworks of the correlation coefficients of the Pearson correlation computed between participation coefficient values and age in the range [7, 38]
and [38, 85] years old. Left (right) bars in panel (g) are referred to younger (older) participants.
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relevant issue in the context of comparison among subjects, or categories
of subjects, based on the analysis of their MRI networks. In fact, MRI
networks exhibit unique, subject-specific, patterns of connections, so that
even within the same population, different individuals can show different
network properties, such as degree distribution, which in turn can drive
differences in modular structure (Fornito et al., 2013; Rubinov and
Sporns, 2010; van Wijk et al., 2010). Our ensemble-based strategy, in
which a network average is computed many times on a small subset of
subjects, offers a solution to link changes of structural connectivity spe-
cifically to development, maturation, and aging processes, while mini-
mizing the impact of individual differences not due to age. Therefore, it
10
also overcomes the problem of heterogeneity in the age distribution of
the sample. Moreover, thanks to the large data sample, we could build a
multilayer network where layers represent narrow age intervals (2
years), so that we also avoided comparing modular structure across large
age groups (usually children, adults, and elderly participants) that are
internally highly heterogeneous. Instead, we could monitor modules’
properties over an extended period of the lifespan.

To track the evolution of modules across the lifespan, we adopted a
multilayer community detection algorithm (Mucha et al., 2010) that
identifies assortative communities. While this is only one possible way of
representing network organization, previous studies did suggest that



Fig. 8. Representative partitions (first row, panels a to c) and toy model (second row, panels d to f) of the modular structure of the brain connectome in three phases:
early, middle and late lifespan. Different colors indicate different clusters. In the toy model the thickness of the edges is proportional to their weights.
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modular architecture represents a neurobiologically meaningful aspect of
brain connectivity (Sporns and Betzel, 2016), and it has been useful to
describe learning processes (Bassett et al., 2011b), inter- and
intra-subject variability (Betzel et al., 2019), differences among clinical
cohorts (He et al., 2018), or model the brain network’s dynamics
(Khambhati et al., 2018). Our multilayer approach has the advantage of
partitioning all the network’s slices simultaneously, providing consistent
partitioning of nodes across the layers and facilitating comparison of
modules. Indeed, these are matched so that one can determine which
brain regions change modular allegiance and in which period in the
lifespan. Hence, rather than working independently on snapshots, this
unified framework is more suitable to monitor age-related modules
variations.

Community detection algorithms, including the Louvain algorithm
adopted here, have stochastic properties that result in outputs with
increasing heterogeneity as the size of the network increases, and can
exhibit degeneracies (Good et al., 2010). Proposed solutions to this issue
include consensus clustering (Lancichinetti and Fortunato, 2012), which
produces an agreement among a set of partitions, or selecting a
near-optimal representative partition. Here, we pursued an
ensemble-based resampling approach. Instead of applying the algorithm
multiple times on a given network and then selecting a partition, we
applied it once for each member of a set of equivalent multilayer net-
works, and we statistically described the ensemble of output partitions,
focusing on statistical consistency. This approach aims to highlight
meaningful trends and mitigate variations due to chance, which can be
encountered relying on a single representation of community structure.
In each figure of the manuscript, we reported the average values of the
investigated indices together with their confidence interval. These in-
tervals barely deviate from the average values, meaning that the parti-
tions and their structural properties, even if not identical, are quite
consistent across the iterations. Robustness and statistical consistency are
also promoted by the large sample size of participants. Previous work
characterizing connectome during development showed discordant re-
sults, such as increasing (Chen et al., 2013) decreasing (Huang et al.,
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2015) or no change of modularity (Hagmann et al., 2010), possibly due to
small sample sizes. Overall, we aimed for robust results through a large
sample, a stringent resampling scheme and a multilayer approach that
reinforces the analysis.

By optimizing multilayer modularity, we explored the connectome’s
architecture at multiple spatial and temporal scales, as evidence suggests
that the human brain network can be parsed in several – physiologically
equally meaningful –ways (Betzel et al., 2013; Betzel and Bassett, 2017).
However, after having obtained modules with different sizes and degrees
of variability across layers, we focused on a specific subset. We were
interested in modules that reconfigure in an intermediate time scale,
neither too fast nor too slow. To identify a proper scale, we considered
the VI matrix (Fig. 2), which we hypothesized should have high similarity
between partitions on the main diagonal and lower values outside. We
also focused on a single spatial scale. While there is no exact number of
modules with which brain networksmust be divided, current practice has
converged onto a set of functional modules which are reliably observed
(Damoiseaux et al., 2006; Power et al., 2011; Thomas Yeo et al., 2011).
They usually include the visual, somatomotor, dorsal attention, limbic,
default mode, control and salience systems. Previous works demon-
strated that structural and functional connectivity matrices are signifi-
cantly related (Fukushima et al., 2018; Go~ni et al., 2014), supporting the
notion that structural connectivity underpins and drives functional or-
ganization. For this reason, we focused on a spatial scale that returned a
number of modules consistent with canonical functional systems, which
have also been identified in a previous analysis of structural connectivity
(Faskowitz et al., 2018). All the findings we presented have to be seen in
relation to this choice. We acknowledge that the choice of different
temporal/spatial scales could lead to different properties of the
age-related brain community organization.

4.3. Limitations and future advancements

There are several limitations inherent in MRI data. Diffusion imaging
and tractography provide an estimation of the anatomical connectivity,
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but not a direct measurement of it (Sotiropoulos and Zalesky, 2019).
Through our approach to network construction and the multi-layer
resampling methodology, we tried to ameliorate some biases such as
the paucity of long-range connections detected with tractography data.

Another issue regards the node definition, as this choice might impact
the properties of the derived network (Fornito et al., 2010). In order to be
consistent with previous studies (Betzel et al., 2015, 2014; Cao et al.,
2014; Faskowitz et al., 2018), we used a parcellation of the cortex based
on a canonical partition of the surface into functional sub-systems
(Thomas Yeo et al., 2011). To add robustness to our findings, future
works could replicate the same analysis with a finer parcellation, or by
defining nodes according to anatomical constraints (Destrieux et al.,
2010).

While our study includedmuch of the human lifespan, it did not cover
early postnatal stages of development (ages 0–5 years). This period is
characterized by rapid anatomical growth and behavioral/cognitive
changes that we expect to be reflected in the topology of brain connec-
tivity. As more data covering this early lifespan period becomes avail-
able, our ensemble multi-layer approach could be extended to cover the
human lifespan more fully and comprehensively.

Finally, now that we provided a description of the evolution of the
community structure during the lifespan, these patterns could also be
assessed for cohorts of clinical subjects. The goal would be assessing the
impact of specific pathologies on developmental or aging processes and
helping to identify targeted interventions. Further studies might also
attempt to correlate connectional features with behavioral features and
normalize interindividual variations in cognition relative to the actual
developmental status.

5. Conclusion

In conclusion, we develop an ensemble multi-layer approach and
provide evidence that the human brain exhibits age-dependent modular
organization. The number of modules increases with age while their size
decreases. The modularity of the partitions reaches the highest values in
the early and in the late lifespan, whereas the opposite happens for the
participation coefficient. We also found that the rate of the modules’
reconfiguration increases with age, resulting in modules that are more
restricted to single cortical hemispheres. Our findings broaden a body of
literature aimed at understanding connectome evolution across lifespan,
while the methods developed can be used to monitor variables of interest
in structural and functional brain networks across other large datasets.
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