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ABSTRACT ARTICLE HISTORY
The mutual interaction between environment and life is a main topic of biological sciences. An inter- Received 30 October 2019
esting aspect of this interaction is the existence of biological rhythms spanning all the levels of organ- ~ Accepted 24 March 2020

isms from bacteria to humans. On the other hand, the existence of a coupling between external

oscillatory stimuli and adaptation and evolution rate of biological systems is a still unexplored issue.

Here we give the demonstration of a substantial increase of heritable phenotypic changes in yeast, an ; ’ .
. . . R . X entrainment; resonance;

organism lacking a photoreception system, when growing at 12h light/dark cycles, with respect to Kluyveromyces lac-

both stable dark (or light) or non-12+12h cycling. The model system was a yeast strain lacking a tis; mutation

gene whose product is at the crossroad of many different physiological regulations, so ruling out any

simple explanation in terms of increase in reverse gene mutations. The abundance of intrinsically dis-

ordered protein regions (IDPRs) in both deleted gene product and in its vast ensemble of interactors

supports the hypothesis that resonance with the environmental cycle might be mediated by intrinsic

disorder-driven interactions of protein molecules. This result opens to the speculation of the effect of

environment/biological resonance phenomena in evolution and of the role of protein intrinsically dis-

ordered regions as internal mediators.

KEYWORDS
Oscillatory dynamics;

Introduction regulate many LD dependent cellular functions (Panda et al.,
2002; Zhang et al.,, 2014).

Yeasts are unicellular fungi including Saccharomyces cere-
visiae, an extensively studied model organism used in basic
science and industrial applications. Some of S. cerevisiae
internal cycles share common features with circadian clocks
(see (Mellor, 2016) and (Causton, 2020) for recent reviewing).
These cycles, called yeast respiratory oscillations (YRO) or
yeast metabolic cycles (YMC), emerge when cells spontan-
eously synchronize in continuous cultivation and are coupled

Living organisms evolved on Earth in response to environ-
mental stimuli of physical, chemical and biological origin.
Changes of the biosphere were two-ways as environment
can influence the evolution of organisms and organisms can
in turn modify the environment. Adaptation to the changing
environment is one of the leading processes in the develop-
ment of life. With respect to the life cycles, environmental
parameters can vary in a monotonic way (i.e. on time scales
much longer than life cycles) or periodically, with frequencies
comparable to those of internal biological oscillators - inter alia - with the redox metabolism of the cell, with DNA
(Winfree, 1967). Examples of such cycles are those associated synthesis and cell division. YROs are ultra-dian cycles with
to astronomic properties like day-night or season alternation, ~Periods shorter than 24 h. It has been proposed that cell-pro-
In particular, life evolved in parallel with light-darkness (LD) duced sulphidric acid might be the molecular signal that syn-
cycles of the 24h period of Earth rotation generating living chronize cultured cells and allows temporal separation of
organisms with internal molecular clocks of circadian period. metabolic activities (Tu et al, 2005). Interestingly, YRO is
These cycles keep the physiology of the organism entrained affected by light intensity, frequency and timing (Robertson
to the day-night periodicity and are present in bacteria, fungi et al., 2013). The presence of innate oscillators might be
and higher eukaryotes, where metabolism and activities are rather rooted in yeast cells but difficult to show in the erg-
dependent on LD cycles. Circadian clocks stem from tran- odic system of standard batch cultivations (Bianchi, 2008).
scription-translation feedback loops of clock genes and However, even in these cases of apparent unsynchronized
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growth, collective cyclic behaviors of the cell population can
be detected, based on internal cellular dynamics and cell
cross-talking (Tsuchyia et al., 2007; Romagnoli et al., 2011).

Differently, cyclic environmental parameters might be
able to synchronize cells by an active entrainment process
that keeps in phase the environmental parameter and the
cellular output(s) controlled by the internal mechanism. This
system has been used to show medium acidification as
metabolic output of a hypothetical clock in S. cerevisiae
(Eelderink-Chen et al., 2010). A different experiment based
on entrainment of yeast (Edmunds et al., 1979) showed that,
when yeast was grown at very low temperature, cyclic cell
duplication and cyclic anabolic activities emerged. However,
these results were never confirmed and other scientists
(Robertson et al., 2013) excluded the presence in yeast of a
circadian cycle regulated by light.

An interesting issue related to the presence of molecular
clocks is the connection of organism fitness, reproduction,
and population development with entrainment to environ-
mental cycles. Mechanisms underlying this connection might
be relevant for the selection of adapted genetic variants or
species. For example, resonance with LD cycles has been
shown to select Synechococcus species with endogenous
clock of period closer to the environmental cycle (Ouyang
et al., 1998). A different question is if the cellular mecha-
nisms generating genetic and/or epigenetic variability might
be under the control of endogenous oscillators, other than
canonical clocks and, hence, increase the number of individ-
ual variants in the population under entrainment with envir-
onmental cycles.

In order to explore this issue, we used the genetic system
of phenotype extragenic suppression in a haploid yeast
strain with the deletion of a regulatory gene. To this aim, we
selected the KIMGA2 gene from the Kluyveromyces lactis
yeast, because the KIMga2 protein participates in many dif-
ferent regulatory activities, possibly involving many other dif-
ferent regulatory factors. Due to the absence of the gene,
the suppression of the phenotype associated with the dele-
tion should be dependent on genetic or epigenetic varia-
tions occurring in the many other genes participating to the
same pathways of the deleted gene. Our analysis on KIMga2
revealed that this is a multi-functional protein that contain
high level of intrinsic disorder, with more than 23% of its res-
idues being involved in disorder-based recognition, thereby
serving as a foundation of its multi-functionality. The abun-
dance of intrinsically disordered protein regions (IDPRs) in
both the deleted gene product and in its vast ensemble of
interactors supported the conjecture of both the spreading
of oscillatory stimulus and the multiplicity of possible pheno-
typic reversion models.

However, which new gene or which mechanism (genetic
or epigenetic) was involved in the phenotypic suppression
was beyond the scope of this work. In the same way we did
not answer to the question if the observed entrainment
could be defined as a proper ‘clock’ (and thus presenting
features like temperature dependence or specific photore-
ceptors): we limited our investigation to the demonstration
of a measurable population level response elicited by an

external oscillation. As a matter of fact we observed that
cells responded to the oscillatory character of the stimulus at
a peculiar frequency and not to its energy content: this
made mandatory to think of a resonance phenomenon and
consequently demonstrated the existence of (still unknown)
internal oscillators. Beside possible mechanistic hypotheses,
we concentrated on the rate of generating cells with sup-
pressed phenotype, hence on the increase in the rate of gen-
eration of new genetic/epigenetic variant clones as a
function of the oscillating physical stimulus. One crucial
point was the observed ‘heritability’ and thus the stability of
phenotypic reversion. The heritable character of phenotypic
reversion opens the way to the possible role of resonance
phenomena in evolution.

Materials and methods
Selection of rag + reverted clones

The K. lactis GDK/KImga2A strain (Micolonghi et al., 2012)
was inoculated in liquid YPD medium (1% yeast extract, 1%
peptone, 2% glucose) at a starting cell density of 4+ 1 x 10°
cells/ml and grown for 48h to 2+0.8 x 108 cells/ml (9+1
duplications) under LD cycles. Cycles ranged from 2+2h to
24 424 h; all light (LL) and all dark (DD) experiments were
also performed; light intensity was 134 uM/s/m? (sunny out-
door ~2000 uM/s/m?, indoor ~10uM/s/m?), and all cycle
experiments started with a light phase. Two to eight inde-
pendent experiments were performed for each cycle length.
At the end of the experiment, cells were counted under
microscope in a Burker chamber, cultures were opportunely
diluted with sterile water and about 10°+-10° cells were
plated onto 3 GAA plates (1% yeast extract, 1% peptone, 5%
glucose, 5uM antimycin A plus 2% agar for solid medium).
Growth of the suppressed clones were scored after 4 + 5 days
and recorded as number of Colony Forming Units (CFU) per
plated cells (%).

Computational analysis of the KIMga2 protein

Intrinsic disorder predisposition of the KIMga2 protein
(UniProt ID: Q6CMS9) was assessed by a set of commonly
used per-residue disorder predictors from the PONDR family,
such as PONDR® VLXT (Romero et al., 2001), PONDR® VSL2
(Obradovic et al., 2005; Peng, Radivojac, Vucetic, Dunker &
Obradovic, 2006 ), and PONDR® VL3 (Peng et al., 2005) avail-
able at (http://www.pondr.com) and by the PONDR® FIT
metapredictor (Xue et al,, 2010) accessible at (http://original.
disprot.org/metapredictor.php). The outputs of these tools
are represented as real numbers between 1 (ideal prediction
of disorder) and 0 (ideal prediction of order). A threshold of
>0.5 was used to identify disordered residues and regions in
a query protein. A protein region was considered flexible, if
its disorder propensity was in a range from 0.2 to 0.5.
Complementary disorder analyses together with important
disorder-related functional information were retrieved from
the D?P? database (http://d2p2.pro/) (Oates et al, 2013),
which is a database of predicted disorder for a large library


http://www.pondr.com
http://original.disprot.org/metapredictor.php
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http://d2p2.pro/

of proteins from completely sequenced genomes (Oates
et al, 2013). D?P?> database uses outputs of IUPred
(Dosztanyi et al., 2005), PONDR® VLXT (Romero et al.,, 2001),
PrDOS (Ishida & Kinoshita, 2007), PONDR® VSL2 (Obradovic
et al, 2005; Peng et al., 2006), PV2 (Oates et al.,, 2013), and
ESpritz (Walsh et al., 2012). The output of this platform is fur-
ther supplemented by data concerning location of various
curated posttranslational modifications and predicted dis-
order-based protein binding sites, known as molecular recog-
nition features, MoRFs (Oates et al., 2013).

Information on the interactability of the subunits the
KIMga2 protein was retrieved using Search Tool for the
Retrieval of Interacting Genes; STRING, http://string-db.org/.
STRING generates a protein-protein interaction (PPI) network
based on predicted and experimentally-validated information
on the interaction partners of a protein of interest
(Szklarczyk et al, 2011). In the corresponding network, the
nodes correspond to proteins, whereas the edges show pre-
dicted or known functional associations. Seven types of evi-
dence are used to build the corresponding network, where
they are indicated by the differently colored lines: a green
line represents neighborhood evidence; a red line, the pres-
ence of fusion evidence; a purple line, experimental evi-
dence; a blue line, co-occurrence evidence; a light blue line,
database evidence; a yellow line, text mining evidence; and
a black line, co-expression evidence (Szklarczyk et al., 2011).
In this study, STRING was utilized in two different modes: to
generate the PPl network of the KIMga2 protein and to pro-
duce the PPl network centered at the KIMga2 protein PPI
network. Resulting PPl networks were further analyzed using
STRING-embedded routine in order to retrieve the network-
related statistics, such as number of nodes (proteins), num-
ber of edges (interactions), average node degree (average
number of interactions per protein), average local clustering
coefficient, which defines how close the neighbors are to
being a complete clique. If a local clustering coefficient is
equal to 1, then every neighbor connected to a given node
N; is also connected to every other node within the neigh-
borhood, and if it is equal to 0, then no node that is con-
nected to a given node N; connects to any other node that
is connected to N, expected number of edges (which is a
number of interactions among the proteins in a random set
of proteins of similar size), and a PPl enrichment p-value
(which is a reflection of the fact that query proteins in the
analyzed PPl network have more interactions among them-
selves than what would be expected for a random set of
proteins of similar size, drawn from the genome. Such an
enrichment indicates that the proteins are at least partially
biologically connected, as a group).

Results
Deletion of KIMGA2 gene

The yeast Kluyveromyces lactis and the KIMGA2 gene were
chosen for our experiment. In yeasts, the Mga2 proteins regu-
late the expression of the fatty acid desaturase genes, neces-
sary for the synthesis of the essential unsaturated fatty acids
(Santomartino et al.,, 2017). Regulation occurs at the level of
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transcription. In K. lactis, the deletion of the KIMGA2 gene
(KImga2A strain) causes many defects and phenotypes in add-
ition to an altered fatty acid composition of membranes. These
phenotypes involve: reduced expression of ergosterol biosyn-
thetic genes and of glucose catabolic genes, altered mitochon-
drial morphology and respiration rate, extended longevity and
increased resistance to oxidative stress, multi-budded cell
morphology, reduced growth rate, sensitivity to the mitochon-
drial drug antimycin A on high (5%) glucose medium (rag™
phenotype) (Micolonghi et al., 2012; Ottaviano et al., 2015;
Santomartino et al., 2019). This extended panel of defects
deriving from the deletion of KIMGAZ2 indicates that the KIMga2
protein participates in many different regulatory activities, pos-
sibly involving many other different regulatory factors. The
suppression of a single phenotype in the deleted strain might
therefore occur by a new mutation of a specific regulatory
element. Eventually, two or more phenotypes might be sup-
pressed simultaneously.

Computational analysis of the intrinsic disorder
predisposition, disorder-based functionality, and
binding promiscuity of the KIMga2 protein

To gain better understanding of the reasons for these multi-
faceted consequences of the deletion of the KIMGA2 gene,
we conducted a computational analysis of the intrinsic dis-
order predisposition of the KIMga2 protein using several
commonly used per-residue predictors of intrinsic disorder
predisposition, such as PONDR-FIT, PONDR® VLXT, PONDR®
VSL2, and PONDR® VL3 (Li et al., 1999; Romero et al.,, 2001;
Obradovic et al., 2005; Peng et al.,, 2005; Peng et al., 2006;
Xue et al., 2010) (Figure 1A).

We also used a D?P? platform (http://d2p2.pro/) (Oates
et al, 2013) that complement evaluations of the disorder
predisposition of a query protein by IUPred (Dosztanyi et al.,
2005), PONDR® VLXT(Romero et al., 2001), PrDOS (Ishida &
Kinoshita, 2007), PONDR® VSL2B (Obradovic et al., 2005;
Peng et al., 2006), PV2 (Oates et al., 2013), and ESpritz (Walsh
et al, 2012) with some disorder-related functional informa-
tion (Figure 1B). Results of these analyses are summarized in
Figure 1, which clearly shows that the KIMga2 protein is
expected to contain high levels of intrinsic disorder. In fact,
almost 60% of the residues of this 1151 aminoacid-long pro-
tein are predicted as disordered, being assembled in four
long disordered regions (residues 1-150, 377-583, 702-742,
and 869-1055) and numerous short disordered regions.
Figure 1B shows that these long, disordered regions include
multiple disorder-based binding sites, known as molecular
recognition features (MoRFs). MoRFs are specific protein
regions that are disordered in their unbound state, but that
can fold at interaction with specific partners (Romero et al.,
2001; Dunker et al, 2002; Tompa, 2002; Daughdrill et al.,
2005; Oldfield et al., 2005; Radivojac et al., 2007; Dunker
et al, 2008; Dunker & Uversky, 2008; Uversky & Dunker,
2010; Uversky, 2011; Uversky, 2012; Uversky 2013), and which
can be predicted by several computational means, including
the ANCHOR algorithm (Dosztanyi et al., 2009; Meszaros
et al, 2009) that utilizes the pair-wise energy estimation
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Figure 1. Multifactorial computational disorder analysis of the KIMga2 protein from K. lactis yeast. 1 A. Intrinsic disorder profile of KIMga2 (UniProt ID: Q6CMS9)
generated by the superposition of the outputs of PONDR® VLXT, PONDR® FIT, PONDR® VL3, and PONDR® VSL2. 1B. Intrinsic disorder propensity and some import-
ant disorder-related functional information generated for the KIMga2 protein by the D?P? database (http://d2p2.pro/)(Oates et al. 2013) Here, results of the evalu-
ation of disorder predisposition by outputs of [UPred (Dosztanyi et al., 2005), PONDR® VLXT (Romero et al., 2001), PrDOS (Ishida & Kinoshita, 2007), PONDR® VSL2B
(Obradovic et al., 2005; Peng, Radivojac, Vucetic, Dunker & Obradovic, 2006), PV2 (Oates et al., 2013), and ESpritz (Walsh et al., 2012) are enhanced by showing
some disorder-related functional information, such as positions of the disorder-based interactions sites (MoRFs).


http://d2p2.pro/

approach originally used by IUPred (Dosztanyi et al., 2005).
Such disordered regions, which are able to undergo at least
partial disorder-to-order transitions upon binding, are known
to play crucial roles in recognition, regulation, and signalling
(Wright & Dyson, 1999; Uversky et al., 2000; Romero et al.,
2001; Dyson & Wright, 2002; Dyson & Wright, 2005; Oldfield
et al., 2005; Mohan et al., 2006; Vacic et al., 2007; Uversky
2013; Uversky 2013). Figure 1B shows that the KIMga2 pro-
tein possesses18 MoRFs that include 268 of 1151 residues,
indicating that at least 23.2% of the KIMga2 residues can be
potentially involved in disorder-based recognition and
thereby can serve as a foundation of the multi-functionality
of this protein.

It is known that KIMga2 has several functional domains,
such as ankyrin repeat regions (residues 322-362 and 752-
842), E-set domain (residues 574-697) with embedded IPT/
TIG domain (residues 581-666), and a-helical trans-membrane
region (TM, residues 1074-1093). Ankyrin repeat is a 33-resi-
due motif consisting of B-hairpin —a-helix- loop- a-helix fold
(Zhang & Peng, 2000). Although proteins typically have four
or more complete ankyrin repeats, which provide stabilizing
interactions between adjacent modules, a minimal autono-
mous folding unit in such proteins was shown to contain
two repeats (Zhang & Peng, 2000). Ankyrin repeat regions
are found in many eukaryotic proteins, where they function
as protein-protein interaction domains (Bork, 1993; Mosavi
et al., 2004). In line with these observations, Figure 1B shows
that the first ankyrin repeat (residues 322-362) of KiMga2
includes one of MoRFs (residues 340-346). IPT/TIG domains
(Immunoglobulin-like fold, Plexins, Transcription factors, or
Transcription factor Immungglobin) ‘have an immunoglobu-
lin-like fold and are found in cell surface receptors, where
they are used for protein-protein interactions (Chen et al.,
2013), and in some transcription factors, where they serve as
DNA binding domains (Liao, 2009). E-set domains also have
immunoglobulin-like fold and often serve as carbohydrate-
binding modules (Elleuche et al., 2017). Therefore, E-set
domain might have multiple functions, ranging from protein-
protein to protein-DNA, and to protein-carbohydrate interac-
tions. Although E-set domain is mostly ordered in KIMga2, it
contains a rather long IDPR (residues 639-659) and one of
the MoRFs (residues 680-688).

The promiscuity of the KIMga2 protein is illustrated by
Figure 2A representing STRING-generated protein-protein
interaction network of this protein. This network contains 16
nodes connected by 39 edges. Proteins in this network, listed
in Table 1, are associated with a wide spectrum of cellular
processes, such as fatty acid biosynthesis and a number of
concurrent activities.

Furthermore, when one adds a second shell of interactors
(i.e. proteins interacting with proteins that directly bind to
KIMga2), the resulting network increases to 499 nodes linked
by 5531 edges (see Figure 2B). Proteins in this network are
associated with 45 biological processes annotated by gene
ontology (GO), including response to chemicals, response to
stimuli, response to stress, proteolysis, protein catabolic pro-
cess, protein metabolic process, cellular protein modification
process, macromolecule modification, regulation of cellular
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component organization, reproduction of a single-celled
organism, regulation of protein metabolic process, protein
modification by small protein conjugation or removal,
response to endoplasmic reticulum stress, ubiquitin-depend-
ent ERAD pathway, meiotic cell cycle process, macromolecule
localization, cell development, cytoskeleton organization, and
cellular response to topologically incorrect protein.

These observations provide some logical support to the
functional plasticity of the KIMga2 protein and explain why
deletion of the KIMGA2 gene has so many different pheno-
typical outputs. This large panel of interactors also provide
an extended variety of potential extragenic suppressors
involved in the phenotypic reversion of the deleted strain.

Restoring normal phenotype of Kimga2A strain via
resonance with LD cycles

In our experiment, we took advantage of the reduced
growth rate and of the rag” phenotype of the mutant strain
(Figure 3A).

The reduced growth rate resulted in small sized colonies
on standard YPD medium. The rag”™ phenotype corresponded
to strongly impaired growth in selective GAA medium. The
reduced growth rate could be ascribed to a general reduc-
tion of cellular fitness due to the various defects of the
deleted strain. The rag” phenotype is usually due to defects
in the glycolytic and/or fermentative pathways or in their
regulation (Wésolowski-Louvel et al., 1992): the basis of this
phenotype in KImga2A strains has been analyzed in
Ottaviano et al. (Ottaviano et al., 2015). We have noticed that
the KImga2A strain reverted spontaneously to the rag™
phenotype with a reasonably high frequency (Figure 3B):
rag” clones could be easily selected by plating cell cultures
on GAA medium and were characterized by small or large
colony size. Small colonies (more numerous) were sup-
pressed only in the rag” phenotype, while large colonies (less
numerous) were suppressed also in the slow growth pheno-
type. As stated above, we measured the rate of generation
of suppressed clones when cells were cultivated under stand-
ard conditions (YPD medium and 29+1°C) but with light-
dark cycles of various phase length.

Results reported in Figure 4 show that average occurrence
of suppressed clones ranged from 0.015% (164 16h) to
0.049% (8 + 8 h) without significant difference to LL (0.031%)
or DD (0.026%), except for the 12+ 12h cycle that reached
0.2% occurrence.

This implies an approximately one order of magnitude
increase in phenotype suppression corresponding to the
12+ 12h cycle. This substantial increase scored a highly stat-
istically significant difference with all other conditions
(p<0.01 with 6+6 and 8+8h; p<0.001 with LL, DD and
the remaining LD cycles by Wilcoxon non-parametric test).
This result suggests that yeast cells contain an endogenous
124+ 12h oscillator that positively regulates mechanism(s)
operating in phenotype suppression. These mechanism(s)
could enhance in efficiency when the endogenous oscillator
and the external entraining cycle resonate at the same fre-
quency. Interestingly, LD cycles of 4+ 4 and 6+ 6h, which
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Figure 2. Analysis of the interactability of the KIMga2 protein from the yeast K. lactis. The analysis was performed by STRING (Search Tool for retrieval of interacting
genes) resource, which is a web-based platform integrating publically available information on protein-protein interactions (PPls) with computational predictions for
a query protein (Szklarczyk et al., 2019). 1 A. A network of 15 proteins from K. lactis interacting with the KIMga2 protein. A moderate confidence score of 0.4 was used
to obtain this multi-protein interaction network. This network includes 16 nodes connected by 39 edges. Therefore, KIMga2-centered PPI network is characterized by
an average node degree of 4.88 and has an averaged local clustering coefficient of 0.868. The average local clustering coefficient defines how close its neighbours are
to being a complete clique; local clustering coefficient is equal to 1, if every neighbour connected to a given node N; is also connected to every other node within the
neighbourhood, and it is equal to 0 if no node that is connected to a given node N; connects to any other node that is connected to N;. Since the expected number of
interactions among proteins in a similar size set of proteins randomly selected from a yeast proteome is equal to 17, this PPl network has significantly more interac-
tions than expected, being characterized by a PPl enrichment p-value of < 12.19 x 10°. 1B. Extended PPI network of proteins involved in interaction with the K. lactis
KIMga2. Here, proteins from the second shell (i.e. proteins interacting with the proteins that bind to KIMga2) are added. This network includes 499 proteins linked by
5,631 interactions, which is significantly more than the expected number of interactions among proteins in a similar size random set of proteins (3,091). It is character-
ized by an average node degree of 22.2, has an averaged local clustering coefficient of 0.482, and a PPl enrichment p-value of < 1076,
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Pathway? Kiprotein® Kigene© Scgene? Function®
Fatty acid biosynthesis XP_452447.1 KIOLE1 OLET Acyl-CoA desaturase
XP_452676.1 KLLAOC10692g absent Putative desaturase, unknown function (Santomartino et al., 2017)
Protein ubiquitination XP_454562.1 KLLAOE13575g RSP5 E3 ubiquitin-protein ligase
and degradation
XP_452307.1 KLLA0C02475g UFD1 Proteasomal protein degradation
XP_453310.1 KLLAOD05599g YOD1 Protein deubiquitination
XP_452172.1 KLLAOB14410g DOA1 Ubiquitin-mediated protein degradation
XP_455337.1 KLLAOF05676g CDC48 ATP-dependent translocation of ubiquitinated proteins
XP_455008.1 KLLAOE23409g YTA6 ATPase, Cdc48 family
XP_455058.1 KLLAOE24575g NPL4 Cdc48-dependent protein degradation, transcription regulation
Phosphorylation XP_455472.1 KLLAOF08635g HSD1 CTP-dependent ER diacylglycerol kinase, lipid metabolism
Vacuolar protein targeting and XP_453894.1 KLLAOD18799g VPS64 ER protein, unknown function
cell cycle regulation
Secretion XP_451575.1 KISEL1 UBX2 Secretion lowering protein, ubiquitinated
protein metabolism, lipid homeostasis
Transcription regulation XP_454142.1 KLLAOE04379g SAP1 ATPase of the AAA family SIN1-associated protein SAP1
XP_454696.1 KLLAOE16567g ESST Peptidyl-prolyl cis-trans isomerase, RNA Polll complex

aGeneral cellular pathway or function.

PProtein id.

‘K. lactis gene name or systematic ORF name (http:/gryc.inra.fr).
9. cerevisiae gene name.

Relevant specific protein function.

oy
wr B
Kimga2A
B GAA

KImga2Arevertant colonies:
large colony B3 3
small colony s

Figure 3. Phenotypes and reversion of the Kimga2A strain. 1 A. Figure reports
serial dilutions of the wild type (WT) and of the Kimga2A mutant strains plated
on complete medium (YPD) and antimycin A-containing selective plates (GAA),
to obtain single colonies. The figure highlights the slow growth phenotype of
the mutant strain (small colony on YPD) in comparison with the wild type
(large colony) strain, and the rag™ phenotype (strongly reduced growth on GAA;
see also supplementary material Figure SM1) of the mutant strain. 1B.
Appearance of extragenic-suppressed reverted clones in the mutant cell popu-
lation on GAA medium. Arrows point to typical large and small colony clones.

were the closest to the KImga2A strain duplication time
(5.5 h), did not produce suppression increase, suggesting that
the cell resonating oscillator was not related to the general
cell metabolism or physiology but rather to an environmen-
tal adaptation to the Earth rotational frequency.

Statistical analysis also showed that the number of sup-
pressed clones (CFU) did not correlate neither with the num-
ber of cycles (Pearson r=0.183) nor with the length of
cycles (Pearson r=0.152). We can explain these two observa-
tions assuming that the decisive feature of the stimulus is
only its cyclic nature with a specific frequency; i.e. we have a
resonance phenomenon. Furthermore, Figure 4 shows the
variability bars corresponding to the square root of the

variance of the CFU. The variance (at odds with standard
error that is related to the uncertainty of the mean) follows
the natural fluctuations of the system and in the 12h case
we had the largest bar. The large variance at the peak fre-
quency is typical to that of a system approaching a phase
transition. In phase transitions, every system (gas, metal and
so on) has a physical quantity that quantifies the response to
an external stimulus, the so-called susceptibility. It can be
showed (Stanley, 1971) that susceptibility is proportional to
the system correlation (to the variance, as in our case) and
to the reciprocal of the difference between a critical param-
eter (in our case, the light-dark period) and a critical value
(12h). In summary, as the system tends toward the fre-
quency peak, the variance (the fluctuation around the mean
value) diverges, so the response diverges. In our particular
yeast case, the response variable was the amount of pheno-
typic suppression that, as expected, diverged at the charac-
teristic frequency inducing transition.

Both small and large colony rag™ suppressed clones were
produced when the small colony-rag™ KImga2A strain was
cultivated under LD cycles. Small-rag® colonies were the by
far majority of suppressed clones and consequently their
number strongly correlated (Pearson r=0.998, R*> = 0.995)
with the total number of colonies (Figure 5A).

The large-rag™ colonies were fewer and not correlated to
the total of number of colonies (Pearson r=0.478, R?> =
0.228). This result points to the fact that large colonies are
an independent population with respect to the ‘bulk’ of colo-
nies and their number is not affected by plating efficiency.
Of course, the occurrence of large-rag™ clones could not be
determined because of the experimental design intended to
select only rag™ colonies. Occurrence of large and small rag™
colonies was not correlated each other (Pearson r=0.416, R?
= 0.173; Figure 5B), indicating that the events generating
suppression of the rag” phenotype and of the slow growth
phenotype were independent. Interference of plating effi-
ciency with number of colonies (Figure 5C) was assayed by
calculating the correlation coefficient between large, small
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Figure 4. Rate of phenotypic suppression in KImga2A strain. The average percentages (CFU) of generation of suppressed cell colonies are reported in the histo-
grams together with relative among experiments standard deviations. Length of light (dark) periods are indicated in hours (h). All light and all dark incubation
experiments are indicated as LL and DD, respectively. The left part of the figure reports the scheme of light-dark alternation. Percentage of CFU at t=0 ranged

from 0.0005 to 0.001 (supplementary material Figure SM2).

and total rag® colonies per plate and the total number of
plated cells. No relevant correlation could be found with the
number of plated cells with the three classes of large-rag™
(Pearson r=0.324), small-rag” (Pearson r=0.408) and total
colonies (Pearson r=0.419) so ruling out any relevant con-
founding effect due to plating variability.

The suppression of phenotypes was stable: cells picked
from small or large rag™ colonies were grown without select-
ive pressure (YPD medium) for 24 h, opportunely diluted and
plated onto YPD plates to allow growth of hundreds single
colonies. YPD plates were then replicated onto GAA plates
and scored for rag™ phenotype or rag~ back reversion: all
colonies were rag™ indicating the stability, and thus the her-
itability, of the genetic/epigenetic suppression. Furthermore,
large-rag™ colonies yielded only large-rag* colonies suggest-
ing that also the reversion of the Kimga2A strain to large col-
ony phenotype, which was the wild type rate of growth,
was stable.

Finally, in order to establish the long-time period of cell
composition of the culture in terms of the various pheno-
types (original mutant strain, small-colony rag® suppressed,
large-colony rag™ suppressed), we set up a prolonged culti-
vation in non-selective YPD medium at constant light
(1OuM/s/m2, as for routine yeast cultivation in the thermo-
static room) by several serial passages of dilution (1:1000) of
3-4days grown cultures into fresh medium. At each step, the
percentages of large- and small-colony rag™ cells were deter-
mined by plating opportune dilutions onto GAA plates.
Results (supplementary material Figure SM3) showed that
the reverted rag™ cell fraction reached the 63% of the total
cell population, with the majority (53%) of large-colony rag™
cells, after 10 passages in fresh medium. Our experiment was
set to select only Rag+ reverted clones. Hence, other best
fitted reversions, like as large-colony rag™ cells, could not be
evidenced but could be a relevant part of the final culture

composition. Notably, the predominance of the reverted cells
in the population could be eventually reached with a minor
number of passages in 24h 12412 LD cycles incubation,
being the frequency of reversion ten-fold higher in that con-
dition. We also noticed the accumulation of a relevant num-
ber of unviable cells, unable to generate colonies, along the
experiment (not shown). This finding could be correlated
with the fact that the deletion of KIMGA2 causes alteration of
the chronological life span (Santomartino et al., 2019) and
hence in the accumulation of unviable cells in long
time culturing.

Discussion

Yeast does not seem to be a light-dependent organism: no
recognized light-responsive protein is present in the K. lactis
or S. cerevisiae proteome, yeasts do not contain photo-recep-
tive molecules and their metabolism and physiology have no
evident relation with light-dark alternation. As far as the typ-
ical fungal mechanism of light sensing is concerned, both
yeasts lack the essential light responding proteins (WCT,
WC2, and Frq) of the circadian cycle (Salichos & Rokas, 2010).
However, yeast cells are transparent to light, and light can
influence cellular mechanisms in many ways. Light alters the
redox equilibrium of the cell by inducing the synthesis of
hydrogen peroxide. As a consequence, the stress-sensing
transcription factors Crz1 and Msn2 move to the nucleus
(Bodvard et al, 2011; Bodvard et al., 2013; Bodvard et al,
2017). Light effects on the redox equilibrium also affect res-
piration and the YRO (Robertson et al., 2013) suggesting that
cellular metabolism and physiology might have evolved in
yeast following the adaptation to the cyclic harmful effects
of photons during daytime.
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Figure 5. Correlation analysis. 5A. Correlation between the total number of colonies in each experiment and the number of small (black dots) or large (white
dots) colonies, respectively. 5B. Correlation between the number of small and large colonies (gray dots). 5 C. Correlation between the total number of plated cells
and the number of small (black dots), large (white dots) and total (gray dots) colonies, respectively. Trend lines with R? values are shown for each graph.

One open question is if yeast possess or not a canonical
molecular clock of circadian frequency governing cellular
functions. Our results indicate that, whatever the underlying
mechanism of light reception and signal transduction, a
12+ 12h environmental LD cycle resonates with an
endogenous light-sensitive yeast oscillator that generates a
clear biological response. This resonance phenomenon
affects the efficiency of cell activities involved in the genome
stability and/or the gene expression pathways involved in
phenotypic suppression thus introducing an increased vari-
ability in the growing cell population. Conversely, the
increased genetic suppression at 24h environmental LD
cycling indirectly demonstrates the existence in yeast of an
endogenous light-dependent oscillator, that governs basic
cellular processes like generation or stabilization of mutant
cells or activation/inactivation of gene expression.

On a more general ground, we gave a proof-of-concept of
an external environmental cyclic factor that, resonating with
an internal biological oscillator, drastically alters the adapta-
tion and evolutionary potential of a biological system, with
the trend of a phase transition, consistently with the

conjecture reported in Damasco and Giuliani (Damasco &
Giuliani, 2017), thus adding a new dimension in evolution-
ary studies.

Intrinsically disordered regions (IDPRs) exist as highly
dynamic conformational ensembles consisting of multiple
rapidly interchangeable structures (Dunker et al, 1998;
Wright & Dyson, 1999; Uversky et al, 2000; Dunker et al.,
2001; Tompa, 2002; Daughdrill et al., 2005; Uversky; Uversky
2013). It is tempting to hypothesize that some of the intrin-
sically disordered proteins or hybrid proteins, which, similarly
to the K lactis protein KIMga2, contain both ordered
domains and IDPRs could each other interact to promote
phenotypic suppression. In fact, disordered proteins are char-
acterized by highly heterogeneous spatiotemporal organiza-
tion. Such molecules simultaneously contain independently
foldable units (foldons), disordered regions that can fold
upon the interaction with binding partners (inducible fol-
dons), non-foldable protein regions (non-foldons), regions
that are always in a semi-folded form (semi-foldons), disor-
dered regions that can differently fold at interaction with dif-
ferent binding partners (morphing inducible foldons), and
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ordered regions that have to undergo order-to-disorder tran-
sitions to become functional (unfoldons) (Uversky 2013;
Uversky 2013; Uversky 2013; Jakob et al, 2014).They also
show unique ability to be engaged in numerous interactions
with various partners and thereby play a number of crucial
roles in regulation of signalling pathways and in the control
and coordination of transcription, translation, and the cell
cycle (Wright & Dyson, 1999; Dunker et al, 2002; Dunker
et al., 2002; Uversky 2002; Uversky 2002; Uversky, 2003;
Uversky & Dunker, 2013; Uversky, 2015; DeForte & Uversky,
2016). They are capable to sense and react to subtle changes
in their environment (Uversky 2013). Combination of all
these features makes disordered proteins to be perfectly
suited for by-passing the lack of Mga2 allowing for alterna-
tive modes ending up in a physiological regulation of glo-
bal metabolism.

The recognition of the ability of external oscillatory stimuli
to drastically increase the organisms’ heritable phenotypic
plasticity could have both theoretical (evolution mechanisms)
and biotechnological (generation of wide phenotypic space
of microbial strains) consequences.

Disclosure statement

No potential conflict of interest was reported by the author(s).

Funding

This work was supported by Sapienza Universita di Roma
(RP11715C541D4BFF and RP11816418C88AAC).Author contributions: IC,
AG and MMB designed the research; IC performed research; IC, AD, AG,
VNU and MMB analyzed data; AD, AG, VNU and MMB wrote the paper;
MMB supervised the project. We thank Dr. Michele Potenza for technical
contribution. Funding source was not involved in analysis and interpret-
ation of data, writing of the report and in the decision to submit the art-
icle for publication.

ORCID

Vladimir N. Uversky http://orcid.org/0000-0002-4037-5857

References

Bianchi, M. M. (2008). Collective behavior in gene regulation: Metabolic
clocks and cross-talking. FEBS Journal, 275(10), 2356-2363. doi:10.
1111/j.1742-4658.2008.06397 .x

Bodvard, K., Jorhov, A. Blomberg, A, Molin, M., & Kall, M. (2013). The
yeast transcription factor Crz1 is activated by light in a Ca2+/calci-
neurin-dependent and PKA-independent manner. PLoS One, 8(1),
€53404. doi:10.1371/journal.pone.0053404

Bodvard, K., Peeters, K, Roger, F., Romanov, N. Igbaria, A,
Welkenhuysen, N., Palais, G., Reiter, W., Toledano, M. B., Kall, M., &
Molin, M. (2017). Light-sensing via hydrogen peroxide and a peroxire-
doxin. Nature Communications, 8(1), 14791. doi:10.1038/ncomms14791

Bodvard, K., Wrangborg, D., Tapani, S., Logg, K., Sliwa, P., Blomberg, A.,
Kvarnstrom, M., & Kall, M. (2011). Continuous light exposure causes
cumulative stress that affects the localization oscillation dynamics of
the transcription factor Msn2p. Biochimica et Biophysica Acta, 1813(2),
358-366. doi:10.1016/j.bbamcr.2010.12.004

Bork, P. (1993). Hundreds of ankyrin-like repeats in functionally diverse
proteins: Mobile modules that cross phyla horizontally? Proteins:

Structure, Function, and Genetics, 17(4), 363-374. doi:10.1002/prot.
340170405

Causton, H. C. (2020). Metabolic rhythms: A framework for coordinating
cellular function. European Journal of Neuroscience, 51(1), 1-12. doi:10.
1111/ejn.14296

Chen, G, Wang, J, Xu, X, Wu, X, Piao, R, & Siu, C. H. (2013). TgrC1
mediates cell-cell adhesion by interacting with TgrB1 via mutual IPT/
TIG domains during development of Dictyostelium discoideum.
Biochemical Journal, 452(2), 259-269. doi:10.1042/BJ20121674

Damasco, A., & Giuliani, A. (2017). A resonance based model of biological
evolution. Physica A: Statistical Mechanics and Its Applications, 471,
750-756. doi:10.1016/j.physa.2016.12.016

Daughdrill, G. W., Pielak, G. J., Uversky, V. N., Cortese, M. S., & Dunker,
A. K. (2005). Natively disordered proteins. In J. Buchner & T. Kiefhaber
(Eds.), Handbook of protein folding (pp. 271-353). Wiley-VCH, Verlag
GmbH & Co.

DeForte, S., & Uversky, V. N. (2016). Order, disorder, and everything in
between. Molecules, 21(8), 1090. doi:10.3390/molecules21081090

Dosztanyi, Z., Csizmok, V., Tompa, P., & Simon, I. (2005). IUPred: Web ser-
ver for the prediction of intrinsically unstructured regions of proteins
based on estimated energy content. Bioinformatics, 21(16),
3433-3434. doi:10.1093/bioinformatics/bti541

Dosztanyi, Z., Meszaros, B., & Simon, I. (2009). ANCHOR: Web server for
predicting protein binding regions in disordered proteins.
Bioinformatics, 25(20), 2745-2746. doi:10.1093/bioinformatics/btp518

Dunker, A. K., Brown, C. J., Lawson, J. D., lakoucheva, L. M., & Obradovic,
Z. (2002). Intrinsic disorder and protein function. Biochemistry, 41(21),
6573-6582. doi:10.1021/bi012159+

Dunker, A. K, Brown, C. J,, & Obradovic, Z. (2002). Identification and
functions of usefully disordered proteins. Advances in Protein
Chemistry, 62, 25-49.

Dunker, A. K., Lawson, J. D., Brown, C. J., Williams, R. M., Romero, P., Oh,
J. S, Oldfield, C. J.,, Campen, A. M., Ratliff, C. M., Hipps, K. W., Ausio, J.,
Nissen, M. S., Reeves, R., Kang, C.-H., Kissinger, C. R, Bailey, R. W.,
Griswold, M. D., Chiu, W., Garner, E. C, & Obradovic, Z. (2001).
Intrinsically disordered protein. Journal of Molecular Graphics and
Modelling , 19(1), 26-59. doi:10.1016/51093-3263(00)00138-8

Dunker, A. K., Silman, I, Uversky, V. N., & Sussman, J. L. (2008). Function
and structure of inherently disordered proteins. Current Opinion in
Structural Biology, 18(6), 756-764. Bioldoi:10.1016/j.5bi.2008.10.002

Dunker, A. K., & Uversky, V. N. (2008). Signal transduction via unstruc-
tured protein conduits. Nature Chemical Biology, 4(4), 229-230. doi:10.
1038/nchembio0408-229

Dunker, A. K., Garner, E., Guilliot, S., Romero, P., Albrecht, K, Hart, J.,
Obradovic, Z., Kissinger, C., & Villafranca, J. E. (1998). Protein disorder
and the evolution of molecular recognition: Theory, predictions and
observations. In Pacific Symposium on Biocomputing (pp. 473-484).

Dyson, H. J., & Wright, P. E. (2002). Coupling of folding and binding for
unstructured proteins. Current Opinion in Structural Biology, 12(1),
54-60. doi:10.1016/50959-440X(02)00289-0

Dyson, H. J., & Wright, P. E. (2005). Intrinsically unstructured proteins and
their functions. Nature Reviews Molecular Cell Biology, 6(3), 197-208.
doi:10.1038/nrm1589

Edmunds, L. N., Jr., Apter, R. I, Rosenthal, P. J., Shen, W. K., & Woodward,
J. R. (1979). Light effects in yeast: Persisting oscillations in cell division
activity and amino acid transport in cultures of Saccharomyces cerevi-
siae entrained by light-dark cycles. Photochemistry and Photobiology,
30(5), 595-601. doi:10.1111/j.1751-1097.1979.tb07186.x

Eelderink-Chen, Z., Mazzotta, G., Sturre, M., Bosman, J., Roenneberg, T., &
Merrow, M. (2010). A circadian clock in Saccharomyces cerevisiae.
Proceedings of the National Academy of Sciences, 107(5), 2043-2047.
doi:10.1073/pnas.0907902107

Elleuche, S., Krull, A., Lorenz, U., & Antranikian, G. (2017). Parallel N- and
C-Terminal Truncations Facilitate Purification and Analysis of a 155-
kDa Cold-Adapted Type-l Pullulanase. The Protein Journal, 36(1),
56-63. doi:10.1007/s10930-017-9703-4

Ishida, T., & Kinoshita, K. (2007). PrDOS: Prediction of disordered protein
regions from amino acid sequence. Nucleic Acids Research, 35,
W460-464. doi:10.1093/nar/gkm363


https://doi.org/10.1111/j.1742-4658.2008.06397.x
https://doi.org/10.1111/j.1742-4658.2008.06397.x
https://doi.org/10.1371/journal.pone.0053404
https://doi.org/10.1038/ncomms14791
https://doi.org/10.1016/j.bbamcr.2010.12.004
https://doi.org/10.1002/prot.340170405
https://doi.org/10.1002/prot.340170405
https://doi.org/10.1111/ejn.14296
https://doi.org/10.1111/ejn.14296
https://doi.org/10.1042/BJ20121674
https://doi.org/10.1016/j.physa.2016.12.016
https://doi.org/10.3390/molecules21081090
https://doi.org/10.1093/bioinformatics/bti541
https://doi.org/10.1093/bioinformatics/btp518
https://doi.org/10.1021/bi012159
https://doi.org/10.1016/S1093-3263(00)00138-8
https://doi.org/10.1016/j.sbi.2008.10.002
https://doi.org/10.1038/nchembio0408-229
https://doi.org/10.1038/nchembio0408-229
https://doi.org/10.1016/S0959-440X(02)00289-0
https://doi.org/10.1038/nrm1589
https://doi.org/10.1111/j.1751-1097.1979.tb07186.x
https://doi.org/10.1073/pnas.0907902107
https://doi.org/10.1007/s10930-017-9703-4
https://doi.org/10.1093/nar/gkm363

Jakob, U., Kriwacki, R, & Uversky, V. N. (2014). Conditionally and transi-
ently disordered proteins: Awakening cryptic disorder to regulate pro-
tein function. Chemical Reviews, 114(13), 6779-6805. doi:10.1021/
cr400459c¢

Li, X., Romero, P, Rani, M. Dunker, A. K, & Obradovic, Z. (1999).
Predicting Protein Disorder for N-, C-, and Internal Regions. Genome
Inform Ser Workshop Genome Inform, 10, 30-40.

Liao, D. (2009). Emerging roles of the EBF family of transcription factors
in tumor suppression. Molecular Cancer Research, 7(12), 1893-1901.
doi:10.1158/1541-7786.MCR-09-0229

Mellor, J. (2016). The molecular basis of metabolic cycles and their rela-
tionship to circadian rhythms. Nature Structural & Molecular Biology,
23(12), 1035-1044. doi:10.1038/nsmb.3311

Meszaros, B., Simon, |, & Dosztanyi, Z. (2009). Prediction of protein bind-
ing regions in disordered proteins. PLoS Computational Biology, 5(5),
€1000376. doi:10.1371/journal.pcbi.1000376

Micolonghi, C,, Ottaviano, D., Di Silvio, E.,, Damato, G., Heipieper, H. J., &
Bianchi, M. M. (2012). A dual signalling pathway for the hypoxic
expression of lipid genes, dependent on the glucose sensor Rag4, is
revealed by the analysis of the KIMGA2 gene in Kluyveromyces lactis.
Microbiology, 158(7), 1734-1744. doi:10.1099/mic.0.059402-0

Mohan, A., Oldfield, C. J.,, Radivojac, P., Vacic, V., Cortese, M. S., Dunker,
A. K., & Uversky, V. N. (2006). Analysis of molecular recognition fea-
tures (MoRFs). Journal of Molecular Biology, 362(5), 1043-1059. doi:10.
1016/j.jmb.2006.07.087

Mosavi, L. K, Cammett, T. J,, Desrosiers, D. C, & Peng, Z. Y. (2004). The
ankyrin repeat as molecular architecture for protein recognition.
Protein Science, 13(6), 1435-1448. doi:10.1110/ps.03554604

Oates, M. E., Romero, P., Ishida, T., Ghalwash, M., Mizianty, M. J., Xue, B.,
Dosztanyi, Z., Uversky, V. N., Obradovic, Z., Kurgan, L., Dunker, A. K., &
Gough, J. (2013). D(2)P(2): database of disordered protein predictions.
Nucleic Acids Research, 41(D1), D508-516. doi:10.1093/nar/gks1226

Obradovic, Z., Peng, K, Vucetic, S., Radivojac, P., & Dunker, A. K. (2005).
Exploiting heterogeneous sequence properties improves prediction of
protein disorder. Proteins: Structure, Function, and Bioinformatics,
61(S7), 176-182. doi:10.1002/prot.20735

Oldfield, C. J.,, Cheng, Y., Cortese, M. S., Romero, P., Uversky, V. N., &
Dunker, A. K. (2005). Coupled folding and binding with alpha-helix-
forming molecular recognition elements. Biochemistry, 44(37),
12454-12470. doi:10.1021/bi050736e

Ottaviano, D., Montanari, A, De Angelis, L., Santomartino, R., Visca, A.,
Brambilla, L., Rinaldi, T. Bello, C., Reverberi, M., & Bianchi, M. M.
(2015). Unsaturated fatty acids-dependent linkage between respir-
ation and fermentation revealed by deletion of hypoxic regulatory
KIMGA2 gene in the facultative anaerobe-respiratory yeast
Kluyveromyces lactis. FEMS Yeast Research, 15(5), fov028. doi:10.1093/
femsyr/fov028

Ouyang, Y., Andersson, C. R, Kondo, T., Golden, S. S., & Johnson, C. H.
(1998). Resonating circadian clocks enhance fitness in cyanobacteria.
Proceedings of the National Academy of Sciences, 95(15), 8660-8664.
doi:10.1073/pnas.95.15.8660

Panda, S., Hogenesch, J. B, & Kay, S. A. (2002). Circadian rhythms from
flies to human. Nature, 417(6886), 329-335. doi:10.1038/417329a

Peng, K. Radivojac, P., Vucetic, S., Dunker, A. K., & Obradovic, Z. (2006).
Length-dependent prediction of protein intrinsic disorder. BMC
Bioinformatics, 7(1), 208. doi:10.1186/1471-2105-7-208

Peng, K., Vucetic, S, Radivojac, P., Brown, C. J, Dunker, A. K, &
Obradovic, Z. (2005). Optimizing long intrinsic disorder predictors
with protein evolutionary information. Journal of Bioinformatics and
Computational Biology, 3(1), 35-60. doi:10.1142/50219720005000886

Radivojac, P., lakoucheva, L. M., Oldfield, C. J., Obradovic, Z., Uversky,
V. N., & Dunker, A. K. (2007). Intrinsic disorder and functional proteo-
mics. Biophysical Journal, 92(5), 1439-1456. doi:10.1529/biophys;j.106.
094045

Robertson, J. B., Davis, C. R., & Johnson, C. H. (2013). Visible light alters
yeast metabolic rhythms by inhibiting respiration. Proceedings of the
National Academy of Sciences, 110(52), 21130-21135. doi:10.1073/pnas.
1313369110

Romagnoli, G., Cundari, E., Negri, R, Crescenzi, M., Farina, L., Giuliani, A.,
& Bianchi, M. M. (2011). Synchronous protein cycling in batch cultures

JOURNAL OF BIOMOLECULAR STRUCTURE AND DYNAMICS . 1

of the yeast Saccharomyces cerevisiae at log growth phase.
Experimental Cell Research, 317(20), 2958-2968. doi:10.1016/j.yexcr.
2011.09.007

Romero, P., Obradovic, Z., Li, X, Garner, E. C, Brown, C. J.,, & Dunker,
A. K. (2001). Sequence complexity of disordered protein. Proteins:
Structure, Function, and Genetics, 42(1), 38-48. doi:10.1002/1097-
0134(20010101)42:1<38::AID-PROT50>>3.0.CO;2-3

Salichos, L., & Rokas, A. (2010). The diversity and evolution of circadian
clock proteins in fungi. Mycologia, 102(2), 269-278. doi:10.3852/09-073

Santomartino, R., Camponeschi, I, Polo, G. Immesi, A, Rinaldi, T.,
Mazzoni, C., Brambilla, L., & Bianchi, M. M. (2019). The hypoxic tran-
scription factor KIMga2 mediates the response to oxidative stress and
influences longevity in the yeast Kluyveromyces lactis. FEMS Yeast
Research, 19, foz041. doi:10.1093/femsyr/foz0411

Santomartino, R., Riego-Ruiz, L., & Bianchi, M. M. (2017). Three, two, one
yeast fatty acid desaturases: Regulation and function. World Journal of
Microbiology and Biotechnology, 33(5), 89. doi:10.1007/s11274-017-
2257-y

Stanley, H. E. (1971). Introduction to phase tranistion and critical phenom-
ena. Oxford University Press.

Szklarczyk, D., Franceschini, A. Kuhn, M. Simonovic, M. Roth, A,
Minguez, P., Doerks, T., Stark, M., Muller, J., Bork, P., Jensen, L. J., &
Mering, C. V. (2011). The STRING database in 2011: Functional inter-
action networks of proteins, globally integrated and scored. Nucleic
Acids Research, 39, D561-568. doi:10.1093/nar/gkq973

Szklarczyk, D., Gable, A. L., Lyon, D., Junge, A., Wyder, S., Huerta-Cepas,
J., Simonovic, M., Doncheva, N. T., Morris, J. H., Bork, P., Jensen, L. J.,
& Mering, C. V. (2019). STRING v11: Protein-protein association net-
works with increased coverage, supporting functional discovery in
genome-wide experimental datasets. Nucleic Acids Research, 47(D1),
D607-D613. doi:10.1093/nar/gky1131

Tompa, P. (2002). Intrinsically unstructured proteins. Trends in Biochemical
Sciences, 27(10), 527-533. d0i:10.1016/50968-0004(02)02169-2

Tsuchyia, M., Wong, S. T., Yeo, Z. X, Colosimo, A., Palumbo, M. C,, Farina,
L., Crescenzi, M., Mazzola, A., Negri, R., Bianchi, M. M., Selvarajoo, K.,
Tomita, M., & Giuliani, A. (2007). Gene expression waves: Cell cycle
independent collective dynamics in cultured cells. FEBS Journal,
274(11), 2878-2886. doi:10.1111/j.1742-4658.2007.05822.x

Tu, B. P., Kudlicki, A., Rowicka, M., & McKnight, S. L. (2005). Logic of the
yeast metabolic cycle: Temporal compartmentalization of cellular
processes. Science, 310(5751), 1152-1158. doi:10.1126/science.1120499

Uversky, V. N. (2002). Natively unfolded proteins: A point where biology
waits for physics. Protein Science, 11(4), 739-756. doi:10.1110/ps.
4210102

Uversky, V. N. (2002). What does it mean to be natively unfolded?.
European Journal of Biochemistry, 269(1), 2-12. doi:10.1046/j.0014-
2956.2001.02649.x

Uversky, V. N. (2003). Protein folding revisited. A polypeptide chain at
the folding-misfolding-nonfolding cross-roads: Which way to go?
Cellular and Molecular Life Sciences, 60(9), 1852-1871. doi:10.1007/
s00018-003-3096-6

Uversky, V. N. (2011). Multitude of binding modes attainable by intrinsic-
ally disordered proteins: A portrait gallery of disorder-based com-
plexes. Chemical Society Reviews, 40(3), 1623-1634. doi:10.1039/
C0CS00057D

Uversky, V. N. (2012). Disordered competitive recruiter: Fast and foldable.
Journal of Molecular Biology, 418(5), 267-268. doi:10.1016/j.jmb.2012.
02.034

Uversky, V. N. (2013). A decade and a half of protein intrinsic disorder:
Biology still waits for physics. Protein Science, 22(6), 693-724. doi:10.
1002/pro.2261

Uversky, V. N. (2013). Intrinsic Disorder-based Protein Interactions and
their Modulators. Current Pharmaceutical Design, 19(23), 4191-4213.
doi:10.2174/1381612811319230005

Uversky, V. N. (2013). Unusual biophysics of intrinsically disordered pro-
teins. Biochimica et Biophysica Acta , 1834(5), 932-951. doi:10.1016/j.
bbapap.2012.12.008

Uversky, V. N. (2015). Functional roles of transiently and intrinsically dis-
ordered regions within proteins. FEBS Journal, 282(7), 1182-1189. doi:
10.1111/febs.13202


https://doi.org/10.1021/cr400459c
https://doi.org/10.1021/cr400459c
https://doi.org/10.1158/1541-7786.MCR-09-0229
https://doi.org/10.1038/nsmb.3311
https://doi.org/10.1371/journal.pcbi.1000376
https://doi.org/10.1099/mic.0.059402-0
https://doi.org/10.1016/j.jmb.2006.07.087
https://doi.org/10.1016/j.jmb.2006.07.087
https://doi.org/10.1110/ps.03554604
https://doi.org/10.1093/nar/gks1226
https://doi.org/10.1002/prot.20735
https://doi.org/10.1021/bi050736e
https://doi.org/10.1093/femsyr/fov028
https://doi.org/10.1093/femsyr/fov028
https://doi.org/10.1073/pnas.95.15.8660
https://doi.org/10.1038/417329a
https://doi.org/10.1186/1471-2105-7-208
https://doi.org/10.1142/S0219720005000886
https://doi.org/10.1529/biophysj.106.094045
https://doi.org/10.1529/biophysj.106.094045
https://doi.org/10.1073/pnas.1313369110
https://doi.org/10.1073/pnas.1313369110
https://doi.org/10.1016/j.yexcr.2011.09.007
https://doi.org/10.1016/j.yexcr.2011.09.007
https://doi.org/10.1002/1097-0134(20010101)42:138::AID-PROT503.0.CO;2-3
https://doi.org/10.1002/1097-0134(20010101)42:138::AID-PROT503.0.CO;2-3
https://doi.org/10.3852/09-073
https://doi.org/10.1093/femsyr/foz0411
https://doi.org/10.1007/s11274-017-2257-y
https://doi.org/10.1007/s11274-017-2257-y
https://doi.org/10.1093/nar/gkq973
https://doi.org/10.1093/nar/gky1131
https://doi.org/10.1016/S0968-0004(02)02169-2
https://doi.org/10.1111/j.1742-4658.2007.05822.x
https://doi.org/10.1126/science.1120499
https://doi.org/10.1110/ps.4210102
https://doi.org/10.1110/ps.4210102
https://doi.org/10.1046/j.0014-2956.2001.02649.x
https://doi.org/10.1046/j.0014-2956.2001.02649.x
https://doi.org/10.1007/s00018-003-3096-6
https://doi.org/10.1007/s00018-003-3096-6
https://doi.org/10.1039/C0CS00057D
https://doi.org/10.1039/C0CS00057D
https://doi.org/10.1016/j.jmb.2012.02.034
https://doi.org/10.1016/j.jmb.2012.02.034
https://doi.org/10.1002/pro.2261
https://doi.org/10.1002/pro.2261
https://doi.org/10.2174/1381612811319230005
https://doi.org/10.1016/j.bbapap.2012.12.008
https://doi.org/10.1016/j.bbapap.2012.12.008
https://doi.org/10.1111/febs.13202

12 I. CAMPONESCHI ET AL.

Uversky, V. N., & Dunker, A. K. (2010). Understanding protein non-folding.
Biochimica et Biophysica Acta , 1804(6), 1231-1264. doi:10.1016/j.bba-
pap.2010.01.017

Uversky, V. N., & Dunker, A. K. (2013). The case for intrinsically disordered
proteins playing contributory roles in molecular recognition without a
stable 3D structure. F1000 Biology Reports, 5, 1. doi:10.3410/B5-1

Uversky, V. N., Gillespie, J. R, & Fink, A. L. (2000). Why are “natively
unfolded” proteins unstructured under physiologic conditions?
Proteins: Structure, Function, and Genetics, 41(3), 415-427. doi:10.1002/
1097-0134(20001115)41:3<415::AID-PROT130>>3.0.C0O;2-7

Vacic, V., Oldfield, C. J., Mohan, A., Radivojac, P., Cortese, M. S., Uversky,
V. N., & Dunker, A. K. (2007). Characterization of molecular recognition
features, MoRFs, and their binding partners. Journal of Proteome
Research, 6(6), 2351-2366. doi:10.1021/pr0701411

Walsh, I, Martin, A. J., Di Domenico, T., & Tosatto, S. C. (2012). ESpritz:
Accurate and fast prediction of protein disorder. Bioinformatics, 28(4),
503-509. doi:10.1093/bioinformatics/btr682

Wésolowski-Louvel, M., Prior, C., Bornecque, D. & Fukuhara, H. (1992).
Rag- mutations involved in glucose metabolism in yeast: Isolation and

genetic characterization. Yeast, 8(9), 711-719. do0i:10.1002/yea.
320080904

Winfree, A. T. (1967). Biological rhythms and the behavior of populations
of coupled oscillators. Journal of Theoretical Biology, 16(1), 15-42. doi:
10.1016/0022-5193(67)90051-3

Wright, P. E., & Dyson, H. J. (1999). Intrinsically unstructured proteins: Re-
assessing the protein structure-function paradigm. Journal of
Molecular Biology, 293(2), 321-331. doi:10.1006/jmbi.1999.3110

Xue, B., Dunbrack, R. L., Williams, R. W., Dunker, A. K., & Uversky, V. N.
(2010). PONDR-FIT: A meta-predictor of intrinsically disordered amino
acids. Biochimica et Biophysica Acta, 1804(4), 996-1010. doi:10.1016/j.
bbapap.2010.01.011

Zhang, R, Lahens, N. F., Ballance, H. I, Hughes, M. E., & Hogenesch, J. B.
(2014). A circadian gene expression atlas in mammals: Implications for
biology and medicine. Proceedings of the National Academy of
Sciences, 111(45), 16219-16224. doi:10.1073/pnas.1408886111

Zhang, B., & Peng, Z. (2000). A minimum folding unit in the ankyrin
repeat protein p16(INK4). Journal of Molecular Biology, 299(4),

1121-1132. doi:10.1006/jmbi.2000.3803


https://doi.org/10.1016/j.bbapap.2010.01.017
https://doi.org/10.1016/j.bbapap.2010.01.017
https://doi.org/10.3410/B5-1
https://doi.org/10.1002/1097-0134(20001115)41:3415::AID-PROT1303.0.CO;2-7
https://doi.org/10.1002/1097-0134(20001115)41:3415::AID-PROT1303.0.CO;2-7
https://doi.org/10.1021/pr0701411
https://doi.org/10.1093/bioinformatics/btr682
https://doi.org/10.1002/yea.320080904
https://doi.org/10.1002/yea.320080904
https://doi.org/10.1016/0022-5193(67)90051-3
https://doi.org/10.1006/jmbi.1999.3110
https://doi.org/10.1016/j.bbapap.2010.01.011
https://doi.org/10.1016/j.bbapap.2010.01.011
https://doi.org/10.1073/pnas.1408886111
https://doi.org/10.1006/jmbi.2000.3803

	Abstract
	Introduction
	Materials and methods
	Selection of rag + reverted clones
	Computational analysis of the KlMga2 protein

	Results
	Deletion of KlMGA2 gene
	Computational analysis of the intrinsic disorder predisposition, disorder-based functionality, and binding promiscuity of the KlMga2 protein
	Restoring normal phenotype of Klmga2Δ strain via resonance with LD cycles

	Discussion
	Disclosure statement
	References


