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A central challenge for neuroscience lies in relating inter-individual variability to the functional properties of
specific brain regions. Yet, considerable variability exists in the connectivity patterns between different brain
areas, potentially producing reliable group differences. Using sex differences as a motivating example, we exam-
ined two separate resting-state datasets comprising a total of 188 human participants. Both datasets were
decomposed into resting-state networks (RSNs) using a probabilistic spatial independent component analysis
(ICA). We estimated voxel-wise functional connectivity with these networks using a dual-regression analysis,
which characterizes the participant-level spatiotemporal dynamics of each network while controlling for (via
multiple regression) the influence of other networks and sources of variability.We found thatmales and females
exhibit distinct patterns of connectivity withmultiple RSNs, including both visual and auditory networks and the
right frontal–parietal network. These results replicated across both datasets and were not explained by differ-
ences in head motion, data quality, brain volume, cortisol levels, or testosterone levels. Importantly, we also
demonstrate that dual-regression functional connectivity is better at detecting inter-individual variability than
traditional seed-based functional connectivity approaches. Our findings characterize robust—yet frequently
ignored—neural differences betweenmales and females, pointing to the necessity of controlling for sex in neuro-
science studies of individual differences. Moreover, our results highlight the importance of employing network-
based models to study variability in functional connectivity.

© 2014 Elsevier Inc. All rights reserved.

Introduction

Individuals are remarkably diverse, exhibiting variation across a
host of behaviors and phenotypes. Psychologists have long recognized
the importance of including individual variability in cognitive models
(Underwood, 1975), and neuroscientists have begun to identify under-
lying structural and functional variability in specific brain regions
(Braver et al., 2010; Hariri, 2009) and how that variability relates to
individual differences in a range of domains: motivation (Clithero
et al., 2011; Mobbs et al., 2009; Strauman et al., 2013), reward sensitiv-
ity (Beaver et al., 2006; Carter et al., 2009), trait anxiety (Bishop, 2009;
Etkin et al., 2004), and working memory capacity (Osaka et al., 2003;
Todd and Marois, 2005).

Yet, many computations are distributed across networks of re-
gions rather than being restricted to a specific region (Friston, 2009).
Accordingly, studies of functional connectivity of the brain at rest have

converged on the idea that the brain is organized intomultiple, overlap-
ping resting-state networks (RSNs) (Beckmann et al., 2005; Smith et al.,
2009). Some of these networks, including the default-mode network
(Buckner et al., 2008; Raichle et al., 2001), are observed inmultiple spe-
cies (Hayden et al., 2009; Lu et al., 2012; Vincent et al., 2007), which
highlights the fundamental nature of their role in neural organization.
Although RSNs represent a primary target of recent work on individual
differences, even relatively straightforward questions regarding sex dif-
ferences have led to equivocal results (Biswal et al., 2010; Filippi et al.,
2012; L. Wang et al., 2012; Weissman-Fogel et al., 2010). The lack of
consensus across these studies could be due to a number of factors, in-
cluding small sample sizes (Yarkoni, 2009) and the inability of tradi-
tional analysis approaches to accurately represent the distributed
computations that occur across RSNs (Cole et al., 2010).

Characterizing the neural bases of sex differences could provide a
crucial first step toward understanding the mechanisms of psychopa-
thologies that are linked to sex (Rutter et al., 2003).We therefore inves-
tigated whether sex differences are expressed in patterns of functional
connectivity during the resting state. We recruited a large sample of
participants (N = 188), which we partitioned into split samples for an
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internal replication. For each dataset, we computed a spatial indepen-
dent component analysis (ICA) that parceled the functional data into a
set of independent spatial maps (Fig. 1), some reflecting artifactual spa-
tial structures and others reflecting well-characterized RSNs (Smith
et al., 2009).We then employed a dual-regression functional connectiv-
ity analysis, which quantifies connectivity with an entire RSN—rather
than a representative node of the RSN, a limitation of traditional seed-
based approaches (Cole et al., 2010)—while controlling for the influence
of other RSNs (Filippini et al., 2009; Leech et al., 2011, 2012). Our anal-
yses revealed two key results. First, functional connectivity patterns be-
tween distinct brain regions and multiple RSNs reliably predicted sex
differences. Second, functional connectivity estimates derived from
dual-regression analysis were better at classifying males and females
than similar estimates obtained from a seed-based analysis, suggesting
that dual-regression analysis provides a superior representation of the
distributed computations that occur within RSNs.

Materials and methods

Participants

A total of 209 participants completed a resting-state scan that was
included as the last scan of a larger study containing three decision-
making tasks. Although the results from those tasks are not described

here, we note that we did not observe sex differences in response
times on any task (Table 1). Furthermore, all participants completed
the same tasks, in the same order, prior to the resting-state scan.
These observations are important in light of recent work highlighting
the plastic nature of RSNs, where prior tasks can influence resting-
state results (Lewis et al., 2009; Z. Wang et al., 2012).

During the resting-state scan, participants were told that they
should maintain visual fixation on a central cross, with no other explicit
instructions. All participants reported no prior psychiatric or neurologi-
cal illness, via pre-screening for the study. Twenty-one participants
were excluded prior to statistical analysis because their data failed to
meet quality criteria for inclusion (see FMRI preprocessing section),
leaving a final sample of 188 participants. We split the sample into
two randomly-determined datasets so that we could explicitly test all
findings for replication, internally [Dataset 1: N1 = 94 (57 females),
mean age = 21.8 years; Dataset 2: N2 = 94 (46 females), mean age =
21.9 years]. The relative proportion of males and females in each sample
was not significantly different from chance (binomial test for Dataset 1:
p= 0.15; binomial test forDataset 2: p= 0.15), andwe additionally ac-
count for numerical imbalances between males and females with non-
parametric permutation-based testing (Nichols and Holmes, 2002). All
participants gave written informed consent as part of a protocol ap-
proved by the Institutional Review Board of Duke University Medical
Center.

Fig. 1. High-level schematic of analytical approach. Our analyses proceeded in several steps. After splitting our sample into two independent datasets (n1 = 94; n2 = 94), the data were
preprocessed and motion-related variance was removed from the time series via multiple regression. Group independent component analyses were performed on each dataset, with
resulting spatial maps being entered into separate dual regression analyses. Importantly, the dual regression analysis allowed us to quantify, within each subject, each voxel's functional
connectivity with each spatial map while controlling for the influence of other, potentially confounding, maps. The resulting functional connectivity measures were then subjected to
permutation-based statistical testing to test for sex differences. Finally, we supplemented all of our results by testing for replication in the independent sample of data.
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Image acquisition

Neuroimaging data were collected using a General Electric MR750
3.0 Tesla scanner equipped with an 8-channel parallel imaging system.
Images sensitive to blood-oxygenation-level-dependent (BOLD) con-
trast were acquired using a T2*-weighted spiral-in sensitivity encoding
sequence (acceleration factor = 2), with slices parallel to the axial
plane connecting the anterior and posterior commissures [repetition
time (TR): 1580 ms; echo time (TE): 30 ms; matrix: 64 × 64; field of
view (FOV): 243 mm; voxel size: 3.8 × 3.8 × 3.8 mm; 37 axial slices;
flip angle: 70°]. We chose this sequence to ameliorate susceptibility
artifacts (Pruessmann et al., 2001; Truong and Song, 2008), particularly
in ventral frontal regions that characterize a hub of the default mode
network (Fox and Raichle, 2007; Fox et al., 2005; Raichle et al., 2001).
Prior to preprocessing these functional data, we discarded the first
eight volumes of each run to allow for magnetic stabilization. To facili-
tate coregistration and normalization of these functional data, we also
acquired whole-brain high-resolution anatomical scans (T1-weighted
FSPGR sequence; TR: 7.58 ms; TE: 2.93 ms; matrix: 256 × 256; FOV:
256 mm; voxel size: 1 × 1 × 1 mm; 206 axial slices; flip angle: 12°).

FMRI preprocessing

Our preprocessing routines employed tools from the FMRIB
Software Library (FSL Version 4.1.8; http://www.fmrib.ox.ac.uk/fsl/)
package (Smith et al., 2004; Woolrich et al., 2009). We first corrected
for head motion by realigning the time series to the middle vol-
ume (Jenkinson et al., 2002). We then removed non-brain material
using the brain extraction tool (Smith, 2002). Next, intravolume slice-
timing differences were corrected using Fourier-space phase shifting,
aligning to the middle slice (Sladky et al., 2011). Images were then spa-
tially smoothed with a 6-mm full-width-half-maximum isotropic
Gaussian kernel. We adopted a liberal high-pass temporal filter with a
150-second cutoff (Gaussian-weighted least-squares straight line fitting,
with sigma=75 s).We note that other studies of resting-state function-
al connectivity (e.g., Power et al., 2012) commonly employ band-pass
temporal filters, but using these filters has the potential tomischaracter-
ize the broadband spectral characteristics observed in resting-state fluc-
tuations (Niazy et al., 2011). Finally, each 4-dimensional dataset was
grand-mean intensity normalized using a single multiplicative factor.
Prior to group analyses, functional data were spatially normalized
to the Montreal Neurological Template (MNI) avg152 T1-weighted

template (3mm isotropic resolution) using a 12-parameter affine trans-
formation implemented in FLIRT (Jenkinson and Smith, 2001).

As part of our preprocessing steps, we examined three partially cor-
related metrics of data quality and excluded subjects with extreme
values on these metrics. First, we estimated the average signal-to-
fluctuation-noise ratio (SFNR) for each subject, defined as the mean of
the signal across time divided by the standard deviation of the signal
across time (Friedman and Glover, 2006). Second, we computed the
mean volume-to-volume head motion (i.e., displacements relative to
the preceding time point in units of mm) for each subject. Third, using
an FSL tool called fsl_motion_outliers, we identified outlier volumes
(“spikes”) in our functional data by evaluating the root-mean-square
error (RMSE) of each volume relative to the reference volume (the
middle time point). We considered a volume an outlier if its RMSE am-
plitude exceeded the 75th percentile plus the value of 150% of the inter-
quartile range of RMSE for all volumes in a run (i.e., a standard boxplot
threshold); this threshold is thus dynamic to account for scaling differ-
ences between subjects. We excluded subjects where any measure was
extreme relative to other subjects (i.e., beyond the upper or lower 5th
percentile in the distribution of values for that specific measure). This
procedure created the following exclusion thresholds for both datasets:
SFNR b 49.86; proportion of outlier volumes N 0.11; mean volume-to-
volume head motion N 0.096 mm. Exclusion of participants who have
poor data quality minimizes the influence of artifacts unassociated
with brain function (e.g., motion) on reported results (Jansen et al.,
2012; Power et al., 2012; Satterthwaite et al., 2012).

To address data quality in the subjects included in our sample,
we also regressed out variance tied to 6 parameters describing motion
(rotations and translations along the three principal axes) and volumes
identified as outliers. Removing outlier volumes via linear regression ac-
complishes the same goal of accounting for nonlinear effects of motion
(e.g., signal spikes, spin history effects) that cannot be described by
motion parameters alone (Lemieux et al., 2007; Satterthwaite et al.,
2013). As a final check, we directly compared males and females on
each quality assurance measure—SFNR, proportion of outlier volumes,
and mean volume-to-volume head motion—and found no differences
in either dataset (Table 1). As an additional control, individual differ-
ences in these data quality metrics were included as covariates in our
group-level model (see Dual-regression analyses section). Finally, in a
post-hoc analysis, we examined whether males and females differed
as a function of maximum volume-to-volume head movements. This
analysis suggested that males and females were indistinguishable
in terms of maximum volume-to-volume head movements [Dataset 1:

Table 1
Sex differences do not manifest in behavior or data quality. Prior to our analyses, we compared males and females on two orthogonal dimensions. First, we examined whether task
behavior prior to the resting-state scan exhibited sex differences. Second, we examined whether multiple data quality assurance metrics exhibited sex differences. We found no sex dif-
ferences on either dimension, indicating that our results cannot be explained by differences in behavior preceding the resting-state scan or differences in data quality. We note that be-
havioral data was not available for all subjects in the resting-state analyses.

Response times in tasks preceding resting-state scan

Dataset Task Males: Mean (s.e.m.) Females: Mean (s.e.m.) t-Stat p-value

1 Task1 (n = 87) 0.29 (0.004) 0.29 (0.003) −0.105 0.917
2 Task1 (n = 91) 0.284(0.005) 0.295(0.004) −1.55 0.125
1 Task2 (n = 87) 1.72 (0.076) 1.594 (0.071) 1.251 0.214
2 Task2 (n = 91) 1.76 (0.069) 1.651 (0.069) 1.133 0.26
1 Task3 (n = 92) 1.62 (0.03) 1.632 (0.03) −0.339 0.736
2 Task3 (n = 93) 1.634 (0.03) 1.633 (0.02) 0.009 0.993

Quality assurance metrics in resting-state data

Dataset Quality assurance metric Males: Mean (s.e.m.) Females: Mean (s.e.m.) t-Stat p-Value

1 SFNR 86.714 (3.053) 92.326 (2.504) −1.42 0.16
2 SFNR 88.03 (2.15) 91.384 (2.411) −1.04 0.301
1 Mean volume-to-volume motion 0.046 (0.002) 0.044 (0.002) 0.515 0.608
2 Mean volume-to-volume motion 0.04 (0.002) 0.046 (0.003) 0.052 0.959
1 Mean % outlier volumes 0.05 (0.004) 0.051 (0.002) −0.167 0.867
2 Mean % outlier volumes 0.047 (0.004) 0.039 (0.004) 1.42 0.159
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Mfemales = .30 mm (range = 0.04:1.58 mm), Mmales = .27 mm
(range = 0.05:0.99 mm), (t(92) = −0.42, p = 0.67); Dataset 2:
Mfemales = .22 mm (range = 0.04:1.39 mm), Mmales = .22 mm
(range = 0.04:0.88 mm), (t(92) = −0.02, p = 0.98)]. Taken together,
we believe that our quality assurance controls mitigate concerns that
artifacts or differences in data quality could be driving differences be-
tween males and females in our analyses.

Independent component analyses

Independent component analysis (ICA) identifies coherent spatial
patterns in fMRI data, including both RSNs and spatially structured
artifacts (Beckmann, 2012; Beckmann et al., 2005; Smith et al., 2009),
while avoiding analytical pitfalls (e.g., seed selection, global mean
regression (Murphy et al., 2009)) that are common in traditional
seed-based methods for examining functional connectivity (Cole et al.,
2010). Thus, we utilized a probabilistic group ICA (Beckmann and
Smith, 2004), as implemented in MELODIC (Multivariate Exploratory
Linear Decomposition into Independent Components) Version 3.10
within FSL.

We conducted separate group ICAs on datasets derived from two in-
dependent samples. Prior to estimating the group ICAs, we submitted
each participant's functional data to voxel-wise de-meaning and nor-
malization of the voxel-wise variance. The resulting datasets were
then whitened and projected into a 45-dimensional subspace (Dataset
1) and a 51-dimensional subspace (Dataset 2) using probabilistic prin-
cipal component analysis, for which the number of dimensions was es-
timated using the Laplace approximation to the Bayesian evidence of
the model order (Beckmann and Smith, 2004). The whitened observa-
tions were decomposed into sets of vectors that describe signal varia-
tion across the temporal domain (time-courses), the subject domain,
and across the spatial domain (maps) by optimizing for non-Gaussian
spatial source distributions using a fixed-point iteration technique
(Hyvarinen, 1999). We thresholded the estimated component maps
by dividing the maps by standard deviation of the residual noise and
then fitting a Gaussian-Gammamixture model to the histogram of nor-
malized intensity values (Beckmann and Smith, 2004).

Dual-regression analyses

To evaluate individual differences in connectivity with spatial maps
identified by the ICA, we employed a dual-regression analytical approach
(Filippini et al., 2009; Leech et al., 2011, 2012; Utevsky et al., 2014). Dual-
regression analysis proceeds in two independent stages (Fig. 1). In a first
spatial-regression step, spatial maps are regressed onto each participant's
functional data, resulting in a T (time points) × C (components) set of
beta coefficients that characterize, in each subject, the temporal dynamics
for each spatial network. Then, in the second temporal-regression step, the
resulting temporal dynamics that describe each network, in each subject,
are regressed onto each subject's functional data. This produces a set of
spatial maps that quantify, within each subject, each voxel's connectivity
with each network identified with the group ICA. Thus, individual dif-
ferences in connectivity with a given network may manifest in any
brain region — irrespective of whether that brain region falls within
the set of regions typically associated with that network. Importantly,
the temporal-regression step estimates each voxel's connectivity with
each spatial network while controlling for the influence of other net-
works—some of which may reflect artifacts, such as head motion and
physiological noise.

Our core analyses were conducted on 10 well-characterized RSNs
postulated to reflect cognitive and sensory functions (Smith et al.,
2009). To identify RSNs from our ICA that correspond to the 10 RSNs
reported in Smith et al. (2009), we conducted a spatial correlation
analysis. Within both datasets, we selected the 10 components that
best matched the 10 RSNs in Smith et al. (2009) (Dataset 1: mean
r = 0.577, range = 0.395:0.725; Dataset 2: mean r = 0.556, range =

0.37:0.724). Using subject- and network-specific connectivity maps cor-
responding to these 10 RSNs, we constructed a group-level general line-
ar model to estimate whether sex differences modulate connectivity
with resting-state networks. To ensure that estimated sex differences
were not due to differences in data quality, we included our three met-
rics for data quality (and subject exclusion) as covariates in our group-
level analysis. Specifically, as an additional control formotion confounds,
we included two covariates that summarized individual differences in
motion (mean volume-to-volume motion and the proportion of outlier
volumes identified). In addition, we also included a covariate that
accounted for individual variation in SFNR, which could be impacted
by a combination of head motion and data acquisition problems. Ac-
counting for differences in SFNR is especially important in group-based
resting-state studies, given that differences in noise levels (e.g., between
groups) can lead to differences in functional connectivity between
regions. This counterintuitive explanation is due to the fact that the ob-
servedmeasurements comprise amixture of signal (i.e., variance related
to the network of interest) and noise (i.e., variance unrelated to network
of interest), and thus changes in either signal or noise can affect the
estimated effect size of the functional connectivity between two regions
(Friston, 2011). Finally, we included a covariate to account for a change
in scanning parameters that occurred about midway through data
collection (i.e., the utilization of a fat saturation pulse). Although this
change in scanning parameters was distributed across males and
females in both samples [Dataset 1: 29 with fat saturation pulse
(15 male); Dataset 2: 43 with fat saturation pulse (23 male)], we note
that inclusion of the covariate accounts for variance that could be attrib-
uted to this subtle change.

Statistical significance was assessed in a nonparametric fashion,
using Monte Carlo permutation-based statistical testing with 10,000
permutations with alpha = 0.05 corrected for multiple voxel-wise
comparisons across the whole brain (Nichols and Holmes, 2002). To
estimate clusters of activation, we used threshold-free cluster enhance-
ment (Smith and Nichols, 2009), thus retaining a fundamentally voxel-
wise inference. Brain activations are displayed using MRIcroGL (http://
www.mccauslandcenter.sc.edu/mricrogl/). Probabilistic anatomical la-
bels for local maxima were obtained using the Harvard-Oxford Cortical
and Subcortical atlases (Zilles andAmunts, 2010); all coordinates are re-
ported in MNI space.

Although our analyses did not additionally correct for the additional
comparisons incurred by examining all 10 networks, we emphasize that
all key results reported in themanuscript are subjected to replication in
independent data, which ameliorates concerns about Type 1 errors.
To assess whether imaging results replicate in independent data, we
created 5 mm spheres around the peak of each cluster maximum iden-
tified from our primary sample (e.g., Dataset 2). These spheres were
then used as ROIs to test for equivalent effects (using a t-test) in our rep-
lication sample (e.g., Dataset 1). We believe that our split-sample repli-
cation approach—while conservative and potentially biased toward
Type 2 errors—provides an optimal balance between Type 1 and Type
2 errors (Lieberman and Cunningham, 2009). (We note that, for the re-
sults presented in Fig. 2 and Table 2, our initial whole-brain correction
did not reveal clusters of activation in Dataset 2; however, we did find
whole-brain corrected results in Dataset 1, and these clusters replicated
in Dataset 2.)

Seed-based general linear model

For comparison against ICA and dual-regression, we also conducted
a seed-based functional connectivity analysis (Biswal et al., 1995) using
a general linear model (GLM) with local autocorrelation correction
(Woolrich et al., 2001) applied separately to each participant. Crucially,
each GLM utilized the same input data as the ICA, thus facilitating com-
parisons across both analyses, as both techniques use data that has
motion-related variance (both outlier volumes and the conventional
motion parameters for rotations and translations) regressed out prior
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to analyses. Each GLM consisted of three regressors corresponding to
the average time series within each of three regions of interest (5 mm
radius) intended to represent each network of interest derived from
the dual regression analysis (see Table 7 for further details). These
three networks were chosen because they exhibited sex differences in
functional connectivity. Like many seed-based approaches (Cole et al.,
2010), selection of representative seeds within a given network was
guided by the hypothesized topography of the network; thus, in our
analysis, seed placementwas chosen based on the peakswithin the net-
works identified by ICA (see Table 7 for coordinates). In addition, we
note that these seed regions did not overlap with the target regions
identified in the dual regression analysis. Critically, each GLM in the
seed-based analysis (SBA) included the same subject-specific nuisance
regressors (derived from the ICA) that were included in the dual-
regression analysis (DRA). This consideration is crucial, as DRA benefits
from the inclusion of additional regressors that represent spatial
artifacts related to head motion, physiological signal fluctuations (e.g.,

respiration and cardiac pulsation), and machine-driven signal fluctua-
tions (e.g., gradient instabilities and radio-frequency spikes). Thus, the
linear models for DRA and SBA only differed in the choice of three re-
gressors representing the key networks of interests. After controlling
for all known sources of variability and equalizing comparisons be-
tween SBA and DRA, our key tests evaluated whether connectivity be-
tween seed and target differed as a function of sex.

Results

Connectivity with RSNs predicts sex differences

Our analyses examined ten spatial networks matching the RSNs
identified in previouswork (Smith et al., 2009). Three of these networks
demonstrated replicable sex differences in functional connectivity.

First, connectivity with the visual RSN (Fig. 2A) was significantly
higher in males relative to females in the intracalcarine cortex, cuneus,

Fig. 2. Bidirectional sex differences in connectivity with primary visual RSN. (A) We identified a resting-state network exhibiting considerable anatomical overlap with areas involved in
the processing of visual stimuli. Coordinates of axial slice numbers are display in terms of MNI space. (B) We found several regions whose coactivation with the visual network was sig-
nificantly higher in males relative to females. These regions included the intracalcarine cortex, cuneus, supracalcarine, and lingual gyrus. Of these regions, only the intracalcarine cortex
[blue; MNI(x,y,z) = 12, −69, 6] replicated in an independent sample. (C) Parameter estimates quantifying subject-specific functional connectivity between the intracalcarine cortex
and the visual RSN. (D) The inverse contrast revealed that the anterior superior temporal gyrus (aSTG) connectivity with the visual RSNwas higher in females thanmales. (E) Parameter
estimates quantifying subject-specific functional connectivity between aSTG and the visual RSN. Error bars (in C and E) reflect standard error of the mean across subjects.
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supracalcarine, and lingual gyrus (Fig. 2B; Table 2). Of these regions,
only the intracalcarine cortex replicated in an independent sample
(Fig. 2C; t(92) = 2.49, p = 0.014). No brain regions showed higher
connectivity with the visual RSN in females relative to males with
our statistical threshold (p b 0.05, whole-brain corrected). In a post
hoc analysis, we reduced our statistical threshold (p b 0.01, cluster
extent = 27 voxels) and found regions within the temporal cortex
whose connectivity with the visual RSN increased in females relative
to males (Fig. 2D; Table 2). Only the anterior superior temporal gyrus
(aSTG) exhibited an effect that replicated in independent data
(Fig. 2E; Table 2).

Second, sex differences were also observed in the connectivity pat-
terns with the auditory RSN (Fig. 3A). Specifically, our analysis revealed
several regions, including the bilateral Heschl's gyri, the planum
temporale, insula, and temporal pole (Fig. 3B; Table 3), whose connec-
tivity with the auditory RSN was significantly higher in males relative
to females. We evaluated the robustness of these sex differences using
independent data and found similar results in the insula (t(92) = 5.68,
p b 0.001) as well as the left (t(92) = 4.66, p b 0.001) and right Heschl's
gyrus (t(92) = 4.65, p b 0.001; Fig. 3C). No brain regions showed higher
connectivity with the auditory RSN in females relative to males with
our statistical threshold. In a post hoc analysis, we reduced our sta-
tistical threshold (p b 0.01, cluster extent = 27 voxels) and found in-
creased connectivity with the paracingulate cortex in females relative
to males (Fig. 3D; Table 3), an effect that replicated in independent
data (t(92) = 2.58, p b 0.05).

Finally, we evaluated sex differences in functional connectivity with
the right frontal–parietal RSN. This analysis revealed several regions, in-
cluding themiddle frontal gyrus (MFG), inferior frontal gyrus, and supe-
rior frontal gyrus, whose connectivity with the frontal–parietal RSNwas
significantly higher inmales relative to females (Fig. 4; Table 4). Among
these regions, only MFG exhibited an effect that replicated in an inde-
pendent sample (t(92) = 3.32, p b 0.001). No brain regions reliably
showed higher connectivity with the right frontal–parietal RSN in fe-
males relative to males, even at a reduced statistical threshold.

Sex differences are robust to potential confounds

To rule out several potential confounding explanations that could
differentiate males and females, we evaluated whether functional
connectivity estimates from the regions identified in our primary
analyses were correlated with measurements of brain volume, gray
matter density within each network, gray matter density within
each target region, age, or hormone levels (including cortisol and
testosterone). None of these measures were correlated with our
effects (see Table 5).

In another set of control analyses, we evaluated whether our results
were dependent on the number of spatial maps estimated during the
ICA.We restricted the ICA to 25 components and performed the dual re-
gression on the resulting set of spatial maps. We identified, in each
dataset, the spatial maps corresponding to the networks identified in
our previous analysis; this was done by correlating the spatial maps
with the canonical RSNs (Smith et al., 2009) and selecting those that
best matched the frontal–parietal network, the auditory network, and
the visual network. Using the regions identified in our previous analy-
ses, we confirmed that networks showing greater connectivity in
males compared to females held when employing an ICA with lower
dimensionality (see Table 6). We did not observe similar robustness
for our results suggesting greater connectivity in females relative to
males.

It is also possible that the precise decomposition of the ICA could po-
tentially bias our results. For example, if the ICA output was driven, in
part, by differences between males and females, then we might expect
to find sex differences in regions with the highest loading on each com-
ponent—an observation that appears to be true for our key results. To
eschew this type of bias, we conducted dual-regression analyses, in
each dataset, using the 10 well-characterized RSN identified in a previ-
ous study (Smith et al., 2009). Importantly, all of our results suggesting
greater connectivity in males compared to females held when using
dual regressions estimated on spatial maps derived from a separate
sample (see Table 6). However, we note that we again failed to observe

Table 2
Bidirectional sex differences in connectivity with primary visual RSN. Regions whose connectivity with the primary visual RSN differed according to self-reported sexual identity. Coordi-
nates of local maxima within the clusters of activation are inMNI space. For each cluster maximum, we constructed a 5 mm sphere around its peak and tested for replication in indepen-
dent data; replicating clusters are denoted in boldface. Probabilistic labels reflect the probability (or likelihood) that a coordinate belongs to a given region. For clarity, in cases where
multiple labels are ascribed to a single coordinate, we only show labels whose likelihood exceeds 5%. Blank rows separate noncontiguous clusters. Cluster extent is defined here as the
number of 3 mm3 voxels in each cluster. Abbreviations: TFC (temporal fusiform cortex); TOFC (temporal occipital fusiform cortex); aSTG (anterior superior temporal gyrus); STG (supe-
rior temporal gyrus); MTG (middle temporal gyrus); PHG (parahippocampal gyrus).

Males N females (p b 0.05, whole-brain corrected)

Probabilistic anatomical label x y z p-Value Cluster extent

Intracalcarine (43%), lingual gyrus (12%) 12 −69 6 0.013 173
Cuneus (59%), precuneus (20%), supracalcarine (5%) 3 −75 30 0.014
Supracalcarine (31%), cuneus (21%), precuneus (7%) 21 −66 18 0.024
Intracalcarine (41%), lingual gyrus (5%) 24 −63 6 0.024
Lingual gyrus (79%) 6 −69 −3 0.025
Lingual gyrus (1%) −15 −57 −15 0.002 69
Lingual gyrus (18%) −24 −60 0 0.025
Lingual gyrus (60%) −9 −75 −3 0.033 16

Females N males (p b 0.01, uncorrected, minimum cluster extent = 27 voxels)

Probabilistic anatomical label x y z Cluster extent Replication statistics

PHG (27%) 18 −36 −18 59 t = 1.23,
p = 0.223

TFC (40%), PHG (32%), TOFC (13%), lingual gyrus (7%) 24 −36 −18
TOFC (65%), TFC (18%) 27 −42 −18
Planum polare (1%) 39 −15 −12 38 t = −0.24,

p = 0.807
Posterior TFC (60%), posterior inferior temporal gyrus (10%) 39 −30 −21
PHG, posterior division (2%) −12 −33 −18 31 t = 0.14,

p = 0.887
aSTG (43%), STG (18%), MTG (10%) 57 −3 −9 29 t = 2.01,

p = 0.047
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similar robustness for our results suggesting greater connectivity in fe-
males relative to males.

Finally, we assessed whether spatially non-specific sex differences,
such as differential engagement of the RSNs, contributed to our results.
For each of the results reported in Figs. 2–4, we first evaluated themag-
nitude of the global absolute functional connectivity estimates for each
RSN. We found that the global absolute functional connectivity was, on
average, approximately 25% higher in males, an effect that was signifi-
cant in all RSNs (all ps b .01), indicating that the RSNs were engaged
more in males relative to females. Next, we examined the spatial
correlation between the ICA maps and the sex difference contrast
maps (male N female); for the latter, we used the raw t-statistic maps
(i.e., not following permutation testing). We foundmodest correlations
between the ICA component maps and their corresponding contrast
maps (mean r = 0.31), indicating that about 10% of the variance in
sex differences in functional connectivity might be explained by some

spatially non-specific effect of sex (e.g., increased network modulation
in males).

Dual-regression analysis outperforms seed-based analysis

We also tested whether dual-regression functional connectivity
analysis outperformed traditional seed-based functional connectivity
analysis. To do this, we extracted a representative seed region from
each of the three networks exhibiting sex differences in their functional
connectivity patterns (see Table 7 forMNI coordinates). Strikingly, func-
tional connectivity with each of these seeds did not differ across sexes,
even when examining the target regions that exhibited replicable sex
differences in the dual regression analysis (Table 7). For each target re-
gion, we also examined the receiver-operating characteristic (ROC)
curves, comparing the area under the curve (AUC) for dual regression
against seed basedmeasures. Across several target regions, connectivity

Fig. 3. Bidirectional sex differences in connectivity with auditory RSN. (A) We identified a resting-state network exhibiting considerable anatomical overlap with areas involved in the
processing of auditory stimuli. Coordinates of axial slice numbers are display in terms of MNI space. (B)We found several regions whose connectivity with the auditory network was sig-
nificantly higher in males relative to females. These regions included the Heschl's gyrus, the planum temporale, insula, and temporal pole. Of these regions, only the right Heschl's gyrus
[blue;MNI(x,y,z)= 39, 18, 9] replicated in an independent sample. (C) Parameter estimates quantifying subject-specific functional connectivity between the right Heschl's gyrus and the
auditory RSN. (D) The inverse contrast revealed that the paracingulate gyrus connectivity with the auditory RSN was higher in females than males. (E) Parameter estimates quantifying
subject-specific functional connectivity between the paracingulate gyrus and the auditory RSN. Error bars (in C and E) reflect standard error of the mean across subjects.
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estimates derived from dual-regression analysis were significantly bet-
ter at discriminating males and females (Fig. 5).

Discussion

Neuroscience has made progress in linking levels of brain activation
with individual differences in behavior (Braver et al., 2010). Yet, the
level of activation in a specific region tells an incomplete story, because
many processes are distributed across networks of regions (Friston,

2009), for which individual nodes are unlikely to represent the compu-
tations performed by a distributed network (Cole et al., 2010). Here, we
overcome this challenge by using ICA and dual-regression analysis
(Filippini et al., 2009; Leech et al., 2011). Using this approach coupled
with a large sample and split-sample validation, our study extends pre-
vious resting-state studies that have produced equivocal results on the
neural bases of sex differences (Biswal et al., 2010; Filippi et al., 2012;
L. Wang et al., 2012; Weissman-Fogel et al., 2010). We show that
individual differences in functional connectivity with RSNs reliably

Table 3
Bidirectional sex differences in connectivity with auditory RSN. Regions whose connectivity with the auditory RSN differed according to self-reported sexual identity. Coordinates of local
maxima within clusters of activation are in MNI space. For each cluster maximum, we constructed a 5 mm sphere around its peak and tested for replication in independent data; repli-
cating clusters are denoted in boldface. Probabilistic labels reflect the probability (or likelihood) that a coordinate belongs to a given region. For clarity, in cases where multiple labels are
ascribed to a single coordinate, we only show labels whose likelihood exceeds 5%. Blank rows separate noncontiguous clusters of coactivation. Cluster extent is defined here as the
number of 3 mm3 voxels in each cluster. Abbreviations: C operculum (central operculum cortex); OFC (orbitofrontal cortex); SFG (superior frontal gyrus).

Males N females (p b 0.05, whole-brain corrected)

Probabilistic anatomical label x y z p-Value Cluster extent

Heschl's gyrus (46%), insula (21%) 39 −18 9 0.002 153
Planum temporale (36%), Heschl's gyrus (19%), C operculum (15%) 57 −15 9 0.004
Heschl's gyrus (22%), insula (19%), planum polare (7%) 45 −6 0 0.004
Insula (51%), OFC (19%) 39 21 −3 0.008
Temporal pole (21%), C operculum (11%), planum polare (10%), insula (8%) 48 9 −6 0.01
Temporal pole (30%), insula (9%) 45 15 −9 0.01
Heschl's gyrus (43%), insula (20%) −36 −24 12 0.023 10
Insula (44%), Heschl's gyrus (8%), planum polare (7%) −42 −12 0 0.032 8

Females N males (p b 0.01, uncorrected, minimum cluster extent = 27 voxels)

Probabilistic anatomical label x y z Cluster extent Replication statistics

Paracingulate gyrus (55%), frontal pole (12%), SFG (9%) −3 54 12 47 t = 2.58,
p = 0.012

Paracingulate gyrus (66%), cingulate gyrus (23%) −3 48 12
Frontal pole (75%), paracingulate gyrus (6%) −6 60 9
Frontal pole (15%), paracingulate gyrus (11%), frontal medial cortex (8%) −12 57 3

Fig. 4. Unidirectional sex differences in connectivity with right frontal–parietal RSN. (A)We identified a resting-state network primarily comprised of right lateralized frontal–parietal re-
gions. Coordinates of axial slice numbers are display in terms of MNI space. (B)We found several regions whose coactivation with the frontal–parietal networkwas significantly higher in
males relative to females. These regions included themiddle frontal gyrus (MFG), inferior frontal gyrus, and superior frontal gyrus. Of these regions, only theMFG [blue; MNI(x,y,z)= 48,
27, 30] replicated in an independent sample. (C) Parameter estimates quantifying subject-specific functional connectivity betweenMFGand the frontal–parietal network. Error bars reflect
standard error of the mean across subjects.
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distinguish males and females and, importantly, that these network
measures outperform traditional seed-based functional connectivity
approaches.

Consistent with prior work, we show that sex differences are ob-
served in resting-state functional connectivity (Biswal et al., 2010;
Filippi et al., 2012). Specifically, we found reliable sex differences in

connectivity with the right frontal–parietal RSN, the visual RSN, and
the auditory RSN—all of which passed split-sample validation. We em-
phasize that our split-sample validation procedure is intrinsically con-
servative, in that it will miss other sex differences that did not pass
stringent standards in both samples. We adopted this approach, even
though it may have limited our findings, because of prior inconsistent

Table 4
Unidirectional sex differences in connectivity with right frontal–parietal RSN. Regions whose connectivity with the right frontal–parietal RSN was higher in males compared to females.
Coordinates of localmaximawithin the three clusters of activation are inMNI space. For each clustermaximum,we constructed a 5 mmsphere around its peak and tested for replication in
independent data; replicating clusters are denoted in boldface. Probabilistic labels reflect the probability (or likelihood) that a coordinate belongs to a given region. For clarity, in cases
where multiple labels are ascribed to a single coordinate, we only show labels whose likelihood exceeds 5%. Blank rows separate noncontiguous clusters of coactivation. Cluster extent
is defined here as the number of 3 mm3 voxels in each cluster. Abbreviations: MFG (middle frontal gyrus); IFG (inferior frontal gyrus); SFG (superior frontal gyrus).

Males N females (p b 0.05, whole-brain corrected)

Probabilistic anatomical label x y z p-Value Cluster extent

MFG (39%), IFG pars triangularis (6%) 48 27 30 0.01 41
IFG pars opercularis (38%), IFG pars triangularis (12%), MFG (5%) 54 21 27 0.035
IFG pars opercularis (54%) 54 18 21 0.039
MFG (40%), precentral gyrus (22%) 48 9 45 0.044 6
SFG (54%) 21 30 54 0.041 4

Table 5
Sex differences in resting-state networks is robust to multiple alternative explanations. We examined whether sex differences in resting-state networks are explained by other confound-
ing variables, including total brain volume, gray matter (GM) density within the network, GM density within the specific target region that was identified in the analyses, cortisol levels,
testosterone levels, and age. Brain volume and testosteronewere gender normalized by computing thewithin-gender z-scores. For increased power, we collapsed across our entire sample
to produce dataset comprised of 188 individuals. Across all of these measures, we failed to find significant correlations with our functional estimates (r values displayed in each
cell; all p-values N 0.09).

Intracalcarine with visual
network (M N F)

aSTG with visual
network (F N M)

Heschl with auditory
network (M N F)

Paracingulate with auditory
network (F N M)

MFG with R frontal–parietal
network (M N F)

Brain volume (normalized) 0.01 0.05 0.03 −0.07 −0.07
Network GM density 0.02 −0.07 0.04 −0.01 0.09
Target GM density −0.08 −0.03 0.01 0 0.02
Cortisol 0.04 −0.06 −0.02 −0.02 0.06
Testosterone (normalized) 0.02 −0.13 0.09 −0.12 0.12
Age −0.1 −0.002 −0.04 0.09 0

Table 6
Robustness to alternative network definitions.We corroborated our primary findings by evaluatingwhether our results heldwith two alternative network definitions. First, we conducted
dual-regression analyses using networks defined from a lower dimensionality (N = 25). After identifying spatial mapsmatching the auditory, visual, and right frontal–parietal networks,
we extracted themean functional connectivity (FC) estimates for each subjectwithin the respective target regions exhibiting sex differences in our primary analysis. Second,we performed
dual-regression analyses using the canonical RSNs defined in an independent dataset (Smith et al., 2009). Using our target regions, we then extracted the mean FC for each subject.
Although we replicated all of our results suggesting greater connectivity in males relative to females, many of our results suggesting greater connectivity in females compared to males
were not robust to alternative network definitions. Abbreviation: aSTG (anterior superior temporal gyrus).

Dataset Network Target region Males: Mean FC (s.e.m.) Females: Mean FC (s.e.m.) t-Stat p-Value

Lower dimensionality (N = 25) decomposition
Primary Auditory Heschl's gyrus 41.31 (3.04) 28.15 (1.36) 4.42 b0.001
Replication Auditory Heschl's gyrus 38.05 (2.45) 26.19 (1.55) 4.05 b0.001
Primary Visual Intracalcarine cortex 52.88 (4.05) 39.66 (1.73) 3.38 b0.001
Replication Visual Intracalcarine cortex 51.75 (3.65) 43.79 (2.26) 1.83 b0.05
Primary R frontal–parietal Middle frontal gyrus 34.69 (2.41) 24.75 (1.38) 3.84 b0.001
Replication R frontal–parietal Middle frontal gyrus 37.16 (2.06) 27.84 (1.60) 3.55 b0.001
Primary Auditory Paracingulate cortex −8.87 (1.88) −3.85 (1.16) 2.32⁎ b0.05
Replication Auditory Paracingulate cortex −0.65 (1.63) −0.28 (1.08) 0.18⁎ 0.42
Primary Visual aSTG 0.55 (1.19) 2.53 (0.82) 1.41⁎ 0.08
Replication Visual aSTG 2.87 (0.84) 1.79 (0.86) −0.89⁎ 0.81

Independent spatial maps (N = 10) from Smith et al. (2009)
Primary Auditory Heschl's gyrus 33.28 (2.05) 26.31 (1.64) 2.66 b0.01
Replication Auditory Heschl's gyrus 35.27 (2.18) 25.22 (1.53) 3.74 b0.001
Primary Visual Intracalcarine cortex 53.02 (4.72) 41.35 (1.68) 1.99 b0.05
Replication Visual Intracalcarine cortex 51.79 (3.37) 43.31 (2.56) 2.69 b0.01
Primary R frontal–parietal Middle frontal gyrus 30.64 (2.72) 23.04 (1.47) 2.55 b0.01
Replication R frontal–parietal Middle frontal gyrus 30.82 (2.38) 23.64 (1.47) 2.66 b0.01
Primary Auditory Paracingulate cortex 15.15 (2.03) 11.69 (1.24) −1.53⁎ 0.93
Replication Auditory Paracingulate cortex 11.53 (1.55) 10.76 (1.35) 0.29⁎ 0.38
Primary Visual aSTG 4.75 (1.45) 5.19 (0.80) −0.37⁎ 0.64
Replication Visual aSTG 5.67 (1.19) 5.56 (0.98) −0.07⁎ 0.52

⁎ Denotes one-tailed tests evaluating connectivity in females greater than connectivity in males.
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results, with evidence for (Biswal et al., 2010; Filippi et al., 2012) and
against (Weissman-Fogel et al., 2010) sex differences in resting-state
functional connectivity. Inconsistencies in prior work could be due to
several factors, including small sample sizes that are prone to Type 1
errors and spurious results (Button et al., 2013) and inability to accurate-
ly represent the distributed computations that occur across many
regions within an RSN (Cole et al., 2010). In contrast, our study utilizes
split-sample validation (for maximal statistical power) and novel
methods that characterize the distributed computations within an RSN.
These advances allowed us to characterize robust and consistent func-
tional connectivity differences between males and females, findings
that emphasize the importance for controlling for sex in neuroscience
studies (McCarthy et al., 2012).

Our analysis framework—ICA combined with dual-regression
analysis—allowed us to quantify connectivity with the entire networks
rather than with a representative node from a network (cf. seed-based
analyses). This distinction is crucial for two reasons. First, distinct net-
works may partially overlap (Leech et al., 2012), confounding seed-
based analyses. Second, a single nodewithin a network cannot accurate-
ly represent the computations performed by that network (Friston,
2009). Although these factors likely contributed to our observation of
improved performance of dual-regression analysis compared to seed-
based analysis, we emphasize that seed-based analyses will likely
remain important for studies that focus on connectivity with specific
brain regions.

As a caveat, we note that the unconstrained nature of resting-state
fMRI necessarily limits our interpretations (Friston, 2011; Morcom
and Fletcher, 2007; O'Reilly et al., 2012). For example, although we

controlled for differences in head motion, SFNR, brain structure, age,
and hormone levels, other between-subject differences could exist.
We note, for example, that males exhibited greater absolute functional
connectivity across the brain, which could lead to non-specific sex ef-
fects across the entire functional networks. That possibility is consistent
with the presence of sex differences in regions that exhibit the greatest
loading on some components and the relative paucity of regions
exhibiting increased functional connectivity for females compared to
males. Concerns about non-specific sex differences are partially amelio-
rated, however, by our use of permutation testing throughout the
analyses, the control analyses using ICA maps generated from an inde-
pendent dataset, and the relatively weak correlations between the
group ICA maps and the sex-difference contrasts. Thus, we conclude
that spatially non-specific sex differences in functional connectivity par-
tially, but not completely, contribute to our observed results.

Overall differences in connectivity could be related to multiple fac-
tors. For example, although ICA would account for physiological signals
that have consistent spatial effects on the fMRI data (e.g., increased ven-
tricular signal due to respiration), we note that other physiological sig-
nals, such as increased heart rate variability in males (Saleem et al.,
2012; Stein et al., 1997), may partially contribute to our results. Such
generalized physiological effects are unlikely to fully explain our results,
however, as only three out of ten networks exhibited consistent sex
differences. Alternatively, overall differences in connectivity could be
driven by the way in which males and females treated the resting-
state scan. Indeed, unconstrained cognition in resting-state fMRI may
lead to activation differences of a given network, which would manifest
as connectivity differences (Friston, 2011; O'Reilly et al., 2012). Thus,

Table 7
Seed-based analyses fail to reveal sex differences. We examined whether our observed sex differences were a product of our nuanced analytical approach, which focuses on networks
as opposed to single voxels (or regions). To do this, we used the five regions identified with the dual-regression analysis (i.e., “targets”) and conducted a seed-based analysis using
non-overlapping coordinates (“seeds”). No seed region exhibited (in both samples) sex-dependent connectivity with the target regions identified by the dual regression analysis.

Dataset Network Seed coordinates [MNI(x,y,z)] Target Region Males: Mean FC (s.e.m.) Females: Mean FC (s.e.m.) t-Stat p-Value

Males N females
Primary Auditory −48, −21, 3 Heschl's gyrus .369 (.03) .318 (.03) 1.216 .227
Replication Auditory −48, −21, 3 Heschl's gyrus .381 (.03) .347 (.02) .88 .381
Primary Visual −3,−78, 9 Intracalcarine cortex .378 (.03) .32 (.02) 1.596 .114
Replication Visual −3,−78, 9 Intracalcarine cortex .349 (.025) .294 (.021) 1.67 .099
Primary R frontal–parietal 48, −57, 42 MFG .046 (.02) .038 (.02) .277 .782
Replication R frontal–parietal 48, −57, 42 MFG .031 (.06) .063 (.02) −.589 .557

Females N males
Primary Auditory −48, −21, 3 Paracingulate gyrus b .001 (.01) .015 (.02) .622 .536
Replication Auditory −48, −21, 3 Paracingulate gyrus −.031 (.02) −.006 (.02) .905 .368
Primary Visual −3,−78, 9 aSTG .006 (.01) .026 (.01) 1.25 .215
Replication Visual −3,−78, 9 aSTG .037 (.014) .027 (.012) −.522 .603

Fig. 5. Dual-regression analysis outperforms traditional seed-based analysis. Receiver-operating characteristics were computed for each target region and its associated network. Across
multiple target regions, we found that connectivity estimates with an entire network [as computedwith dual-regression analysis (DRA)] were significantly better at distinguishingmales
and females compared than connectivity estimates with a representative node of a network [as computed with seed-based analysis (SBA)]. (A) The Heschl's gyrus and the auditory
network. (B) The paracingulate cortex and the auditory network. (C) The middle frontal gyrus (MFG) and the right frontal–parietal network. (D) The anterior superior temporal gyrus
(aSTG) and the primary visual network. (E) The intracalcarine cortex and the primary visual network. Statistics for primary sample are shown in black text (corresponding to the solid
curves in the figure); replication statistics are shown in gray text (corresponding to the dashed curves in the figure).
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given the observation that males exhibited increased global modulation
of each network, we speculate that our results could be partially
explained by increased attention to visual stimuli (i.e., fixation cross)
and auditory stimuli (i.e., background scanner noise) during the resting
state. Although this caveat is endemic in resting-state fMRI studies,
future work could attempt to measure varying levels of sympathetic
arousal using galvanic skin conductance responses (Schiller and
Delgado, 2010), as thesemetricsmay reflect changes in attentional pro-
cessing (Frith andAllen, 1983). In addition, unobserved cognitive differ-
ences during the resting-state scan could arise due to tasks completed
prior to the resting-state scan (Lewis et al., 2009; Wang et al., 2012b).
Notably, however, we did not observe sex differences in behavior on
the tasks that preceded the resting-state scan, thus mitigating concerns
that our results are due to the tasks completed before the resting-state
scan. Although we did not observe behavioral differences in the tasks
completed prior to the resting-state scan, it is possible that these tasks
elicited sex differences in activation and connectivity, which could be
echoed into the resting-state scan (Lewis et al., 2009; Z. Wang et al.,
2012). Notably, however, these caveats should not affect our core com-
parisons between SBA andDRA, which demonstrated that DRA is signif-
icantly better at characterizing the distributed computations within
large-scale networks.

Our results may indirectly hint at the circuitry underlying sex differ-
ences, which have been found in a range of cognitive abilities: visuospa-
tial navigation (Sandstrom et al., 1998), verbal production (Lewin et al.,
2001), autobiographical memory (Canli et al., 2002; Seidlitz and Diener,
1998), and many others. These behavioral observations can be far more
dramatic, as sex differences are often key predictors in psychiatric
disorders—including autism (Yeargin-Allsopp et al., 2003), psychopathy
(for review, see Cale and Lilienfeld, 2002), and depression (Nolen-
Hoeksema and Girgus, 1994; Weissman and Klerman, 1977). Indeed,
some researchers have argued that the underlying mechanisms of psy-
chiatric disorders may be revealed through investigations into the neu-
ral basis of sex differences (Rutter et al., 2003). Although our work
provides important progress toward identifying robust sex differences
in resting-state connectivity, it remains challenging to interpret the
implications of our results, as neural sex differences may manifest in
the absence of behavioral sex differences, potentially reflecting com-
pensatory mechanisms (for review, Cahill, 2006). Distinguishing be-
tween these disparate possibilities will require additional research
examining how connectivity with the RSNs identified in our study—
auditory, visual, and right frontal–parietal—and others are modulated
by different tasks (Leech et al., 2011).

Conclusions

In summary, our study demonstrates two key findings: first, sex dif-
ferences are reliably expressed in the functional connectivity patterns
with large-scale networks; second, dual-regression approaches are
better than seed-based approaches at characterizing the distributed
computations that occurwithin large-scale networks. Improved quanti-
fications of these distributed computations could have important appli-
cations. For example, recent work has suggested that analysis of brain
structure that assumes functions are represented in distributed net-
works can advance our understanding of clinical syndromes (Smith
et al., 2013). Although resting-state seed-based methods are advancing
our understanding of psychopathology (e.g., Fox and Greicius, 2010;
Whitfield-Gabrieli and Ford, 2012), our results suggest that approaches
that rely on network-level inferences will provide deeper insight into
the distributed neural computations that contribute to a range of indi-
vidual differences, from normal to pathological.
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