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Resumo O número crescente de dispositivos pequenos e baratos, repletos de capacidades
sensoriais, criou uma nova fonte de dados que pode ser explorada para melhorar
e otimizar vários sistemas, desde domótica em ambientes residenciais até aplica-
ções de larga escala como monitorização agrícola, gestão de tráfego e manutenção
preditiva a nível industrial. No entanto, este crescimento encontra-se emparelhado
com a crescente dificuldade em recolher, armazenar e organizar todos estes da-
dos. A inexistência de um esquema de representação padrão é uma das principais
dificuldades nesta área. Além disso, métodos de extração de conhecimento con-
vencionais dependem de representações padrão ou relações definidas a priori. No
entanto estas relações são definidas e mantidas por utilizadores humanos. Embora
seja viável para cenários de pequena escala ou áreas especificas, este tipo de rela-
ções torna-se cada vez mais difícil de manter quando se consideram cenários com a
dimensão associado a IoT e M2M. Esta tese de doutoramento endereça o problema
de armazenar e organizar informação de contexto de cenários de IoT/M2M, sem
impor um esquema de representação ou relações a priori. Este trabalho propõe
um modelo de organização com d dimensões, especialmente otimizado para da-
dos de IoT/M2M. O modelo depende de características de machine learning para
identificar fontes de contexto similares. Estas caracteristicas são utilizadas para
aprender relações entre as fontes de dados automaticamente, criando as funda-
ções para a extração de conhecimento automática. Quer machine learning quer
métodos convencionais podem depois utilizar estas relações automáticas para ex-
trair conhecimento em datasets potencialmente relevantes. Durante este trabalho,
duas técnicas foram desenvolvidas: similaridade semântica e similaridade entre sé-
ries temporais. Similaridade semântica estima a similaridade entre conceitos (em
forma textual). Este trabalho propõe um método de aprendizagem não supervisio-
nado para features semânticas baseadas em perfis distributivos, sem exigir nenhum
corpus específico. Isto permite ao modelo de organização organizar dados baseado
em conceitos e não em similaridade de caracteres. Numa outra vantagem impor-
tante para os cenários de IoT/M2M, o método de aprendizagem não necessita de
dados de entrada adicionados por utilizadores. A similaridade entre séries tempo-
rais são métricas que permitem estimar a similaridade entre várias series temporais.
Embora estes métodos tenham sido extensivamente desenvolvidos para sequencia-
ção de ADN, normalmente dependem de variantes de métodos baseados na maior
sub-sequencia comum. Esta tese de doutoramento propõe um modelo generativo
para caracterizar séries temporais, especialmente desenhado para dados IoT/M2M.
Este modelo pode ser usado para gerar séries temporais estatisticamente corretas
e estimar a similaridade entre múltiplas séries temporais. Posteriormente o modelo
de organização identifica fontes de contexto com padrões temporais semelhantes.
O trabalho proposto foi extensivamente discutido, desenvolvido e publicado em
diversas publicações internacionais. As múltiplas contribuições em projetos e co-
laborações com colegas, onde partes trabalho desenvolvido foram utilizadas com
sucesso, permitem reivindicar que embora o modelo (e subsequentes técnicas) te-
nha sido otimizado para dados IoT/M2M, podendo ser estendido para lidar com
outros tipos de informação de contexto noutras áreas.





Keywords IoT, M2M, Context awareness, Machine learning, Text mining, Stream mining,
Time series

Abstract The increasing number of small, cheap devices, full of sensing capabilities lead to
an untapped source of data that can be explored to improve and optimize multiple
systems, from small-scale home automation to large-scale applications such as agri-
culture monitoring, traffic flow and industrial maintenance prediction. Yet, hand in
hand with this growth, goes the increasing difficulty to collect, store and organize
all these new data. The lack of standard context representation schemes is one of
the main struggles in this area. Furthermore, conventional methods for extracting
knowledge from data rely on standard representations or a priori relations. These a

priori relations add latent information to the underlying model, in the form of con-
text representation schemes, table relations, or even ontologies. Nonetheless, these
relations are created and maintained by human users. While feasible for small-scale
scenarios or specific areas, this becomes increasingly difficult to maintain when con-
sidering the potential dimension of IoT and M2M scenarios. This thesis addresses
the problem of storing and organizing context information from IoT/M2M scena-
rios in a meaningful way, without imposing a representation scheme or requiring a
priori relations. This work proposes a d-dimension organization model, which was
optimized for IoT/M2M data. The model relies on machine learning features to
identify similar context sources. These features are then used to learn relations
between data sources automatically, providing the foundations for automatic kno-
wledge extraction, where machine learning, or even conventional methods, can rely
upon to extract knowledge on a potentially relevant dataset. During this work,
two different machine learning techniques were tackled: semantic and stream si-
milarity. Semantic similarity estimates the similarity between concepts (in textual
form). This thesis proposes an unsupervised learning method for semantic features
based on distributional profiles, without requiring any specific corpus. This allows
the organizational model to organize data based on concept similarity instead of
string matching. Another advantage is that the learning method does not require
input from users, making it ideal for massive IoT/M2M scenarios. Stream simila-
rity metrics estimate the similarity between two streams of data. Although these
methods have been extensively researched for DNA sequencing, they commonly rely
on variants of the longest common sub-sequence. This PhD proposes a generative
model for stream characterization, specially optimized for IoT/M2M data. The
model can be used to generate statistically significant data’s streams and estimate
the similarity between streams. This is then used by the context organization model
to identify context sources with similar stream patterns. The work proposed in this
thesis was extensively discussed, developed and published in several international
publications. The multiple contributions in projects and collaborations with fellow
colleagues, where parts of the work developed were used successfully, support the
claim that although the context organization model (and subsequent similarity fea-
tures) were optimized for IoT/M2M data, they can potentially be extended to deal
with any kind of context information in a wide array of applications.





Contents

Contents i

List of Figures v

List of Tables vii

Acronyms ix

1 Introduction 1

1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.3 Hypothesis and Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.4 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.4.1 Conferences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.4.2 Journals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.5 Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2 An Overview on Context Information and Representation 11

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.2 Context information . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.3 Context-awareness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.4 Dealing with Context Information . . . . . . . . . . . . . . . . . . . . . . . . 16

2.4.1 Context Representation . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.4.2 Normalization through Ontologies . . . . . . . . . . . . . . . . . . . . 18

2.4.3 Accept the diversity of context information . . . . . . . . . . . . . . . 19

2.5 Knowledge discovery and data mining . . . . . . . . . . . . . . . . . . . . . . 20

2.5.1 Machine learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

i



2.5.2 Pattern mining . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.5.3 Knowledge extraction from relational databases . . . . . . . . . . . . 28

3 Context Organization Model 31

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.2 Dealing with unstructured/semi-structured data . . . . . . . . . . . . . . . . 32

3.3 Context Organization Requirements . . . . . . . . . . . . . . . . . . . . . . . 33

3.4 Model Search and Filter Capabilities . . . . . . . . . . . . . . . . . . . . . . . 34

3.5 Context Organization Time Constraints . . . . . . . . . . . . . . . . . . . . . 34

3.6 Data/Context Characterization . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.7 Context Organization Model . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.8 Context Storage Solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.9 Space Requirements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

3.10 Semantic Pub/Sub . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

3.11 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.12 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

3.12.1 Request/Reply Access Pattern . . . . . . . . . . . . . . . . . . . . . . 54

3.12.2 Publish/Subscribe Access Patterns . . . . . . . . . . . . . . . . . . . 59

3.13 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

4 Semantic Features for Context Organization 63

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

4.2 Vector Space Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

4.3 Semantic Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4.4 Distributional profiles from Public Web Services . . . . . . . . . . . . . . . . 70

4.5 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.6 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

5 Stream Features for Context Organization 81

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

5.2 Stream characterization model . . . . . . . . . . . . . . . . . . . . . . . . . . 83

5.2.1 Stream Characterization . . . . . . . . . . . . . . . . . . . . . . . . . 83

5.2.2 Period Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

ii



5.2.3 Stream Generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

5.2.4 Stream Similarity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

5.2.5 ∆x and ∆y estimation . . . . . . . . . . . . . . . . . . . . . . . . . . 88

5.3 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

5.4 Performance evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

5.4.1 Period Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

5.4.2 Stream Generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

5.4.3 Stream Similarity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

5.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

6 Applications 95

6.1 Label propagation and Context enrichment . . . . . . . . . . . . . . . . . . . 96

6.1.1 SOCIETIES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

6.1.2 SAIM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

6.2 Context Storage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

6.2.1 SCOT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

6.2.2 SCOT Use Cases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

6.3 Semantic Similarity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

6.3.1 TVPulse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

6.3.2 Contextual IoT and Service Discovery . . . . . . . . . . . . . . . . . 108

6.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

7 Conclusion 113

7.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

7.2 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

7.3 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

A Miller-Charles Semantic Dataset 117

B IoT Semantic Dataset 119

C Home Automation Dataset (Sample) 121

References 123

iii





List of Figures

2.1 C-Cast vs Persist . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.2 Coeus architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.3 Machine learning taxonomy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.4 Discriminative vs Generative models. . . . . . . . . . . . . . . . . . . . . . . . . 22

3.1 Data sources characterization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.2 1-dimension model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.3 2-dimension model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.4 Context organizational model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.5 Semantic based subscribe. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.6 Semantic based publish. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.7 Context organizational model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.8 Server’s architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

3.9 Schemas for d-dimension models . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3.10 Implemented schema . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

3.11 Estimation of the IRS’s size . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.12 Req./Rep. partial read and write performance . . . . . . . . . . . . . . . . . . . 59

3.13 Partial read averages . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

3.14 Partial write averages . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

4.1 Vector Space Model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4.2 Semantic similarity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

4.3 DPW Graphical representation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

4.4 DP extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.5 Text processing pipeline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4.6 DPW vs. DPWC similarity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

v



5.1 Stream model’s strcuture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

5.2 Generation process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

5.3 Periodograms for the three phenomena analysed. . . . . . . . . . . . . . . . . . . 91

5.4 Generated streams . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

5.5 Generated temperature stream . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

6.1 SOCIETIES’ framework architecture . . . . . . . . . . . . . . . . . . . . . . . . . 97

6.2 SAIM’s architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

6.3 SAIM’s context inference architecture . . . . . . . . . . . . . . . . . . . . . . . . 100

6.4 Architecture of the SCoT platform . . . . . . . . . . . . . . . . . . . . . . . . . . 102

6.5 Components of the Sensor Domain . . . . . . . . . . . . . . . . . . . . . . . . . . 102

6.6 Components of the Network Domain . . . . . . . . . . . . . . . . . . . . . . . . . 103

6.7 Components of the Service Domain . . . . . . . . . . . . . . . . . . . . . . . . . 104

6.8 Road assessment model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

6.9 Solution overview: entities and interfaces . . . . . . . . . . . . . . . . . . . . . . 110

vi



List of Tables

3.1 Top-Down vs. Bottom-Up characterization . . . . . . . . . . . . . . . . . . . . . 35

3.2 Context storage solutions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

3.3 Evaluation’s parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3.4 Req/Rep performance evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

3.5 Req/Rep performance evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.6 Pub/Sub performance evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4.1 Performance evaluation on Miller-Charles dataset (cosine distance) . . . . . . . . 76

4.2 Performance evaluation on Miller-Charles dataset (co-occurrence distance) . . . 76

4.3 Performance evaluation on IoT dataset (cosine distance) . . . . . . . . . . . . . . 77

4.4 Performance evaluation on IoT dataset (co-occurrence distance) . . . . . . . . . 77

5.1 Home automation dataset schema. . . . . . . . . . . . . . . . . . . . . . . . . . . 90

5.2 Stream generation evalution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

5.3 Similarity scores obtained. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

6.1 Main parameters of the genetic optimization . . . . . . . . . . . . . . . . . . . . 106

A.1 Miller-Charles Semantic Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

B.1 IoT Semantic Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

C.1 Home Automation Dataset (Sample) . . . . . . . . . . . . . . . . . . . . . . . . . 122

vii





Acronyms

ACF Autocorrelation Function

AI Artificial Intelligence

API Application Programming Interface

BOW Bag of Words

BPMN Business Process Model and
Notation

CoBrA Context Broker Architecture

CONON Context Ontology

CSCW Computer Supported Cooperative
Work

CSS Cooperating Smart Space

CSV Comma-Separated Values

DPWC Distributional Profiles of Words
Concepts

DPW Distributional Profiles of Words

EAV Entity–Attribute–Value

EPG Electronic Program Guide

ES Expert System

ETSI European Telecommunications
Standards Institute

GPSolver General Problem Solver

GPS Global Positioning System

GUI Graphical User Interface

HAC Hyperspace Analogue to Context

HMM Hidden Markov Model

HSSB Highly Scalable Service BUS

ICN Information-Centric Networking

IID Independent and Identically
Distributed

IoS Internet of Services

IoT Internet of Things

IRS Information Retrieval System

IR Information Retrieval

JSON JavaScript Object Notation

KDD Knowledge Discovery in Databases

KR Knowledge Representation and
Reasoning

LSA Latent Semantic Analysis

M2M Machine to Machine

ML Machine Learning

MSE Mean Squared Error

NDN Named Data Networking

NoSQL Not Only SQL

NSCL Network Service Capability Layer

OLAP Online Analytical Processing

OSGI Open Service Gateway Initiative

OSS Operations Support System

OWL Web Ontology Language

PCA Principal Component Analysis

PDF Probability Density Function

RDF Resource Description Framework

REST Representational State Transfer

ROC Receiver Operating Characteristic

RSLP Removedor de Sufixos da Lingua
Portuguesa

SOA Service-Oriented Architecture

SQL Structured Query Language

SVD Singular Value Decomposition

SVM Support Vector Machine

TCP Transmission Control Protocol

TF-IDF Term Frequency–Inverse Document
Frequency

UC Ubiquitous Computing

UDP User Datagram Protocol

VSM Vector Space Model

WCSS Within Cluster Sum of Squares

XML Extensible Markup Language

ix





CHAPTER 1
Introduction

As the first chapter of the thesis, the introduction sets the background for the topic of

Knowledge Extraction from Semi-Unstructured Data Sources, along with the motivation

for researching this topic. It presents the hypothesis along with the goals that guided the

work evolution, followed by the contributions that resulted from the concepts explored.

Finally, it presents the overall structure of the document.

1



1.1 Background

According to a 2011 IDC study [Gantz, 2011], unstructured data will account for

90% of all data created in the next decade. As a new, relatively untapped source of

insight, unstructured data can reveal important relations/patterns that were previously

difficult or impossible to determine. The vast majority of Internet of Things (IoT)/

Machine to Machine (M2M) platforms rely only on structured data, however, the

tools and techniques that have proved so successful transforming structured data into

business intelligence and actionable information simply do not work when it comes to

unstructured data [Blumberg, 2003]. Extracting knowledge from unstructured data

has been active a research area [Rao, 2003; Michelson, 2008], but the majority of these

techniques were developed to find structure in a large corpus of documents, emails or

web pages. Also, the characterization of IoT/M2M data sources can vary along the

time and location (most of the data sources are mobile).

Furthermore, due to the popularity of IoT and M2M, Machine Learning (ML) has

become an indispensable tool to analyse, organize and understand the massive datasets.

ML is a vast field compose by several schools of thought, as such it is difficult to define a

single method to learn knowledge from massive amounts of data. There is no consensus

between the different schools of thought, each one has its own general purpose learner.

1.2 Motivation

Mining information from data was the task of our computers over the past fifty years

in the aptly termed “Information Age”. Yet, the focus is shifting, computers of the

near future will be used to extract knowledge from information. This shift has several

causes, some of the most important are the ever-growing number of devices sharing data,

public repositories of information, data markets. Furthermore, rapid advancements in

technology, increased data volume and complexity, and the wide and easy access to

information create new demands for the computer science. The focus, in the current

century, is to utilize all the available technology for intellectual activities (or what can

be termed as the emerging “Knowledge Age”). The technologies of the “Knowledge

Age” are transitioning the focus from individual, isolated information systems and

repositories to an expanded exchange and sharing of information, in order to broaden

the size and depth of knowledge available to individuals and activities. Data is the core

of this evolution, it measures and describes the world around us.

When we think about the Internet we mostly consider servers, laptops, routers and

fixed broadband that have penetrated almost every household. But the fact is that the

Internet is growing and diversifying as we speak. Every day new kinds of devices (from

mobile phones to environmental sensors networks) connect to the Internet and share
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massive amounts of data. As previously mentioned, according to the ICT Knowledge

Transfer Network, the number of mobile devices is expected to increase worldwide from

4.5 billion in 2011 to 50 billions by 2020 [Group, 2011].

This phenomenon is a direct consequence of the IoT [Wortmann, 2015] advent,

as progressively more devices are equipped with identifying, sensing and processing

capabilities. This allows them to communicate with one another, and even with services

on the Internet, to accomplish some task. A major cornerstone to this connectivity

landscape is M2M [Chen, 2014]. M2M generally refers to information and communication

technologies able to measure, deliver, digest and react upon information autonomously,

i.e. with none or minimal human interaction.

The data gathered by these devices has no value in its raw state, it must be analysed,

interpreted and understood. Context-awareness computing plays an important role in

tackling this issue [Perera, 2014], and is an intrinsic property of IoT/M2M scenarios.

An entity’s context can be used to provide added value: improve efficiency, optimize

resources and detect anomalies. The following examples illustrate the importance of

context information [Abowd, 1999; Winograd, 2001] in IoT/M2M scenarios. By com-

bining different data sources, each project produces context information to characterize

parking spaces, road conditions and congestion respectively. Fusing data from several

sensors makes it possible to predict a driver’s ideal parking spot [Rajabioun, 2013; Suhr,

2014]. Projects such as Pothole Patrol [Eriksson, 2008] and Nericell [Mohan, 2008] use

vehicular accelerations to monitor road conditions and detect potholes. The Transport

Information Monitoring Environment (TIME) project [Bacon, 2011] combines data

from mobile and fixed sensors in order to evaluate road congestion in real time.

These projects provide valuable insights about context information potential in ad-

vanced applications. However, these recent projects still follow a vertical approach [Fan-

tacci, 2014; Robert, 2016; Datta, 2016]. Devices/manufacturers do not share context

information, or share it with a different structure, leading to low interoperability and

information silos respectively. This has hindered interoperability and the realization of

even more powerful IoT scenarios, which are being pursued mostly by large corporations

with a dominant market position (e.g. Google, Microsoft). Another important issue is

the need felt for a new way to manage, store and process such diverse machine made

context information: unconstrained and without limiting structures.

The full potential of IoT and M2M scenarios can only be achieved when we overcome

the previous limitations. Being able to gather data from multiple sources, analyse and

understand it, and discover new patterns and relations will be fundamental to develop

and deploy complex scenarios without depending on big conglomerates. However, the

definitions of context information [Abowd, 1999; Winograd, 2001] are so broad that

any information related to an entity can be considered context information. These
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definitions also do not provide any insight into the structure of context information.

Currently, there is no uniform way to share/manage vast amounts of IoT information.

It is possible (but unlikely) that in the future a context representation standard will be

widely adopted.

1.3 Hypothesis and Objectives

Context information is an intrinsic property of IoT and M2M scenarios and an enabler

for further data analysis, potentially exploring the integration of an increasing number

of data sources. However, common definitions of context information [Abowd, 1999;

Winograd, 2001; Dey, 2001] do not provide any insight about its structure. In fact,

each device can share context information with a different structure. E.g. natural

phenomena and location information can be used to characterize an entity’s context,

yet the two can have different structures. One important objective of context repre-

sentation research [Turner, 1999; Strang, 2003; Lassila, 2005] is to standardize the

process of sharing (with different platforms) and understanding context information.

Context-aware platforms (subsequently IoT/M2M platforms) strongly benefit from a

uniform environment: the storage process is simpler (the information follows a known

structure) and the data analysis becomes easier. Standard context management plat-

forms commonly rely on relational databases, which also benefit from a strongly defined

underlying representation (mapping the context representation to the storage solution

becomes easier).

Multiple context representations have been proposed, such as ContextML [Knapp-

meyer, 2010], SensorML [Botts, 2007] and COBRA-Ont [Chen, 2003b]. All the previously

mentioned representations try to solve the same problem, but each representation is

different and incompatible with the other. None of them have been widely accepted

either by the academia or the industry. Usually, each context-aware platform defines its

own context representation based on the platform scenarios. This breaks compatibility

between platforms and limits the quantity of context information that can be used across

IoT/M2M applications, impairing future developments. There are two main issues

when dealing with context information. First, the diversity of context representations,

each one of them was designed for a specific usage and/or data types (see Section 2.4).

Second, a widely adopted context representation does not completely solve the issue

of knowledge extraction. Due to the vast amount of data, it is extremely difficult

to define a priori all the relations between information sources, patterns, and even

possible optimizations (see Section 3.2). The work presented in this thesis addresses

the previously stated problem. The main objective of this work is to develop a context

organization model capable of dealing with the diversity of context representation.
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Another objective is to understand the limits of knowledge extraction and context

organization without relying on a priori relations.

This work addresses the problem of storing and organizing context information from

IoT/M2M scenarios in a meaningful way, without imposing a representation scheme or

requiring a priori relations. The objective of this work is to develop a new model to

organize context information through a bottom-up characterization model. The model

relies on machine learning features to identify similar data sources. These features are

then used to learn new relations between data sources automatically, providing the

foundations for automatic knowledge extraction, where machine learning, or even con-

ventional methods, can rely upon to extract knowledge on a potentially relevant dataset.

During this work, two different machine learning techniques were tackled: semantic

and stream similarity. Semantic similarity estimates the similarity between concepts

(in textual form), while stream similarity metrics estimate the similarity between two

streams of data. The work proposed in this thesis was extensively discussed, developed

and published in several international publications. The multiple contributions in

projects and collaborations with colleagues, where parts of the work developed were

used successfully, support the claim that although the context organization model (and

subsequent similarity features) were optimized for IoT/M2M data, they can potentially

be extended to deal with any kind of context information in a wide array of applications.

1.4 Contributions

The following sections list the key contributions associated with this work.

1.4.1 Conferences

[Pires, 2012] Gustavo Pires et al. ‘Architecture for orchestration of M2M

services’. In: Proceedings in CRC 2012: 12a Conferência sobre

Redes de Computadores. 2012. url: http://hdl.handle.net/

10773/11907.

[Antunes, 2013] Mário Antunes, Diogo Gomes, and Rui L. Aguiar. ‘Towards

behaviour inference in smart environments’. In: 2013 Conference

on Future Internet Communications (CFIC). IEEE, 2013, pp. 1–

8. doi: 10.1109/cfic.2013.6566324.

[Lima, 2013a] Christopher Lima et al. ‘A context-aware framework for CSCW

applications in enterprise environments’. In: IADIS Interna-

tional Conf. Collaborative Technologies 2013 - CT. IADIS, 2013.

url: http://hdl.handle.net/10773/13404.
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[Lima, 2013b] Christopher Lima et al. ‘Social Awareness in Pervasive Com-

munities for Collaborative Work.’ In: Intelligent Environments

(Workshops). 2013, pp. 110–115. doi: 10.3233/978-1-61499-

286-8-110.

[Antunes, 2014a] M. Antunes, D. Gomes, and R. L. Aguiar. ‘Context storage for

M2M scenarios’. In: 2014 IEEE International Conference on

Communications (ICC). 2014, pp. 3664–3669. doi: 10.1109/

ICC.2014.6883891.

[Antunes, 2014b] Mário Antunes, Diogo Gomes, and Rui Aguiar. ‘Semantic-Based

Publish/Subscribe for M2M’. In: 2014 International Conference

on Cyber-Enabled Distributed Computing and Knowledge Discov-

ery. IEEE, 2014, pp. 256–263. doi: 10.1109/cyberc.2014.53.

[Antunes, 2014c] Mário Antunes, Diogo Gomes, and Rui L. Aguiar. ‘Scalable

Semantic Aware Context Storage’. In: 2014 IEEE 2nd Inter-

national Conference on Future Internet of Things and Cloud

(FiCloud). IEEE, 2014, pp. 152–158. doi: 10.1109/ficloud.

2014.33.

[Antunes, 2014d] Mário Antunes et al. ‘Unified Platform for M2M Telco

Providers’. In: Ubiquitous Computing and Ambient Intelligence.

Personalisation and User Adapted Services. Springer Interna-

tional Publishing, 2014, pp. 436–443. doi: 10.1007/978-3-

319-13102-3_71.

[Afonso, 2015a] Vilaça Afonso, Mário Antunes, and Diogo Gomes. ‘TVPulse:

detecting TV highlights in Social Networks’. In: 10th Conference

on Telecommunications Conftele. Vol. NA. 2015, NA–NA.

[Afonso, 2015b] Vilaça Afonso, Mário Antunes, and Diogo Gomes. ‘TVPulse:

Improvements on detecting TV highlightsin Social Networks

using metadata and semanticsimilarity’. In: 14a Conferência

sobre Redes de Computadores, At Évora, Portugal. 2015.

[Antunes, 2015] Mário Antunes, Diogo Gomes, and Rui L. Aguiar. ‘Semantic

Features for Context Organization’. In: 2015 IEEE 3rd Inter-

national Conference on Future Internet of Things and Cloud

(FiCloud). IEEE, 2015, pp. 87–92. doi: 10.1109/ficloud.

2015.103.
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[Antunes, 2016] Mário Antunes, Diogo Gomes, and Rui Aguiar. ‘Learning Se-

mantic Features from Web Services’. In: 2016 IEEE 4th Inter-

national Conference on Future Internet of Things and Cloud

(FiCloud). IEEE, 2016, pp. 270–275. doi: 10.1109/ficloud.

2016.46.

[Antunes, 2017a] Mário Antunes et al. ‘Improve IoT/M2M data organization

based on stream patterns’. In: 2017 IEEE 5th International

Conference on Future Internet of Things and Cloud (FiCloud).

IEEE, 2017, pp. 105–111. doi: 10.1109/FiCloud.2017.33.

[Antunes, 2017b] Mário Antunes et al. ‘Vehicular dataset for road assessment

conditions’. In: Procedings in the third IEEE Annual Interna-

tional Smart Cities Conference (ISC2 2017). 2017, pp. 1–4. doi:

10.1109/ISC2.2017.8090867.

[Jesus, 2017] Ricardo Jesus et al. ‘Extracting Knowledge from Stream Be-

havioural Patterns’. In: Proceedings of the 2nd International

Conference on Internet of Things, Big Data and Security.

SCITEPRESS - Science and Technology Publications, 2017,

pp. 419–423. doi: 10.5220/0006373804190423.

1.4.2 Journals

[Lima, 2014] Christopher Lima et al. ‘A Context-Aware Framework for Col-

laborative Activities in Pervasive Communities’. In: Interna-

tional Journal of Distributed Systems and Technologies (IJDST)

5.2 (2014), pp. 31–43. doi: 10.4018/ijdst.2014040103.

[Antunes, 2016a] Mário Antunes, Diogo Gomes, and Rui L. Aguiar. ‘Scalable

semantic aware context storage’. In: Future Generation Com-

puter Systems 56 (2016), pp. 675–683. doi: 10.1016/j.future.

2015.09.008.

[Antunes, 2016b] Mário Antunes et al. ‘Smart Cloud of Things: An Evolved IoT

Platform for Telco Providers’. In: Journal of Ambient Wireless

Communications and Smart Environments (AMBIENTCOM)

1.1 (2016), pp. 1–24. doi: 10.13052/ambientcom2246-3410.

111.

[Quevedo, 2016] José Quevedo et al. ‘On the application of contextual IoT ser-

vice discovery in Information Centric Networks’. In: Computer

Communications 89-90 (2016), pp. 117–127. doi: 10.1016/j.

comcom.2016.03.011.
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[Antunes, 2017] Mário Antunes, Diogo Gomes, and Rui L. Aguiar. ‘Towards

IoT data classification through semantic features’. In: Future

Generation Computer Systems 86 (2017), pp. 792–798. doi:

10.1016/j.future.2017.11.045.

[Jesus, 2018] Ricardo Jesus et al. ‘Modelling Patterns in Continuous Streams

of Data’. In: Open Journal of Big Data (OJBD) 4.1 (2018),

pp. 1–13. issn: 2365-029X. url: http://nbn-resolving.de/
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1.5 Structure

This manuscript is organized into seven chapters. Here is a brief description of what

this document contains:

Chapter 2 presents an overview of context information and representation. It also

discusses the difficulties of organizing data into information and finally extracting

knowledge. Although context information and representation are still under research,

conventional methods appear to be limited for recent IoT/M2M scenarios. Mainly

due to the data sources’ heterogeneity and the sheer volume of data. Finally, several

methods and strategies that can be helpful to deal with the previously mentioned issues

are presented and discussed.

Chapter 3 presents the proposed organizational model. The model is based on a

bottom-up characterization and in machine learning features. It learns features from

the context information by exploring semantic and stream properties. The context

information is further organized based on the previously mentioned features.

Chapter 4 discusses the importance of semantic features for the task of context or-

ganization. Semantic features tailored specifically for the proposed context organization

model were developed and evaluated.

Chapter 5 discusses the importance of stream (time series) features, especially for the

task of context organization. The proposed organizational model can use this features

to organize context information based on stream similarity. Finally, the developed

stream features are presented and discussed in detail.

Chapter 6 explains how several parts of the work presented in this manuscript were

used in a few projects and collaborations with fellow researchers. Furthermore, some

specific methods were developed to extract relevant knowledge in specific scenarios. In

this chapter, the most relevant collaborations are discussed and the impact that they

had on the proposed context organization model.

Chapter 7 gives a summary of the work done and the objectives that were accom-

plished. Furthermore, it presents future directions and possible improvements for the
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present work.
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CHAPTER 2
An Overview on Context

Information and Representation

This chapter presents an overview of context information and representation. It also

discusses the difficulties of organizing data into information and finally extracting

knowledge. Although context information and representation are still under research,

conventional methods appear to be limited for recent IoT/M2M scenarios. Mainly

due to the data sources’ heterogeneity and the sheer volume of data. Finally, several

methods and strategist that can be helpful to deal with the previously mentioned issues

are presented and discussed.
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2.1 Introduction

Mark Weiser [Weiser, 1999] envisioned a future where computers disappeared and

users no longer interacted with them as normal desktops/laptops. This vision is

commonly known as Ubiquitous Computing (UC) [Nieuwdorp, 2007]. Its main idea

is to surround people with intelligent devices that unobtrusively assist them through

their work and personal lives. Even today this vision challenges researchers to look for

new and innovative approaches in several computational areas, e.g. communication,

human-computer interaction, applications and services.

A crucial property to achieve this vision is context-awareness. Context-awareness is

a property of systems and devices that have the ability to sense the user’s context and

react according to it without direct intervention from the users. This is only possible

if the systems/devices are capable of inferring and reasoning about the user’s context.

Without knowledge, the system has no ability to react to changes in context, because

it cannot understand that these changes are important. Even if the system could

perceive that there was some change in context, it needs more information in order

to correctly react to that specific change. The emergence of IoT/M2M is a unique

opportunity to gather new information about the entities and to develop new, more

intelligent and complex, context-aware systems. These two concepts are tightly coupled:

context-awareness is an intrinsic concept of IoT and M2M scenarios.

The remainder of this chapter is organized as follows. In Section 2.2 the definition

of context information is presented and discussed. Context-aware systems are described

in Section 2.3. After, the details about dealing with context information are given in

Section 2.4. Finally, an overview of the most relevant techniques used in knowledge

discover area are presented in Section 2.5.

2.2 Context information

Currently, the most common definition of context is the one provided by Abowd and

Dey [Abowd, 1999]. These authors define context as:

Definition 2.1. Context is any information that can be used to characterize the

situation of an entity. An entity is a person, place, or object that is considered relevant

to the interaction between a user and an application, including the user and applications

themselves.

According to the definition, context information is virtually any type of information

as long it is related to some entity presented in the considered environment. Wino-

grad [Winograd, 2001] points out the excessive amplitude of this definition. He also
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points out that currently there is no consensus on the definition of context information,

and it’s highly unlikely that one definition will be accepted by all.

Due to the lack of consensus about the definition of context information the classifi-

cation of specific context information is a frequent topic in the literature. Abowd and

Dey defined 4 basic types of context information: location, identity, activity and time.

These 4 basic types answer the questions of: “who?”, “what?”, “when?”, and “where?”.

Prekop and Burnett [Prekop, 2003], Gustavsen [Gustavsen, 2002] and Hofer

et al. [Hofer, 2003] used other popular classification of context, based on the dis-

tinction of different context dimensions. Prekop and Burnett and Gustavsen designated

these dimensions “external” and “internal” while Hofer et al. refer to it as “physical”

and “logical” context. The external (physical) dimension refers to context that can be

measured by hardware sensors (i.e. location, light, sound, movement, touch, temper-

ature or air pressure) whereas the internal (logical) dimension is mostly specified by

the user or captured by monitoring and inferring user interactions (i.e. the users goals,

tasks, work context, business processes, the users emotional state).

2.3 Context-awareness

Context-aware systems have the ability to adapt their operations to the current context

of the users, without explicit intervention from them. These systems aim to improve

the usability and effectiveness of the services by taking into account the user context.

As previously stated, the objective of this work is to improve the reasoning capabilities

of current context-aware systems by developing a novel context organization model. In

this section, existing context-aware systems (with reasoning capabilities) are analysed

and discussed.

One of the first context-aware systems was proposed by Want et al. [Want, 1992].

The system, designated Active Badge Location System, uses the current position of

the user to forward calls to a nearby telephone. Each user carries a small beacon,

called active badge, and this beacon announces its position periodically. When a call

arrives at a telephone receptionist, it can use the location information to route the

call to the nearest terminal. The authors also devised a semi-automatic system where

the PBX automatically routes the call without a telephone receptionist. The authors

referred that due to the proprietary nature of PBXs it was not possible to design a

comprehensive solution. Because it was one of the first context-aware systems, the

reasoning was very simplistic and provided by a human user (telephone receptionist).

The Context Broker Architecture (CoBrA), presented by Chen et al. [Chen, 2003a;

Chen, 2004], is a broker-centric agent architecture that provides knowledge sharing,

context reasoning, and privacy protection supports for pervasive context-aware systems.

13



CoBrA is an intelligent context broker that manages the communication between

intelligent systems. According to the authors, the following 3 requirements are necessary

to build a pervasive context-aware system: i) a collection of ontologies for modelling

context, ii) a shared model of the current context, and iii) a declarative policy language

that users and devices can use to define constraints on the sharing of private information.

The authors defended that it was necessary a common ontology model shared among

all services inside the system in order to enable the correct communication and reasoning

between them.

Later, the author devised an ontology for pervasive context-aware systems designated

COBRA-ONT [Chen, 2003b]. COBRA-ONT is a collection of ontologies, defined in Web

Ontology Language (OWL), for describing places, agents and events. In order to support

reasoning in CoBrA, the authors devised an OWL inference engine, designated F-OWL.

To demonstrate the feasibility of the architecture, the authors devised a prototype of

an intelligent meeting room, designated EasyMetting.

Another project focused on OWL encoded context ontologies was devised by Wang

et al. [Wang, 2004]. Designated Context Ontology (CONON), it provides a context

ontology that captures general concepts (basic context i.e. location, user, activity

and computational entity) and also provides extensibility for adding domain-specific

ontologies.

The authors studied the use of logical reasoning by using the CONON ontology.

Logical reasoning has two steps: checking the context’s consistency and deducing

high-level explicit context. The authors also tested the feasibility of the context model

in pervasive computing environments. And according to the authors, the model can be

processed sufficiently fast to be used in pervasive environments.

Zhijiao Zhang et al. [Zhang, 2011], proposed an Open Service Gateway Initiative

(OSGI) based inference engine for a smart room, named SREngine. According to the

author’s ubiquitous computing is an important research branch, as it can be used to

acquire context information from a smart room. The authors also proposed that a

context-aware system should have the capabilities to make logical decisions.

The inference engine is built on a dynamic mechanism which enables users and

developers to add rules at runtime. These engines use predefined knowledge in order to

infer logical consequences. In the scenario of context-aware computing, the facts are

raw context information, i.e. location, identity and time.

Contrary to conventional inference engines, the engine proposed by the au-

thors [Zhang, 2011] is optimized for context-aware systems. Context information

comes from several sources and each event can generate an action. Without verification,

it is possible that one action can trigger other rule and vice versa ending in an infinite

loop. Because of this, the authors devised an infinite loop verification based on the
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decision problem from graph theory. The authors devised three smart rooms scenarios

where the reasoning was made by the inference engine. It is relevant to point out that

was necessary to manually define a set of rules that describe the actions of the room

based on its context.

Katharina Rasch et al. [Rasch, 2011] devised a proactive service discovery approach

for pervasive environments. Pervasive environments are filled with numerous embedded

devices, each of them offering services to the end user. Depending on the user’s context,

some services are deemed interesting and are announced.

The user context is very dynamic, making explicit user-driven discovery of services

impractical. The authors describe services and the user’s preferences in a formal context

model designated Hyperspace Analogue to Context (HAC). HAC is a formal model of

context as a multidimensional space. The relationships between context properties in

HAC are characterized by geometric structures, which largely improve the performance

when reasoning on situations.

Based on this model the authors proposed several algorithms to continuously present

the most relevant services to the user. These algorithms are context-driven. This means

that when the system detects a change in the user’s context, it searches for the most

relevant services to offer. The authors devised a smartphone application that announces

the relevant services for the end user. The evaluation of the prototype showed that the

system could efficiently provide the user with up-to-date information about the most

useful services.

Jing He et al. [He, 2012] argued that it is difficult to unify the context of things (since

things in the real world are extremely diverse) and to implement flexible smart web

services for the previously mentioned things. According to the authors, by combining

the Semantic Web and the Ubiquitous Web it is possible to develop smarter web

services. The Semantic Web enables human knowledge to be machine-readable, while

the Ubiquitous Web allows web services to form a bridge between the virtual world and

the real world.

The authors proposed a novel smart web service based on the context of things. This

web service employed ontology services to transform raw context into machine-readable

information. The ontology services also provided domain knowledge guidance allowing

the smart web services to reason about specific information.

To manage the communication of context information, the authors proposed an

extension of Representational State Transfer (REST) designated Thing-REST. Thing-

REST is a resource-oriented architecture that can describe all the context resources used

by a smart Web service. The authors devised a simple smart plant watering scenario to

demonstrate the capabilities of the system.

With the exception of [Want, 1992], which is the very first context-aware system and
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somewhat limited, all the systems presented in this section required user configurations

and/or specific ontologies to allow some type of reasoning.

[Chen, 2003b; Wang, 2004; Zhang, 2011] are systems based on a collection of

ontologies that statically describes what knowledge can be transited and its significance

in the scenario. While this approach guarantees the consistency of knowledge between

all services, it also limits learning and reasoning capabilities of each service. If a new

source of information is added to the system, it may be necessary to extend the model

or define a completely new ontology to accept the new information. Because of this,

not all services will benefit from the new information, only the ones that are also

extended/modified.

[He, 2012] also uses ontologies, but instead of static ontologies, it uses a semantic

web service to retrieve information about the domain and the context. Although the

base system is more flexible, it delegates the ontology drawbacks (already presented) to

an external service.

[Rasch, 2011] uses a multidimensional space to model context, where the context

is perceived as a region. This model is used by the authors to compute the similarity

between a context-aware service and the current context of the user, this similarity

is solved as a geometric problem. Although this model is highly efficient in terms of

performance, the reasoning capabilities are very limited and are only used to map

services to the user’s context. Ontology models are slower in terms of performance but

allow for more expressive models.

All the systems presented in this section used a rule-based reasoning system (inference

engine). Although inference engines are very fast, stable, and well-known in the

literature, they require a set of rules to reason about the context. The initial set of

rules is generated by humans, directly or retrieved from a domain knowledge service.

The learning capability of the system is limited by the set of rules defined. For more

complex systems it is very difficult to define the set of rules that completely models the

knowledge in the system.

2.4 Dealing with Context Information

Common definitions of context information [Abowd, 1999; Winograd, 2001; Dey, 2001]

do not provide any insight into its structure. In fact, any piece of information related to

an entity can be classified as context information. Due to this, Knowledge Representation

and Reasoning (KR) became a core concept of context-aware research. KR is the field

of Artificial Intelligence (AI) dedicated to representing information about the world in

such a form that a computer system can utilize to solve complex tasks.
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The earliest work in computerized KR representation was focused on general problem

solvers, such as General Problem Solver (GPSolver) developed by Allen Newell and

Herbert A. Simon [Newell, 1959]. These systems featured data structures for planning

and decomposition. The system would begin with a goal, decompose it into sub-goals

and then set out construct strategies that could accomplish each sub-goal. A∗ [Dechter,

1985] is an example of such problem solvers. These methods’ main drawback: it only

works for small problems (due to complexity constraints).

As a consequence KR shift focus to experts systems and frame languages that could

match human competence on a specific task. Experts systems provide the terminology,

still used today, where AI systems are divided into Knowledge Base with facts about

the world, and an inference engine that applies the rules to the knowledge base in order

to answer questions and solve problems.

Alongside Expert System (ES), frame languages were also developed. A frame

language is used for knowledge representation in artificial intelligence. Frames are

stored as ontologies of sets and subsets of the frame concepts. They are similar

to class hierarchies in object-oriented languages although their fundamental design

goals are different. Modern examples of frame languages are Resource Description

Framework (RDF) and OWL. The main objective of frame languages is to standardize

the process of storing, sharing and reasoning about information.

Recently, several researchers invested in developing context representations (with

frame languages as its basis) in order to break the data silos present in the cur-

rent context-awareness scenarios. Some examples of such representations are Con-

textML [Knappmeyer, 2010], SensorML [Botts, 2007] COBRA-Ont [Chen, 2003b] and

OASIS XDI [Mallon, 1999].

None of the above-mentioned representations has been widely accepted by the

industry or the academia. In the end, there is no single solution for storing, sharing and

reason about context information. Three candidate solutions emerge: i) adopt/create

a new context representation (Section 2.4.1), ii) normalize the storing/reason process

through ontologies (Section 2.4.2), iii) and accept the diversity of context representations

(Section 2.4.3), the proposed approach.

2.4.1 Context Representation

Context representation is a mechanism for representing contextual data in machine-

readable as well as human understandable format, and crucial concept for developing

context-aware systems. The natural evolution of frame languages for the area of context

information. These representations provide the necessary means to describe any process,

including the process of measurement by sensors and instructions for deriving higher-

level information from observations. Common representations allow the expression of
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inputs, outputs, parameters, methods, and relevant meta-data. While several context

representations are available today, none has emerged as the ideal representation for

context-aware systems.

In [Mota, 2010] the authors analyse two different context-awareness projects, namely

C-CAST [Moltchanov, 2008] and PERSIST [Frank, 2009]. C-CAST used a single

context representation scheme (ContextML [Knappmeyer, 2010]), see Figure 2.1a. The

authors concluded that using a single context representation limits the relations that

exist between all the data sources. As a consequence, it becomes increasingly difficult

to detect and react to complex events. Furthermore, it limits the quantity of data that

can be shared with other projects.

PERSIST used several relational database schemes to store context information, see

Figure 2.1b. Raw data were analysed by several “learning approaches” and the results

were stored in relational databases. Each new type of context information required

a new relational database scheme. The authors concluded that although the context

management strategy is different from C-Cast it suffers from the same pitfalls.

The diversity associated with IoT/M2M scenarios and data sources makes it difficult

to create and adopt a single universal context representation. For more details see

Section 3.2.
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(a) C-CAST Context Management Architec-
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(b) Persist Context Management Architec-
ture.

Figure 2.1: Comparison between C-Cast and Persist context management approaches

2.4.2 Normalization through Ontologies

In the context of computer science, an ontology defines a set of representational

primitives used to model a domain of knowledge or discourse. The representational

primitives are typically classes (or sets), attributes (or properties), and relationships (or
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relations among class members). The definitions of the primitives include information

about their meaning and constraints. Due to their independence from lower level data

models, ontologies enable interoperability among disparate systems.

This makes them good possibilities for describing relations among entities (and

reason about them) or being employed to normalize the storage process. The latter

method was used in a project named COEUS [Lopes, 2012]. Each context representation

scheme is mapped into the internal data model through an ontology (see Figure 2.2).

This type of platform supports several context representations, but it may be necessary

to define a new ontology (mapping) for each new representation. Defining a new

ontology is a tedious task that requires human intervention. Due to the diversity and

scale associated with IoT/M2M scenarios, it is extremely difficult to maintain this

strategy. As an example, we can consider the lexical database WordNet [Miller, 1995].

WordNet is a manually-created hierarchical network of nodes (taxonomy), that due

to funding and staffing issues is no longer accepting comments and suggestions1. It is

extremely difficult to maintain large databases of relations (of any type) if they depend

on human input.

Figure 2.2: Architecture of a single COEUS instance.

2.4.3 Accept the diversity of context information

The final solution is to accept the diversity of context representation as a consequence

of economic pressures and develop methods to deal with it. Furthermore, as stated

in Section 1.1, unstructured data will account for 90% of all data created in the next

decade. The previously mentioned data is an untapped source of information, which

can reveal important relations that were previously difficult or impossible to learn.

1http://wordnet.princeton.edu/wordnet/
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The other solutions have an important advantage since they rely on a top-down

approach (see Section 3.6), the storing and processing is relatively simple and fast.

However, the relations between entities are already established, restricting the knowledge

extraction. In other words, adopting/defining a new representation, or relying on a priori

relations will lead to systems that are biased towards the authors’ perception.

The diversity, size and evolution of IoT/M2M scenarios enhance the previously

mentioned drawback. The sheer amount and heterogeneity of data sources make it

practically impossible for users (even domain experts) to identify all relevant relations.

In Section 3.2 we discuss this issue with greater detail.

2.5 Knowledge discovery and data mining

Knowledge Discovery in Databases (KDD) is the process of extracting knowledge from

structured (relational databases), semi-structured (Extensible Markup Language (XML),

JavaScript Object Notation (JSON), Comma-Separated Values (CSV)) and unstructured

(text, images) sources. The discovered knowledge is a set of relevant patterns presented

in the data sources. The process to discover this set of patterns goes beyond a mere

transformation of data in the sources into a relational schema.

Knowledge discovery is an interdisciplinary area focusing upon methodologies for

discovering/extracting relevant knowledge from the sources. The knowledge discovery

process covers methodologies from several areas, e.g. statistics, artificial intelligence,

pattern recognition, machine learning, data visualization, optimization, and high-

performance computing.

The techniques and methods presented in this section are stable and well-established

in the literature. Although the techniques are stable, the applicability of the learning

models is a very active research field, see Section 2.3.

In Section 2.5.1 the techniques used in machine learning and artificial intelligence

areas are discussed. Section 2.5.2 presents techniques used to discover relevant patterns

in data sources. Finally, Section 2.5.3 discusses the techniques used to extract knowledge

from relational databases.

2.5.1 Machine learning

As stated, the techniques and models presented in this subsection are stable and well-

established in the literature. Nowadays, the techniques used in practice, are simple

modifications of the ones presented here. The techniques presented here are used

in several areas e.g. speech recognition, object detection and classification, robotics,

autonomous driving among others.
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ML is a branch of artificial intelligence, by itself a broad research area. This

area is composed of learning algorithms, which can be divided into several categories:

optimization algorithms, data preprocessing, etc.

ML methods focus on prediction, based on known properties learned from the

training data. Common learning methods can be organized into a taxonomy based on

the type of learning and output (see Figure 2.3):

Supervised learning: these methods focus on learning a function that maps the

inputs in one of the possible outputs. Examples of this category are Support

Vector Machine (SVM) [Cortes, 1995], Decision Trees [Quinlan, 1986] and Logistic

Regression [Nelder, 1972].

Unsupervised learning: unsupervised learning focus on finding hidden structures

in unlabeled data. Can either be clustering or blind signal separation, examples

of this category are K-means [Lloyd, 1982] and Principal Component Analysis

(PCA) [Pearson, 1901].

Semi-supervised learning: similar to supervised but combines both labelled and

unlabelled data. Labelled and Unlabelled data are samples of data where the label

(output) is either present or missing respectively. These methods use the labelled

data to predict the labels of unlabelled data, and with the complete dataset learns

a function to map the input into one of the possible outputs. Example of this

category is Transductive SVM [Bennett, 1999].

Reinforcement learning: these methods considered the learning process as a contin-

uous task. Given a new evidence the learning model is updated. Example of this

category is Q-learning [Watkins, 1992].

Machine
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Supervised

Learning

Classification

Generative

Models

Discriminative

Models

Regression

Semi-supervised

Learning

Unsupervised

Learning

Clustering

Blind Signal

Separation

Reinforcement

Learning

Figure 2.3: Machine learning taxonomy. Machine learning methods organized based on the
training properties and output.

The first category discussed in this thesis is supervised learning. The methods used

in supervised learning are simpler to understand and the base for much of remaining

learning algorithms. Supervised learning models can be divided into 2 different categories:
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generative and discriminative models (see Figure 2.4). Before discussing the details

regarding generative and discriminative models, it is important to introduce the Bayes’

Theorem and concept of posterior probability. The posterior probability is the probability

of the parameters θ given the evidence X: p(θ|X). In contrast, the likelihood function

is the probability of the evidence given the parameters: p(X|θ). The two concepts are

related by the Bayes’ Theorem: p(θ|X) = p(X|θ)×p(θ)
p(x)

. Where p(θ), is the prior probability

distribution of the parameters before taking into account any evidence. Finally, the

posterior probability can be written was: Posterior probability ∝ Likelihood ×

Prior probability

Generative models try to model both class-conditional Probability Density Func-

tion (PDF) and prior probabilities, while discriminative models directly estimate

the posteriors probabilities. In the rest of this subsection, χ represents the input set,

ϕ represents the output set, X is a random variable taking values on χ, and Y is a

random variable taking values on ϕ.

(a) Generative model. These models learn the
likelihood for any point.

(b) Discriminative model. These models learn
a decision boundary.

Figure 2.4: Discriminative vs Generative models.

Generative models

Generative models are called “generative” since sampling can generate synthetic data

points. This method models both class-conditional PDF and prior probabilities. In other

words, it tries to model the conditional probability P (X, Y ). If the true distribution

P (X, Y ) was known, the best possible model would be one which predicts according to

ŷ = arg max
y∈ϕ

P (y|x) = arg max
y∈ϕ

P (y)P (x|y)

Training a generative model amounts to estimate the likelihood and prior probabilities

using the dataset D. It is necessary to define the independence assumptions that the
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probabilities should state. Quite often, there is a natural decomposition of the input

variable X into J components, X = (X1, · · · , XJ). The simplest possible assumption

is that the components of the input set are conditionally independent given the class,

P (X|Y ) =
∏J

j=1 P (Xj|Y ).

This is the assumption used by the Naïve Bayes model [Hand, 2001]. Note that this

assumption greatly reduces the number of parameters to be estimated. The advantage

of this model is that is easy to estimate the necessary parameters. Furthermore, since

it is a generative model is possible to predict the output from the input and vice versa.

The main disadvantage of this model is the strong independence assumption it makes.

Because of the strong assumption, dependencies between the components of the input

are not considered.

Hidden Markov Model (HMM) [Rabiner, 1989] can be perceived as an extension

of the previous model. HMM are a type of generative models, and it assumes that

the system being modelled is a Markov process with unobserved (hidden) states. This

type of models is used when the sequence of components of the input is relevant and

influences the output of the model, unlike the assumption used by the Naïve Bayes

model. Mathematically the model is represented as

P (start, S1, X1, · · · , Sn, Xn, stop) =
n+1
∏

i=1

P (Xi|Si)× P (Si|Si−m, · · · , Si−1)

Where P (start, sn, X1, · · · , Sn, Xn, stop) is the probability of the whole sequence,

start and stop are special states that represent the begin and the end of the sequence,

P (Xi|Si) is the conditional probability of Xi component given the hidden state Si

and P (Si|Si−1) is the probability of state transition, which means, the conditional

probability of Si given Si−1. To better understand the mathematical representations of

the model consider the following scenario. The inputs are words from sentences and the

states transitions between words (in this example the state transitions or hidden states

are part-of-speech tags), and the output is the probability of that sentence being correct.

The probability of being correct is computed as the product of a word appearing in

a determinate state and the probability of transition to the next state. The training

process of the HMM model is not relevant to this scenario, let us assume that the model

is already trained and ready to use.

Because of this characteristic HMM models are mainly used in temporal pattern

recognition, e.g. speech recognition [Rabiner, 1989], handwriting recognition [Hu, 1996],

part-of-speech tagging [Thede, 1999] and bioinformatics [Pedersen, 2003].

Discriminative models

Discriminative models focus on finding a separating hyperplane to discriminate among

the outputs. Mathematically, and considering a probabilistic approach, a discriminative
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model tries to model the conditional probability P (Y |X) without concerning itself with

the joint probability P (X, Y ). Usually, discriminative models are more accurate at

classification/regression operations.

A discriminative model, using a probabilistic approach, focus on modelling the

conditional probability P (Y |X = x) ∈ [0, 1]. Considering the simplest case in which

the output has only to possible outcomes (binary classification Y ∈ {−1, +1}) That

is the assumption of the logistic regression model [Nelder, 1972], mathematically the

model is expressed as

log

(

P (Y = +1|x)

1− P (Y = +1|x)

)

= 2w · x

and the probability of the positive classification (P (Y = +1)) is given by

P (Y = +1|x) =
ew·x

e−w·x + ew·x

The logistic regression model is a special binary case of the more general multi

class maximum entropy model [Nelder, 1972]. Entropy, in the context of information

theory [Shannon, 1948], is a measure of uncertainty associated with a random variable.

The principle of maximum entropy is widely used in several methods in statistics and

ML [Jaynes, 1982]. The basic rationale is that choosing the model with the highest

entropy (conditioned that depends on the observed data) corresponds to making the

fewest possible assumptions regarding what was unobserved.

Vladimir N. Vapnik stated in [Vapnik, 1995]:

When solving a problem of interest, do not solve a more general problem as

an intermediate step. Try to get the answer that you really need but not a

more general one.

This quote reflects perfectly discriminative models that do not use a probabilistic

approach. These types of models focus on accurately predicting the outputs rather

than trying to estimate probability distributions (P (Y |X) or P (X, Y )), which is a more

difficult problem.

SVM is one example of this type of models. Considering a binary classification

problem where the data is linearly separable the model searches for the optimal linear

separating hyperplane, i.e. “ decision boundary” separating the tuples of one class from

the other. There is an infinite number of possible hyperplanes, as such, it is necessary

to select the optimal separating hyperplane. In this context, the optimal separating

hyperplane is the maximum marginal hyperplane. In other words, SVM model searches

for the hyperplane that corresponds to the largest separation between binary classes.

Usually, real data is not linearly separable. SVM can be extended to support

non-linear separable data by transforming the original data into a higher dimensional
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space using a non-linear mapping. The maximal marginal hyperplane found in the new

space corresponds to a non-linear separating hypersurface in the original space.

Decision tree [Kass, 1980] is a discriminative non-probabilistic technique that pro-

duces a model that is human understandable. A decision tree is a flowchart-like tree

structure, where each internal node (non-leaf node) denotes a test on a component,

each branch represents an outcome of the test, and each leaf node (or terminal node)

holds a classification for that instance. One important advantage of decision trees is

that the model can be used in exploratory analysis. A human can analyse the tree and

discover what components and values trigger a change in the output, in other words, it

provides an inside vision of the model. There are several algorithms to learn a decision

tree, one of the most popular was C4.5 [Quinlan, 1993].

Unsupervised learning

Unsupervised learning focus on finding hidden structures in unlabelled data through

clustering or dimensionally reduction. Clustering methods divide the data into a set of

groups (clusters) minimizing a distance measure. Since the data provided is unlabelled

there is no accuracy measure (like in supervised learning) or reward measure (like in

reinforcement learning) that evaluates the potential of the solution. However, for some

specific problems, the quality of the solutions can be measured with cohesion measures,

inter-cluster distance, amongst others.

One of the simplest clustering algorithms is K-means [Lloyd, 1982]. K-means is a

centroid-based clustering algorithm, this means that the whole cluster is represented by

only one entity designated centroid. Given a population of N elements (x1, x2, · · · , xN ),

these elements can be grouped in K sets S = {S1, S2, · · · , SK}, such that, the Within

Cluster Sum of Squares (WCSS) is minimized:

argmin
S

k
∑

i=1

∑

xj∈Si

‖xj − µi‖
2

Where µi is the centre of the cluster i. This is the mathematical problem that the

K-means clustering algorithm attempts to solve.

The major drawback of the algorithm is that the result found can be arbitrarily

bad when compared to the optimal clustering. This problem is usually tackled with

multiple repetitions of the clustering algorithm.

Blind signal separation methods focus on separate a set of mixed signals without

external information, thus being classified as unsupervised learning. One example of

these methods is designated PCA [Pearson, 1901]. PCA is a dimensionality reduction

method, it is used to discard redundant dimensions in the data. Redundancy, in this

scenario, means that some dimensions are measuring the same property in the data.
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Because of this similarity between dimensions, it is possible to reduce the number

of dimensions into a smaller number of dimensions designated principal components

(artificial dimensions) that account for most of the variance of the data. In other words,

the dimensionality of the data will be reduced while retaining most of the information.

The goal of PCA is to identify meaningful dimensions to re-express the data. The

re-expressed data filters out the noise and reveals the hidden structure.

2.5.2 Pattern mining

Before discussing possible methods to discover patterns in a dataset, it is necessary to

define the concept patterns in this scope. Patterns are a subset of the data that repeats

itself a sufficient number of times to be considered relevant. Note that this definition of

pattern does not provide any specifics about the format of the pattern. The format of

a pattern depends greatly on the format of the data and method used.

The research area focused on pattern discovery is designated as pattern mining [Nas-

reen, 2014] Several methods can be used to discover patterns. For instance, a domain

expert can always discover patterns manually looking into the data. But with the

current data warehouse trend, even a domain expert cannot manually look for patterns

in high dimensional databases.

A more efficient approach is to summarize the data using statistics. A summary is

usually composed of the average and standard deviation and other statistical metrics

of each component in the data. Correlation tables are built to analyse what and how

components relate to each other. Analysing a summary of the data is substantially

faster than analysing all the data and if the summary is correctly built there is no loss

of relevant information. Although it is a faster method it still requires a domain expert

to interpret the summary and discover the relevant patterns.

Another common approach is to take advantage of the enormous quantity of data

and use ML methods to learn a model from the data. In this scenario, the model can

be perceived as a summary that highlights patterns and discards noise automatically.

For example, a decision tree model can be used to analyse what components (and the

values of the components) contribute more to a specific result. Another example is to

use PCA methods to generate a smaller dataset that may highlight pattern in the data.

The techniques presented up until now are generic techniques that can be used with

any format of data. However, the most common sources of data nowadays are relational

databases. There are specific, well-known techniques for data stored in relational tables.

The type of pattern discovery in relational databases is usually in the format A→ C,

where A and C are elements in the relational database.

These types of patterns are designated as association rules [Agrawal, 1993]. For

example, take into account a relational database from an electronic store that contains
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the items bought by the clients. One example of association rule can be: computer ⇒

antivirus [suport = 2%, confidence = 60%]. This rule expresses that if a client buys

a computer normally also buys anti-virus software. Note that each rule has associated

with it a support value and a confidence value. Support is a measure that expresses the

usefulness of one rule, while confidence is a measure that expresses the certainty of one

rule. In the example, a support of 2% means that 2% of all transaction under analysis

shows that computer and anti-virus software are bought together. A confidence of 60%

means that 60% of the customers who purchased a computer also bought the software.

Typically, association rules are considered strong if they satisfy both a minimum support

threshold and a minimum confidence threshold (usually defined manually).

Discovering information from a relational database is a problem of exhaustive search

and counting. The trivial implementation would search the complete database for

associations and compute the support and confidence for each one. After it, the rules

that satisfy both criteria’s are selected as strong associations rules. This implementation

is trivial but extremely inefficient for large databases. There are several optimized

implementations for discovering association rules, two best knows are Apriori [Agrawal,

1994], FP growth [Zhang, 2008] and the Eclat [Zaki, 2000] algorithm.

However strong association rules are not necessarily interesting. In reality, the rules

true interest can only be judged by a human user. The support confidence framework

may not be sufficient if the user is mining for long patterns or mining with a low

support threshold. To minimize the number of uninteresting associations rules, the

support confidence framework can be extended with other measures. It’s common to

use interestingness measure [Manimaran, 2015], i.e. lift and χ2. Lift measures the

interestingness of an association rule, it is the ratio of the confidence with the expected

confidence of the consequent. The metric is defined as: Lift(A→ C) = p(A,C)
p(A)×p(C)

= The

lift curve can also be considered a variation on the Receiver Operating Characteristic

(ROC) curve [Hanley, 1982]. Another metric of interestingness is the χ2 test, in this

context is defined as: χ2 = n(lift− 1)2 × support×confidence
(confidence−support)(lift−confidence)

. This metric

can be used to assess the statistical significance of association rules.

Considering the previously mentioned database of the electronic store it is possible

to discover a strong pattern with negative correlation. The objective is to discover what

are the set of items bought by the clients. If the rule has a negative correlation it means

that if a client bought one product, he tends not to buy the second product. Adding a

correlation measure to the framework helps discard this type of uninteresting rules. The

framework can be extended with more metrics depending on the nature of the patterns.
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2.5.3 Knowledge extraction from relational databases

As mentioned, the objective of this work is to extract knowledge from semi-structured

data sources. While the techniques used for knowledge extraction in relational databases

are not directly applicable in this work, they can still be used as a reference for the

research. The techniques and methods presented in this subsection are specific for

relational databases.

The first method for knowledge extraction from relational databases is manual

knowledge extraction by a domain expert. This solution is impracticable with modern

large relational databases. Conventional pattern mining is also not adequate to analyse

large relational databases.

Another trivial solution is to generate a large plain dataset and use machine learning

techniques to analyse the data. This approach has two major drawbacks. First, the

dataset will contain redundant data. Redundant data will lead to an unbalanced dataset

and can even decrease the accuracy of the model (by imposing a bias). Second, the

dataset also neglects the relations expressed in the relational database, which can also

lead to a decrease in the accuracy of the model.

Thus, several methods were developed especially to extract knowledge from relational

databases. One of the first systems designated INLEN [Michalski, 1992], aimed for an

interactive data analysis that allowed a normal user to produce knowledge in a way close

to what a domain expert might produce analysing the same data. Online Analytical

Processing (OLAP) [Agarwal, 1996; Chaudhuri, 1997; Gray, 1997] is another platform

to analyse data warehouses and produces knowledge. These two approaches focus

on providing multidimensional data analysis, which is superior to Structured Query

Language (SQL) [Chamberlin, 1974] in extracting summaries. The main advantage of

the previously mentioned tools is the interactiveness associated with the data analysis,

which gives total control to the user. However, in certain scenarios, this is also the

main disadvantage since these do not support components that automatically discover

knowledge from the data.

The growing interest in knowledge extraction from data warehouse systems from sev-

eral domains fuels the interest in autonomous systems capable of extracting meaningful

knowledge from raw data. Most of the platforms are based on association rules [Agrawal,

1993; Klemettinen, 1994], discussed in Section 2.5.2. The systems based on association

rules find frequent patterns, associations, correlations among elements in relational

databases. One important advantage of this technique is that it produces association

rules that are the knowledge itself and a user can understand it without any type of

transformation. The biggest disadvantage of this technique is that in a sufficiently large

database it can find associations that are not relevant at all. This is a known problem:
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in some knowledge extraction techniques, if one searches long enough in any dataset

(even randomly generated data), one can find patterns that appear to be statistically

significant but in a practice may not be useful. There are several systems that extend

association rules frameworks to minimize this problem. The common solution includes

adding metrics to measure the interestingness of an association rule (see Section 2.5.2),

and metrics for discarding uninteresting rules. Normally, the latter metrics are domain

specific and reflect desirable properties in the domain. In short, there is a fine balance

between performance (how good the rules are) and how autonomous (how much human

intervention it needs) the system is.
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CHAPTER 3
Context Organization Model

This chapter discusses the proposed organizational model. The model is based on a

bottom-up characterization and in machine learning features. It learns features from

the context information by exploring semantic and stream properties. The context

information is further organized based on the previously mentioned features.
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3.1 Introduction

As computing becomes more pervasive, the nature of applications must change accord-

ingly. Applications must become more flexible and autonomous, due to highly dynamic

environments and the decline in attention a user expects to devote to them. In other

words, applications must become more context-aware. One of the requirements to de-

velop such applications is an infrastructure to gather, manage, and disseminate context

information to applications. As previously mentioned, nowadays no widely accepted

context representation scheme exists. Instead, there are several distinct approaches to

deal with context information. As a parallel problem, extracting/learning knowledge

from context information requires more than a single context representation.

IoT data is a specific case of semi-structured data characterized by large volumes of

sensory data expressed in several distinct representations. In this section, IoT data is

used as a representative case of semi-structured data.

The remainder of this chapter is thus organized as follows. In Section 3.2 the difficul-

ties of dealing with IoT data are discussed. Section 3.3 presents the basic requirements

for context organization. Two different ways to characterize context information are

presented in Section 3.6. In Section 3.7 the proposed context organizational model and

its evolution are discussed in detail.

3.2 Dealing with unstructured/semi-structured data

In order to develop and deploy complex IoT/M2M scenarios, it is necessary to address

the issues regarding storing, analysing and understanding IoT data. However, correctly

managing IoT data has become a difficult task to accomplish. The volume and diversity

of data put a toll on conventional storage and analytical tools, and the realization of

IoT and M2M scenarios will be restricted by these tools. Due to the volume and lack of

formal representation, IoT data can be described as a combination of the unstructured

data and Big Data paradigms.

Relational databases rely on predefined representations and a priori relations in

order to correctly store and retrieve information. That is rather difficult to accomplish

when the data is mostly unstructured or semi-structured, as is the case of IoT data.

The combination of the previously mentioned difficulties with the inherently connected

IoT and Big Data paradigms are some of the factors that led to the advent of Not Only

SQL (NoSQL) databases [Leavitt, 2010; Cattell, 2011]. NoSQL databases relax some

constraints and are good alternatives to several workloads and even small IoT scenarios.

However, both databases rely on a priori relations (albeit at different levels) and lack the

capability to organize data, hindering the discovery of complex patterns [Antunes, 2014a;
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Antunes, 2016b]. This insight points to the limitation of the current technology when

dealing with massive unstructured data.

The limitations are not purely technological. Even if it was possible to store and

query all the data gathered by IoT devices, methods to organize, analyse and discover

relevant relations between data sources and target functions are still necessary. Most

analytical tools rely on a priori relations or human users to analyse the data. These

elements bestow some latent (and often undesirable) knowledge to the underlying model.

This type of model is called top-down classification.

This approach has two main drawbacks when considering large amounts of unstruc-

tured or semi-structured data (such as the case of IoT data). First, the sheer amount

of data makes it extremely difficult for human users to identify all possible relevant

relations. Furthermore, conventional pattern-mining algorithms that combine different

data sources in order to search for patterns are not usable when the amount of data

reaches the level of IoT data. These limitations are comprised of all the specificities of

IoT data, e.g. noise, time skew, different representation, vocabulary and more. Second,

top-down classifications limit the dimension along which one can make distinctions, and

local choices at the leaves are constrained by global categorizations in the branches. It is

therefore inherently difficult to put things in their hierarchical places, and the categories

are often forced. Lets us consider the following example. The information gathered

from an accelerometer inside a vehicle can be used by city officials to detect potholes

and other anomalies on the road. But can also be used by the police department to

detect dangerous manoeuvres and behaviours. These examples illustrate how difficult

can be defining a priori relation in complex environments.

3.3 Context Organization Requirements

The common definitions [Abowd, 1999; Winograd, 2001; Dey, 2001] are so broad

that any information related to an entity can be considered context information. As

stated in Definition 2.1, context information is any relevant information regarding

the environment and its users. Furthermore, context information is represented in

such a way that it can be shared with multiple systems. When defining the basic

requirements for context organization, it is important to take into account the following

considerations (taken from the previous statements): context information does not have

a fixed representation, although it is commonly represented in semi-structured formats

and the amount of data sources is increasing.

As such the minimum requirements for context organization are the following:

i) representation agnostic, and ii) scalability.
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First, the ideal model allows storing and retrieving any piece of information. As

previously stated, context information does not have a common structure or representa-

tion. A context organization model must provide the ability to store any document or

at least map any document to its internal representation.

Second, the number of connected devices is increasing and as such, the quantity of

context information is also increasing. Any successful context model must cope with

this increase.

3.4 Model Search and Filter Capabilities

Although not a requirement of the model, search and filter capabilities are important

for bottom-up context organization. These capabilities become a necessity due to the

representation agnostic requirement.

Search capabilities are necessary when the entity exploring the context organization

model does not have any knowledge regarding the representation of the data. In other

words, an entity searches the model in order to find relevant data in order to fulfil some

task. As stated previously, the structure of the information is unknown, conventional

query mechanisms are not sufficient to retrieve data from the model. Ideally, the model

should have the ability to understand the query at a higher level and retrieve a set of

results with different degrees of relevance.

Filter capabilities are useful when the entity exploring the context organization

model has some knowledge regarding the data sources and context representation. The

focus is not on finding data but filtering data alongside the possible dimensions in order

to isolate the relevant parts. Filtering is not as important as search capabilities since it

can be done with the aid of a local database. The entity has some knowledge regarding

the data sources, as such, it can load them into a local database and explore them

with the appropriate method. Nevertheless, filter capabilities are desirable in a context

organization model.

3.5 Context Organization Time Constraints

As previously mentioned, storing and processing context information yields significant

advantages for IoT/M2M scenarios. New kinds of IoT/M2M applications will greatly

benefit from data processing algorithms [Ahmed, 2017], however, different applications

will require different processing techniques.

Data processing techniques can be divided roughly into two different categories:

batch and stream processing. Batch processing requires closed datasets and can process

it multiple times. On the other hand, in stream processing, each element is processed

when it arrives. These two kinds of analytical algorithms require very different access
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to information: batch benefits from random access while stream requires sequential

access. Random and sequential access can be achieved through request/reply and

publish/subscribe interfaces respectively. The access to information greatly conditions

the underlying context organization model.

A major objective of this work is developing a context organization model capable

of supporting several IoT/M2M applications and facilitate interoperability between

applications. Furthermore, some IoT/M2M applications may require both batch and

stream algorithms. As an example, let us consider the LITES [Alves, 2015] project. This

project delivers an intelligent public street lighting service using solid-state lights LED

in order to drastically reduce energy consumption. The core element of the solution is

the dimming of the lamp based on the environment. In order to optimize the power

consumption, it is necessary to learn patterns from the data. In a second step, the

model is applied to new data, leading to decision and action. State-of-the-art big data

batch processing approaches are suitable to learn models on large datasets. On the

other hand, stream processing approaches are suitable to evaluate new data in real-time.

In short, a context organizational model designed for IoT/M2M scenarios should

provide both kinds of information access [Strohbach, 2015].

3.6 Data/Context Characterization

There are two approaches to organize and characterize data/context information:

i) top-down and ii) bottom-up characterization. Top-down characterization is the

process of defining a hierarchy/taxonomy (set of a priori relations between the data)

that is used to organize data. Bottom-up characterization is the process of organizing

data based on properties of the data itself. This process is usually based on tags.

Table 3.1 presents the ideal conditions for each characterization method.

Top-Down Bottom-Up

Small corpus Large corpus
Formal categories No formal categories
Stable entities Unstable entities
Restricted entities Unrestricted entities

Table 3.1: Comparison between Top-Down and Bottom-Up characterization.

Some authors [Shirky, 2005; Avram, 2006; Gruber, 2007] point out that top-down

classifications induce a bias into their model of the world. According to the authors,

the signal loss brought about by the unification process of top-down classification is

enormous. Top-down classifications limit the dimension along which one can make

distinctions, and local choices at the leafs are constrained by global categorizations
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in the branches. It is therefore inherently difficult to put things in their hierarchical

places, and the categories are often forced. The authors explain that probabilistic

models based on bottom-up (user-centered) characterization produce better results than

binary schemes based on top-down classification. Moreover, bottom-up (user-centered)

characterization is massively dimensional, and there is no global consistency imposed

by current practice.

Figure 3.1 depicts a simple example of forced categories. In this scenario, there are

three data sources, temperature and humidity sensors and a sensor that measure both

phenomenons. The taxonomy in the example only considers sensors that measure a

single phenomenon. As a consequence, there is no natural place for the third sensor.

This issue does not apply to a bottom-up characterization.

Sensor

HumidityTemperature

(a) Top-down characterization.

Sensor
Temperature

Sensor
Humidity

Sensor
Temperature
Humidity

(b) Bottom-up characterization.

Figure 3.1: Data sources characterization. Three sensors are characterized by top-down and
bottom-up strategies.

Although bottom-up characterization is ideal for organizing context information in

large-scale scenarios (such as IoT and M2M scenarios), top-down characterization has

several important advantages. As stated in Section 1.1 and Section 3.2, most databases,

storage and processing solutions rely on top-down characterization. Either by the

relational model, ontology/taxonomy, a priori relations or other structures maintained

by users. For small, and stable scenarios this approach offers many benefits: the storing

and analytical process is simpler and faster, all individual pieces of data are well defined

and the relations between the entities are also well defined.

Whenever a domain expert is able to specify the relations between all the entities

and the scenario is stable (probably the most common type of scenario) top-down

characterization is the suitable approach. However, in this work, the focus is on IoT/

M2M scenarios which are characterized by a large amount of data sources, several types

of context representation, lack of universally accepted a priori relations between all

the entities. As a consequence, the proposed context organization model is based on a

bottom-up approach instead of top-down characterization.
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3.7 Context Organization Model

The proposed organization model was based on the observations of Section 3.6, the

organization requirements, search capabilities and the time constraints in Section 3.3,

Section 3.4 and Section 3.5 respectively. The proposed model is the culmination of

several iterations, each one of them improving the model from its original definition. In

the following paragraphs, the progress from the original definition to the final model is

discussed in detail.

Before discussing the proposed context organization model, it is important to define

the context information’s characteristics that were taken into account during this work.

According to Definition 2.1, context information is any piece of information that can be

used to characterize the state of an entity. The broad scope of the previous definition

was a hindrance when devising a suitable organizational model. As such, the work

presented in this thesis focuses on IoT/M2M scenarios. In these scenarios, the most

common way to share information is through textual format, especially semi-structured

formats such as XML, JSON and CSV. The context organization model proposed in

this work was devised taking into account the previously mentioned observation. For

this point onward the term document will be used to reference any single piece of

textual data share by sources in IoT/M2M scenarios.

Initially the organizational model was reduced to storage and retrieval problem.

A simple bottom-up model capable of storing any document, while providing an

advanced query mechanism. Although context information is not manually tagged by

users, bottom-up characterization can be modelled as an information retrieval problem.

Organizing documents based on its content is one of the major objectives of Information

Retrieval (IR) research: IR informs on the existence (or non-existence) and whereabouts

of documents related to a user’s query (similar to a web search engine). There are

several other methods that provide discriminative retrievals such as relational models,

semantic web, ontologies/taxonomies among others. However, these methods either

require knowledge about the context structure (relational model) or manually defined

relations amongst entities (semantic web, ontologies/taxonomies).

Information retrieval systems use discriminative terms to index documents. Key-

words/discriminative terms are sequences of terms that provide a compact representation

of a document’s content. Ideally, keywords represent in condensed form the essential

content of a document. Moreover, it is possible to enrich an information retrieval

system with semantic information. Some of the most popular semantic methods are

based on latent models [Deerwester, 1990; Hofmann, 1999; Sahlgren, 2005]. These well

known methods analyse the co-occurrences of terms in a corpus of documents in order

to find hidden/latent variables, regarded as topics or concepts. Since the number of
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concepts is usually greatly inferior to the number of words and it is not necessary to

know the document categories/classes, these methods are thus considered unsupervised

dimensionality reduction techniques.

The first iteration of the model was instantiated using a key-value database combined

with an Information Retrieval System (IRS). The prototype was able to store any type

of document and provided advanced querying capabilities due to the IRS. Figure 3.2

depicts the first iteration of the context proposed organization model. Each document

was characterized with a unique key (single dimension), stored in a key-value structure

and indexed by an information retrieval system. Due to this, this model was named as

1-dimension model.

Document
ID Terms

Structured Part Unstructured Part

Created by Sarah Stenseng
from the Noun Project Imposed  Learned

Documents/Sequence

IRS

Figure 3.2: Representation of a 1-dimension model (first iteration). The only dimension
considered is the sequence of documents.

Before discussing the second iteration of the model, consider the scenario where

some sources published several times more than the others. The IRS is flooded with

documents from the devices that publish at higher rates. Documents from the same

source are commonly quite similar, and the terms present in them become too common

in the information retrieval system. As a consequence, the descriptive potential of these

terms becomes heavily penalized. The performance of the IRS degrades because it is

flooded with redundant documents. In short, the 1-dimension model suffers from poor

scalability and poor semantic extraction. The amount of redundant documents reduces

performance, the terms used on those documents become too common and their rank
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decreases damaging accuracy.

To overcome these limitations, it is important to understand the typical traffic

behaviour in IoT/M2M scenarios. For instance, the majority of sensors send data

periodically or when a specific event/state is detected. As such, context information in

IoT/M2M scenarios is better modelled as continuous document streams than as a set of

independent documents. However, the 1-dimension treats each document independently.

Another relevant issue is that the majority of the documents are represented in

semi-structured format (e.g. XML, JSON and CSV). Most common semi-structured

representations can be mapped into an Entity–Attribute–Value (EAV) model [Nadkarni,

1999]. The source is the Entity, and each document is a set of pairs Attribute/Value.

The semantic value of a document is in the Attributes, while the Values are variables

that change over time. Attributes are constant within the document stream. Most of

the semantic value of the stream can be taken from a single document.

Taking these features into account, the second iteration of the model was devised

(named d-dimension, see Figure 3.3). The first dimension is always the source identifi-

cation. Instead of storing documents independently, they are organized by source. The

model stores all the documents, but only needs to index the sources. The remaining

d − 1 dimensions are used to filter data from a specific source (similar to an OLAP

cube).

This iteration of the model can be as expressive as the first one under the following

assumptions: i) each document can be mapped to a source, thus producing a continuous

data stream, and ii) the semantic value of the source can be extracted from a single

document.

As previously discussed, these assumptions are true for the considered scenarios. In

short, the d-dimension model is as expressive as the 1-dimension model for IoT/M2M

scenarios. At the same time, a d-dimension model improves semantic extraction and

scalability. Relevant keywords are easily extracted by mapping semi-structured docu-

ments into a conceptual EAV model, and thus improving the extraction of characteristic

terms. Taking into account that each source produces a continuous document stream,

it is only necessary to analyse a single document each time its representation changes.

In other words, a stream’s semantic value is stable within the lifetime of the document

structure.

In short, the second iteration of the organization model (named d-dimension model)

stores all documents, but only indexes the sources (first dimension). In a typical

IoT/M2M scenario there are millions of documents, but only hundreds of sources, as

such the performance of the IRS is only affected by the addition of new sources.

Higher dimension models only improve the selection process. They do not minimize

the number of entries in the IRS. To explain why, consider a 3-dimension model
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Figure 3.3: Representation of a 2-dimension model (second iteration). The first and second
dimensions are source and time respectively.

composed by: sensor identification, time and location. A document is uniquely identified

by a source, a time stamp and a geographic location. This allows for simple selections of

documents based on a specific source, time and place. However, the number of entries

(and the number of sources) that are indexed in the IRS do not change, since the data

streams are grouped by source identification. In summary, a higher dimension model

can improve the selection in the storage component but adds little semantic value to

the information retrieval system.

The bottom-up characterization depends on the IRS, however, these systems are not

especially designed to deal with context information. Furthermore, due to several factors,

the documents can be poor in meta information producing false negatives. Ideally, an

IRS should be able to rank documents based on relevant terms that represent, in a

condensed form, the content of the document. However, this is difficult to achieve when

the documents are semi-structured with a small vocabulary. These issues are described

with greater details in Chapter 4.

The third and final iteration of the context organization model (depicted in Figure 3.4)

minimizes the previously mentioned issue. Furthermore, the final iteration (simply

named context organization model) relaxes one of the assumptions made in the d-

dimension model.
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Structured Part (OLAP) Unstructured Part (ML)
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Figure 3.4: Context organization model based on semantic and stream similarity (third and
last iteration).

The first two parts represent the structured component of our model and account for

the source identification and d−1 dimensions respectively. These d−1-dimensions allow

human users to select information based on time, location or other relevant parameters,

and can be understood as an OLAP cube helping in the process of filtering information.

The second part represent the unstructured part of the model and are composed by

the IRS and additional machine learning features. These features are learned from the

content itself, and based on similarity metrics, are used to organize the content through

semantic (Chapter 4) and stream similarity (Chapter 5). Other features can be added

to the model, but in this work only the two previously mentioned were explored. In

short, data streams are not only characterized by the relevant terms extracted with the

EAV model, but also with semantic and stream features learned from the content of

the stream itself. Another important aspect of these features is the lag associated with

learning, finding similar data streams and correctly updating the IRS. In contrast, with

the structured part of the model, these features are learned and used in the background,

and need to be updated frequently.

Furthermore, the d− 1 dimensions are not fixed for each source and can even change

along the time, relaxing the second assumption made in the second iteration of the

model (see Section 3.11). The previously mentioned machine learning features are
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important in this task since the similarity measure can be used to identify drastic

changes within a data stream. Section 3.11 discusses a possible implementation to deal

with variable d− 1 dimensions.

3.8 Context Storage Solutions

The process of storing data is inherently connected to databases. As such, when

discussing models to store context information it is only natural to compare the

previously mentioned models with out-of-the-box databases. This section shows the

outcome of instantiating the context organization model in the most common databases

types.

Databases can be divided into two major groups: relational and NoSQL. There are

several types of NoSQL databases, such as graph-based, document store, key-value,

and object-based. Relational, document store, key-value and columnar were the only

databases considered in this comparison. The remaining types of databases adopt a

stricter data model which is not compatible with flexible context information.

Relational databases, in general, are not completely suitable for storing context

information [Antunes, 2014a; Antunes, 2016b]. In order to take full advantage of the

relational model it is necessary to adopt a top-down characterization (in other words,

define a priori relations). Unfortunately, the representation agnostic requirement is not

compatible with top-down characterization.

Nevertheless, it is possible to approximate a 1-dimension model with relational

databases. Context information can be stored in a single table, and some relational

databases already support full-text search. The documents are stored in text fields

(key-value approach), using a single table with two columns: the first column holds a

unique identifier, the second column holds the document. The second column is then

indexed by the full-text search engine.

The full-text engine, when available in relational databases, is rather limited. These

systems lack several features present in full fledge information retrieval systems. The

majority of them use a conventional database index filled with keywords instead of

primary/external keys. The search is based on string similarity and does not take

into account concept similarity. As such, none of the key requirements for complex

IoT/M2M scenarios is completely fulfilled.

Document store databases are designed to store, retrieve and manage documents.

In this context, documents are semi-structured data, typically encoded in XML, and

JSON. Documents, for this type of databases, are similar to records in a relational

database. However, they are less rigid and do not follow a standard schema.
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It is necessary to convert a document whenever its representation is different from

the database internal representation (e.g. from XML to JSON). The query mechanism

is also limited [Agrawal, 2002]. Although some are based on information retrieval

techniques, the indexes are created automatically based on the document structure.

Therefore, it is necessary to know the global structure of the documents in order to

retrieve a specific document.

Key-value databases is a data storage solution based on associative arrays (com-

monly known as a hash table). This database is rather limited, mainly used as a caching

mechanism. Nevertheless, it can store context information: each document is a new

entry in the database (similar to a relational database). Unfortunately, this type of

databases does not provide any mechanism to search or filter data. Although limited

by itself, the first iteration of the context organization model used a combination of a

key-value database and an IRS, as further detailed below.

It is worth pointing out that these solutions’ scalability is closely related to their

implementation and not to their approach.

Columnar databases are similar to relational databases, but the data is stored

by column rather than by row. One main advantage over relational databases is that

within certain limitations, it is simpler to scale the database over multiple machines.

Context information can be stored in a key-value approach, however, these databases

do not offer search capabilities. Even the filtering capabilities are limited compared

to a relational database, due to the internal model filtering can only be applied to the

primary key. Although limited by itself, the second iteration of the context organization

model used a combination of a columnar database and an IRS, more details below.

The first iteration of the context organization model (1-dimension model) can be

implemented with a key-value database combined with an IRS. Each individual

document is treated independently, stored in the key-value database and indexed by the

information retrieval system. As previously discussed, the 1-dimension model analyses

and indexes every document without grouping the documents into data streams. As

the number of documents grows, the performance of the IRS degrades rapidly.

The second iteration of the context organization model (d-dimension model) can

be implemented by combining a columnar database with an IRS. This iteration

overcomes several disadvantages of the 1-dimension model. It is important to note that

the third and final iteration of the context organization model is similar to the second

with the addition of machine learning features. As previously mentioned, these features

are learned and used in the background to improve the IRS.

Table 3.2 summarizes the comparison between the context organization model and

out-of-the-box databases.
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Table 3.2: Comparison between context storage solutions. Out-of-the-box databases are
compared with the proposed context organization model.

Solution/ Representation Search/
Requirements Agnostic Filter

Scalability

Relational Implementation
Database

Partial Partial
dependent

Document Implementation
Store

Full Partial
dependent

Key-value Implementation
Database

Partial None
dependent

Columnar
Database

Partial Partial Full

1-dimension
Model

Full Full Partial

D-dimension
Model

Full Full Full

3.9 Space Requirements

This section compares the space requirements of a context storage solution based on

the 1-dimension model against one based on the d-dimension model. As previously

mentioned, the third and final iteration of the context organization model is rather

similar to the d-dimension model with the addition of machine learning features. That

version contains tailored features to find similarities based on semantic and stream

similarity. The discussion presented here is valid, assuming that the other iterations

learn the same features. As such, the final iteration of the model is not being considered

here.

Taking into account the 1-dimension model, the data is stored in a single table. The

table holds pairs of unique identifier and documents. As such, the size of this part is

the size of the table. The majority of IRS uses a term-document matrix to compute the

similarity between documents and queries. In a term-document matrix specific type of

co-occurrence matrix, each row represents a unique term and each column represents a

document. The size of the co-occurrence matrix can be used as a rough estimate for the

size of the index. The size of the context organization model (COM) can be roughly

estimated as the sum of the sizes of the storage (S) and the information retrieval (IR):

Size(COM) = Size(S) + Size(IR) (3.1)

The IRS, in a 1-dimension model, contains all the documents. But the storage

part, in a d-dimension model, contains additional fields (one additional field for each
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dimension). For this analysis, it is important to identify when a d-dimension model is

more spatially efficient than a 1-dimension one. This can be achieved by solving the

following relation:

Size(COM1) ≥ Size(COMD) (3.2)

Based on Equation 3.1 the size of a solution based on a 1-dimension and a d-dimension

model can be derived:

Size(COM1) =
N
∑

i=1

(size(uidi) + size(doci)) +
N
∑

i=1

T
∑

j=1

size(termij) (3.3)

Where N and T represent the number of documents and characteristic terms respectively.

The size of a d-dimension based solution is estimated with the following equation:

Size(COMD) =

N
∑

i=1



size(uidi) + size(doci) +
D−1
∑

j=1

size(fieldj)



+

K
∑

i=1

T
∑

j=1

size(termij)

(3.4)

Where N , T , K, D represent the number of documents, characteristic terms, sources

and dimensions respectively. This equation differs from the previous only in two aspects.

It accounts for additional dimensions in the storage system, and the IRS only indexes

the sources.

After applying equations 3.3 and 3.4 into inequality 3.2 and reducing, the following

result is obtained:

N−K
∑

i=1

T
∑

j=1

size(termij) ≥
N
∑

i=1

D−1
∑

j=1

size(fieldj) (3.5)

Commonly additional fields are timestamps, geohash1, latitudes, longitudes, etc. In

other words, these fields are typically numerical values. The termij represents the

weight of the term j in the document i. This weight is also a numerical value. The

inequality can be solved by replacing size(termij) and size(fieldj) with a constant C:

N−K
∑

i=1

T
∑

j=1

C ≥
N
∑

i=1

D−1
∑

j=1

C (3.6)

(N −K)× T × C ≥ N × (D − 1)× C (3.7)

NC + NTC −NDC ≥ KTC (3.8)

N ≥ K ×
T

1 + T −D
(3.9)

1http://geohash.org/
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A d-dimension model has usually a small finite number of dimensions (i.e. time and

location). However, the number of characteristic terms is potentially unbounded. As the

number of characteristic terms grows, the term T
1+T −D

tends to 1: limT →∞
T

1+T −D
= 1

Thus, a d-dimension model is spatially more efficient when the documents’ number is

greater than the sources. In a common IoT/M2M scenario the documents’ number far

exceeds the sources. As previously discussed, sources usually send data periodically or

whenever a certain state is detected. Hence, a d-dimension model is commonly more

spatially efficient than a 1-dimension one for those scenarios. It is worth pointing out

that compression mechanisms were not taken into account. However, these mechanisms

should have a similar effect in both models, and thus they have little impact on this

analysis.

3.10 Semantic Pub/Sub

Publish/Subscribe [Eugster, 2003] is an important message pattern for asynchronous

communications between entities. It allows for strictly decoupled communication

between publishers (content producers) and subscribers (content consumers). In this

paradigm, subscribers express interest in certain events. They will be notified afterwards

of any events that match their registered interests. This loosely coupled approach to

communication enables publish/subscribe systems to adapt to changing environments

where publishers and subscribers join and leave the system without disrupting the general

flow of messages. All the above-mentioned characteristics make publish/subscribe an

interesting protocol for IoT/M2M scenarios [AlFuqaha, 2015].

Publish/Subscriber systems can be divided into three categories: topic-based [Oki,

1993], content-based [Carzaniga, 2001] and type-based [Eugster, 2007]. In topic-based

systems, the events are structured into flat or hierarchical taxonomies. Each message is

characterized into a topic by the publisher. The subscriber expresses interest in one

or more topics and receives all the messages published to those topics. Contrarily, in

content-based, the messages are only delivered to a subscriber if the message content

matches the constraints defined by the subscriber. Finally, type-based is a variant of

publish/subscribe paradigm which aims precisely at providing guarantees such as type

safety and encapsulation. Producers publish message objects on a bus, and consumers

subscribe by specifying the types of the objects they are interested in. Message objects

are classified by their types (“arbitrary” application defined types), instead of arbitrarily

fixed topics.

None of the previously mentioned publish/subscribe systems were optimized for

context information. Topic-based requires topics defined a priori (top-down char-

acterization). As discussed in Section 3.7, the best solution to characterize context
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information is through bottom-up characterization. At the extreme, each device can

produce a different topic (only possible with a d-dimension model). This solution

implies that a user knows the identification of each device he uses. In several scenarios

(including IoT/M2M) this is not feasible.

Consumers, in conventional content-based systems, subscribe events by specifying

filters using a subscription language. The filters define constraints, usually in the form

of name-value pairs of properties and basic comparison operators. Constraints can be

logically combined to form complex subscription patterns. This strategy implies that the

messages have a known representation. Context information does not have a standard

representation, as such it is quite difficult to evaluate content-based constraints.

Objects, in type-based publish/subscribe, are instances of “arbitrary” application-

defined types. This enables a closer integration of the programming language with

the system. However, this imposes a hard restriction on the representation of context

information. As previously discussed, context information is typically represented

in textual format (without a standard representation). As such, converting context

information into data types may not be feasible in several scenarios.

As a counterpart to these approaches, a semantic-based publish/subscribe system is

proposed, taking advantage of the previously mentioned context organizational model.

It is an optimization of a content-based solution, that allows users to subscribe semantic

queries. Similar to a content-based solution, a user subscribes messages based on their

content. However, neither the user nor the system has to know the message’s structure,

fields or values to write a semantic query. Alternatively, our solution can be understood

as a topic-based system where the topics are dynamical created based on the user queries

and the existing sources. In short, a user expresses interest in concepts (characteristic

terms) instead of filters (name-value pairs of properties).

The architecture of the semantic-based solution depends greatly on the underlying

organizational model. Let us consider the first two iterations of the models discussed

in Section 3.7: 1-dimension and d-dimension model. Both iterations require a table to

hold the subscriptions, in the form of query-user pairs. A d-dimension model organizes

documents based on source identification. By taking advantage of this property, each

semantic query is transformed into a set of sources. This information is stored in another

table, in the form of source-user pairs (subscription table). Considering that each source

becomes a topic, semantic-based solutions can be understood as a topic-based system

where the consumer request content instead of topics.

Figure 3.5 shows the steps necessaries to complete a subscribe operation in a

solution based on a 1-dimension model and a d-dimension model respectively. The first

solution receives a subscription (1) and stores it in the table (2). On the other hand, a

solution based on a d-dimension model resolves the semantic query into a set of sources
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(Figure 3.5b). The system receives a subscription (1), queries the information retrieval

system to resolve the semantic query into a set of sources (2). Finally, it stores the

subscription and the sources into the respective tables (3).

Pub/Sub

Mappings
Query, UserPK

Query
User

1 2

(a) 1-dimension model.

Pub/Sub

Subscriptions
Device, UserPK

Device
User

1

2

3

Mappings
Query, UserPK

Query
User

IRS

(b) d-dimension model.

Figure 3.5: Steps necessary to complete a subscribe operation in a semantic-based solution.

Figure 3.6 shows the necessary steps to complete a publish operation in a solution

based on a 1-dimension model and a d-dimension model respectively. The first solution

cannot resolve semantic queries during subscriptions. As a consequence, it has to

communicate with the information retrieval system during each publish (see Figure 3.6a).

The publish/subscribe system receives a publish message (1) and retrieves all the

semantic queries from the table (2). After this, it communicates with the information

retrieval system to match the queries against the message (3), and finally forwards the

message to the respective receivers (4). However, the second solution (see Figure 3.6b)

only requires a table lookup (2) in order to forward the message to the receivers (3).

Both approaches rely on the information retrieval system to resolve semantic queries,

but on different steps of the process. The performance of these approaches depends

greatly on the information retrieval system. As previously discussed a d-dimension

model improves the scalability and the semantic extraction of the system. In short,

the publish/subscribe solution based on a d-dimension model has all the advantages

associated with this model. Furthermore, during a subscription, the semantic query is

transformed into a set of relevant sources. As such, a publish operation only requires

the source table. In IoT/M2M scenarios there is a greater number of publish operations
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Figure 3.6: Steps necessary to complete a publish operation in a semantic-based solution.

than subscribe operations (due to the volume of data sent by the sensors). Although the

initial pre-processing has a non-negligible computational cost, for real-world applications

(and workloads) the performance improvements outweigh that initial cost.

3.11 Implementation

In this section, implementation details of the proposed organization model are discussed.

It is important to mention that this section does not discuss the implementation of

semantic and stream similarity features, that discussion is presented in Chapter 4 and

Chapter 5 respectively. The prototype was instantiated with two dimensions: source

identification and time. It is possible to instantiate higher dimension models, but two

dimensions are enough for the evaluated scenarios. As previously discussed, higher

dimension models improve the filtering capability of the model but do not improve

scalability or semantic extraction. Furthermore, higher dimension models may impose

a greater amount of pre-defined dimensions. Although the model is representation

agnostic, in the extreme if the d-dimensions are equal to the number of fields on the
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document the model degenerates into a top-down characterization. As such, the number

of d-dimension should be the minimum necessary for the filtering process. A 2-dimension

model was considered for the remaining of this work.

The context storage is divided into 3 different components as depicted in Fig-

ure 3.7. The components communicate with each other using the ZeroMQ2 socket

library. ZeroMQ supports several transportation methods: TCP sockets, inter-process

communication and inter-thread communication. Message passing allows the application

to be distributed through several machines and each component can be written in any

programming language, without being restricted by the router component. This strategy

is then especially suitable for diverse environments (such as IoT/M2M scenarios).

Context
Storage
Cliente

Router
Component

Storage
Component

IRS
Component IRS

Figure 3.7: Architecture of our first context organizational model.

In order to decrease coupling, each component follows two design patterns: abstract

factory and command. Each operation is encapsulated as a message object and each

one of them is in turn encapsulated as an action object. The abstract factory creates

an action object from message objects, this way the translation is transparent to the

component. The command design pattern makes the process of executing an action

transparent to the component. Each action object implements a method named execute,

that contains the necessary steps to perform the respective action (see Algorithm 1).

Another advantage of the command pattern is multitasking, each operation of the

component is independent of each other, so multiple requests can be performed at the

same time using different threads (as depicted in Figure 3.8). The combination of

abstract factory and command design pattern allows us to achieve a modular storage

system which focuses on parallelism instead of single request performance.
2http://www.zeromq.org/
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Algorithm 1 Abstract factory and command pattern.

1: function ActionFactory
2: Message request = requestQueue.dequeue()
3: Action a = ActionFactory(request)
4: Message reply = a.execute()
5: replyQueue.enqueue(reply)
6: end function

Socket
Abstract
Factory

Action
Invoker

Action

Executor 

Figure 3.8: General architecture of the components.

Although the modular solution in our architecture has several advantages, it can

also produce sub-optimal solutions. Conceptually it is easier to devise storage and index

component as two independent components. The router component (central component)

decomposes each operation as a sequence of independent operations from the remaining

components. This component exposes four methods: insert, select, search and delete.

Each one of these methods is implemented as a set of operations of the storage and

index components. The decomposition of operations improves the performance of the

platform in multi-threaded scenarios.

The information retrieval component is mainly an information retrieval system,

responsible for indexing and searching relevant sources. It was prototyped in Java,

using Apache Lucene3 at its core.

The index and query operations are detailed in Algorithm 2 and Algorithm 3

respectively. The index operation indexes a context information source based on a

representative document. First, the document is analysed by document analyser and

converted into terms. Second, the source is indexed by the respective terms. A custom

document analyser was developed, it maps JSON documents into an EAV parser (see

Section 3.7) and extracts the semantic value of the attributes (see Algorithm 4). The

component falls back to the default document analyser for other document representa-

3lucene.apache.org/core/
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tions.

Algorithm 2 Index document doc with key id

1: function IndexDocument(doc, id)
2: DocumentAnalyzer da = getDocumentAnalyzer(doc)
3: Terms t = da.createTerms(doc)
4: IndexWriter.write(id, t)
5: end function

The query operation is similar to a search in a typical search engine. First, the query

is analysed with the default document analyser and converted into terms. Second, the

terms are used to select the most relevant document, and return the sources ids. Vector

Space Model (VSM) [Salton, 1975] is used by the index to determine how relevant

a document is to the user query. The inner details about the VSM are discussed in

Section 4.2.

Algorithm 3 Query the index

1: function IndexDocument(query)
2: DocumentAnalyzer da = DefaultDocumentAnalyzer()
3: Terms t = da.createTerms(query)
4: TopDocs docs = IndexSearcher.search(t)
5: return docs.id
6: end function

The storage component is mainly a database responsible for storing all the documents.

Several schemas can be used to store our d-dimension model, and two alternatives are

discussed in this section. In the first, all the information is stored in a single table (see

Figure 3.9a). This schema avoids the necessity of join operations, and typically these

operations are computationally expensive. In the second, the information is divided into

several tables (see Figure 3.9b). Each table holds data regarding one specific dimension.

Querying, with this schema, may require several join operations.

The presented schemas serve as basic guidelines. However, the schema depends on

the underlying database. Different databases are optimized for different operations,

such as inserting information, complex analytic and low latency. The solution proposed

in this section was prototyped in Java, using Apache Cassandra4 as its core. Cassandra

is designed to handle big data workloads across multiple nodes with no single point of

failure.

The context information is stored in a single table (schema depicted in Figure 3.10)

with three columns: the first column holds a unique identifier, the second column holds

the timestamps document and the last column holds the document. Due to Cassandra’s

4cassandra.apache.org
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Algorithm 4 JSON document analyser

1: function DocumentAnalyser(json)
2: stack.push(json)
3: while stack ¬ empty do
4: JSONValue values = stack.pop()
5: if values.isArray() then
6: for each JSONValue v in values do
7: if v.isString then
8: tokens.add(v)
9: else if v.isArray() or v.isObject() then

10: stack.push(v)
11: end if
12: end for
13: else if values.isObject then
14: for each Entry e in values do
15: JSONValue v = e.value
16: tokens.add(e.name)
17: if v.isString then
18: tokens.add(v)
19: else if v.isArray() or v.isObject() then
20: stack.push(v)
21: end if
22: end for
23: end if
24: end while
25: return tokens
26: end function

(a) Single table schema.

(b) Multiple table schema.

Figure 3.9: Possible database schemas for the storage component.

internal data structure, there are several restrictions on range queries, but overcoming

the limitation of these data structures is not the focus of this work. However, it is

worth mentioning that these limitations can hinder the development of three or higher

dimensional models using a single table schema.
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Figure 3.10: d-dimension schema implemented in our prototype.

3.12 Results

Six context storage solutions (based on two organisation models: 1 and d-dimension)

are analysed in Section 3.8. Most approaches do not fulfil all the requirements com-

pletely. However, these approaches have been successful in addressing at least the basic

IoT/M2M scenarios. In this evaluation the first and second iteration of the context

organization model (1-dimension and d-dimension model respectively) were considered.

The second iteration was instantiated with two dimensions: source identification and

time. Also, the evaluation is composed of two parts: i) request/reply (Section 3.12.1),

and ii) publish/subscribe access patterns (Section 3.12.2).

3.12.1 Request/Reply Access Pattern

As previously discussed, a 1-dimension model can lead to poor scalability and semantic

ambiguity. All the documents are indexed, even if they are generated from the same

source. As the number of documents grows, the performance degrades rapidly. In

contrast, the d-dimension model only indexes the sources and not individual documents,

optimizing the information retrieval system for IoT/M2M scenarios.

In order to verify this feature, and to assess the performance of the d-dimension

model, three stress load simulations were developed. These were based on three real

M2M projects: APOLLO [Antunes, 2014c], LITES [Alves, 2015] and Smart Cloud of

Things (SCOT) [Antunes, 2016c]. APOLLO is a platform that supports new scenarios

in the area of M2M communications. It uses the storage solution described in this work

and was instantiated in two different application scenarios: greenhouse monitoring and

pothole detection. The first scenario was composed of 7 sensor nodes that collected

environmental data regarding a greenhouse for three months. The second scenario

focused on pothole detection, i.e. identifying potholes based on vibrations (use-case

similar to the Pothole Patrol project [Eriksson, 2008]). In this scenario, motorized

vehicles have a sensor node that measures the acceleration, geographic location and the

speed.
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The LITES project delivers an intelligent public street lighting service using solid-

state lights LED in order to drastically reduce energy consumption. The core element of

the solution is the dimming of the lamp based on the environment. Each node measures

and shares air humidity and temperature, light, acceleration, power consumption and

battery. These environmental factors are analysed in order to optimize the lamp’s power

consumption.

The SCOT platform is an evolution of the previous APOLLO work, aiming at the

development of a generic platform for integration of M2M scenarios. Like its predecessor,

it covers aspects related to network, device management, services and applications

overcoming the shortcomings of the solutions previously identified, and presenting novel

data mining concepts. It was instantiated in a smart parking lot scenario. This scenario

consists of monitoring ten parking lot entrances, enabling users to find a vacant parking

space.

Periodically each project requests a dataset from the storage solution. The APOLLO

and LITES project update their learning models and generate new pothole detections

and power consumption optimizations respectively. On the other hand, the SCOT

project creates reports related to parking allocation.

Table 3.3 summarizes the parameters that were used in the evaluation. The evalua-

tion lasted for 100 days. The events generated by the sensor nodes were modelled with

statistics obtained from real data, captured by these projects. Although these projects

have the same behaviour (storing sensor data and periodically retrieving datasets), the

type of documents and operation rates are quite different (each one has a different set of

sensors). For efficiency reasons, the simulation was accelerated 600 times (the simulation

ran for 4 hours instead of 100 days). This increase in speed can be interpreted as a

load effect of 600 times more sensor nodes (it has a similar effect) and thus also stress

the system’s scalability.

Table 3.3: Evaluation’s parameters.

Simulation parameters

APOLLO LITES SCOT

Number of sensors
35 vehicles

7 10
7 greenhouse sensors nodes

Sensor publish rate
every 137 seconds (vehicles)

10 seconds 14 hours
every 120 seconds (greenhouse)

Dataset gather rate 3 days 1 day 6 days

The stress simulation ran in a desktop computer with the following specifications:

8 GB of memory RAM and 4 CPUs with a 2.5 GHz clock speed. The machine had
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a Linux operating system (kernel version 3.13.0), Apache Cassandra (2.1.7), ZeroMQ

socket library (4.0.5) and Apache Lucene (5.2.1).

At turns, both 1-dimension and d-dimension models were evaluated. The duration

of two distinct operations was measured: publish context information (write operation)

and gather a dataset (read operation) from the storage solution. A read operation is

composed of two different operations: a search and a select operation. It consists of

finding the correct sensor nodes (search) and retrieving the corresponding documents

from a specific time period (select). As such the duration of a read operation is the

sum of the search and select operations.

The average operations’ times are summarized in Table 3.4. Our solution based on

a 2-dimension model consistently outperforms a storage system based on a 1-dimension

model. A 2-dimension model yields a modest performance improvement for write

operations (a speedup of 1.73, 4.73 and 1.26 respectively). Yet the greatest performance

increase is seen in the read operations (a speedup of 141.65, 17304.80 and 1901.92

respectively).

Table 3.4: Request/Reply performance evaluation.

APOLLO

Organization Write Read
Model Operation Operation

1-dimension (ms) 2.20 ± 15.02 733163.90 ± 537016.76
d-dimension (ms) 1.27 ± 10.69 5176.06 ± 617.12

SpeedUp 1.73 141.65

LITES
1-Dimension (ms) 3.92 ± 18.49 395414.66 ± 271415.89
d-Dimension (ms) 0.83 ± 3.68 22.85 ± 181.25

SpeedUp 4.73 17304.80

SCOT
1-Dimension (ms) 2.38 ± 4.45 25390.65 ± 14953.40
d-Dimension (ms) 1.84 ± 0.35 13.35 ± 38.77

SpeedUp 1.28 1901.92

This is expected since the number of entries in the IRS is stable during the evaluation

of the d-dimension model. In contrast, for the 1-dimension model, the number of entries

in the IRS grows with each document. This leads to severe performance degradation.

In order to discuss the performance impact of the IRS consider the 1-dimension

model. Read operations depend greatly on the information retrieval system. Therefore,
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each read operation stresses this component. As a consequence, the IRS takes longer to

reply which in turn affects the performance of the write operations.

To better understand these results it is necessary to understand some details on

the IRS behaviour. The majority of them use a term-document matrix to compute the

similarity between documents and queries. In a term-document matrix (a specific type

of co-occurrence matrix) each row represents a unique term and each column represents

a document (more details in Section 4.2). As previously discussed in Section 3.9, the

size of the index as the area of the term-document matrix.

The IR stores all the documents regardless of their source. As expected, the index

size grows rapidly during the evaluation. As a consequence, the performance of the

storage solution decreases. 1-dimension models have another major drawback apart

from poor scalability. Documents sent from the same source have similar semantic value.

The term-document matrix is flooded with a large amount of repeated information.

Ultimately this leads to poor semantic extraction and semantic ambiguity (the so-called

curse of dimensionality [Bellman, 1961]).

On the other hand, with a d-dimension model, the index size is more stable. The

index only grows with the addition of a new source. In short, a d-dimension model

minimizes semantic ambiguity and improves scalability. The index performance is

limited by the number of sources and not by the number of documents.

Figure 3.11 shows the estimated IR size for this evaluation (no compression mecha-

nisms were considered in this estimation).
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Figure 3.11: Estimation of the Information Retrieval System’s size. No compression mecha-
nisms were considered in the estimation.

Partials read and write averages were also computed, in order to analyse the
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performance of the storage solution during the evaluation. Figure 3.12 shows the

partial read and write averages for both models. Regarding the read operations, the

performance of the d-dimension model is stable during the simulation. However, the

performance of the 1-dimension model degrades as the simulation progresses. This

model does not provide any mechanism to group or filter documents. Thus, a user has

to iterate through all the matches of a semantic search in order to find the relevant

documents. It is worth pointing out that the solution based on a single-dimension took

more than 100 days to generate the reports. Therefore, the graphics only contains the

partial reads that took place inside the 100 days window.

Regarding the write operations, there is no clear performance degradation in both

models, and the partial write averages are stable during the simulation. Yet, the

variance of the 1-dimension model tends to increase as the simulation advances. This

indicates that the write performance becomes unstable over time. On the other hand,

the variance of the d-dimension model tends to be more stable during the simulation.

The greatest variation is visible in the APOLLO simulation, which is the heaviest (more

sensors and longer documents) of the three scenarios.
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(a) APOLLO write averages.
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(b) APOLLO read averages.
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(c) LITES write averages.
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(d) LITES read averages.
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(e) SCoT write averages.
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(f) SCoT read averages.

Figure 3.12: Request/Reply partial read and write performance.

3.12.2 Publish/Subscribe Access Patterns

The evaluation of publish/subscribe relied on the stress simulation developed based

on the APOLLO [Antunes, 2014c] project (see Table 3.3 for details). At turns, both

1-dimension and 2-dimension models were evaluated. The duration of two distinct

operations was measured: publish context information (write operation) and gather a

dataset (read operation) from the storage solution. The duration of a read operation

through the publish/subscribe paradigm is the time a message takes to reach the

receiver.

In contrast, a read operation through the request/reply is decomposed into two

different operations: a search and a select operation. A read operation consists in
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finding the correct sensor nodes (search) and retrieving the corresponding documents

from a specific time period (select). As such the duration of a read operation is the

sum of the search and select operations.

The average operation’s time for request/reply and publish/subscribe interactions

are summarized in Table 3.5 and Table 3.6 respectively. The solution based on a

d-dimension model outperforms a storage solution based on a 1-dimension model. A

d-dimension model yields a slight performance improvement for write operations (a

speedup of 1.73 and 59.88 for request/reply and publish/subscribe respectively). Yet the

greatest performance increase is again seen on the read operations (a speedup of 141.65

and 1015550.20 request/reply and publish/subscribe respectively). It is important to

point out that the publish/subscribe were not thoroughly optimized. As previously

stated, for the 1-dimension model, each document produced one entry in the IRS.

Furthermore, each new document triggered all the queries from the publish/subscribe

mappings. In order to search the IRS it is necessary to perform a synchronization

operation, which is computationally expensive (the documentation recommends doing

it periodically). This explains the speedup over one million, in order to evaluate if a

new document matches the previously stored queries it becomes necessary to have that

document fully indexed.

Table 3.5: Request/Reply performance evaluation.

Organization Write Read
Model Operation (ms) Operation (ms)

1-dimension 2.20 ± 15.02 733163.90 ± 537016.76
d-dimension 1.27 ± 10.69 5176.06 ± 617.12

SpeedUp 1.73 141.65

Table 3.6: Publish/Subscribe performance evaluation.

Organization Write Read
Model Operation (ms) Operation (ms)

1-dimension 70.06 ± 48.21 2528719.99 ± 1358701.8
d-dimension 1.17 ± 0.96 2.49 ± 1.21

SpeedUp 59.88 1015550.20

Partial read and write averages were computed ten times during the simulation.

Figure 3.13 shows the partial read averages for both models and interaction paradigms.

The performance of the d-dimension model is stable during all the simulation. However,

the performance of the 1-dimension model degrades as the simulation progresses. This
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model does not provide any mechanism to group or filter documents. Thus, an entity

has to iterate through all the matches of a semantic search in order to find the relevant

documents. Since the information retrieval system contains all the document,s a read

operation becomes quite inefficient. It’s worth pointing out that the solution based

on a 1-dimension model took more than 100 days to generate the reports. Therefore,

Figure 3.13 only contains the partial reads that took place inside the 100 days window.
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Figure 3.13: Partial read averages.

Figure 3.14 shows the partial write averages for both models and interaction

paradigms. There is no clear performance degradation in both models, the partial write

averages are stable during the simulation. Yet, the variance of the 1-dimension model

increases as the simulation advances. This indicates that the write performance becomes

unstable over time. On the other hand, the variance of the 2-dimension model is stable

during the simulation. In fact, the variation is so small that is almost imperceptible in

the graph.

Read operations in a 1-dimension model depend greatly on the information retrieval

system. Therefore, each read operation stresses this component. As a consequence, the

IRS takes longer to reply which in turn affects the performance of the write operations.

61



 1×10E-4

 1×10E-3

 1×10E-2

 1×10E-1

 1×10E0

 1×10E1

 1×10E2

 1×10E3

 1×10E4

 10  20  30  40  50  60  70  80  90  100

T
im

e
 (

s
e

c
o

n
d

s
)

Duration (days)

Pub/Sub 1-dimension
Req/Rep 1-dimension
Pub/Sub k-dimension
Req/Rep k-dimension

Figure 3.14: Partial write averages.

3.13 Conclusion

This chapter discusses how to deal with unstructured data (especially IoT/M2M data).

A new context organizational model (and its several iterations) was proposed, analysed

and evaluated. The context organizational model presented in this work relies on

machine learning features to find similar or related concepts/data sources without

a priori structures, relations or information (discussed in detail in Chapter 4 and

Chapter 5). The proposed model was extended to support an efficient publish/subscribe

mechanism based on concept instead of static tags.

The spatial efficiency of the proposed models was analytically evaluated. Based

on the analysis, a d-dimension model is spatially more efficient when the documents’

number is greater than the sources/sensors. In short, a d-dimension model is idem

efficient than a 1-dimension one for IoT/M2M scenarios. Simulations of a real IoT/M2M

scenarios were used to evaluate the performance of both solutions. The d-dimension

model outperforms a solution based on a 1-dimension model. In short, the proposed

d-dimension model outperforms the previous iteration and regular storage solutions

(especially in M2M scenarios).

The d-dimension model also takes full advantage of the IRS. It improves the

solution’s scalability and semantic extraction, by carefully grouping documents into

sources. However, it is not trivial to distribute this system through several nodes

without loss of precision. As a consequence, the performance of the context storage is

bounded by the information retrieval system. This can be overcome by using specific

tailored features that allows one to find relevant data sources. These features are

described in detail in the following chapters.
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CHAPTER 4
Semantic Features for Context

Organization

This chapter discusses the importance of semantic features for the task of context

organization. Semantic features tailored specifically for the proposed context organization

model were developed and evaluated.
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4.1 Introduction

As discussed in the previous chapter (Chapter 3), bottom-up characterization organizes

data based on local properties (tags/features). Initially, the context organizational

model relied only on an IRS to organize the data sources, i.e. bottom-up characterization

was modelled as an IRS problem. These systems rely on the VSM [Salton, 1975] to

compute the relevance ranking between documents and queries. However, IRS has some

disadvantages that are especially detrimental to IoT/M2M data, the most damaging

being semantic sensitivity. Documents with similar context but with different vocabulary

will not be associated, producing a false negative (more details in Section 4.2).

As a counterpart to conventional VSM, semantic similarity metrics can be used

to organize, extract and cluster data based on concepts (not only on sub-strings nor

regular expressions) [Antunes, 2017a]. In other words, the storage solution is able to

autonomously learn to organize concepts and not only strings. In the extreme, not only

the storage solution but all the entities in complex IoT/M2M scenarios can use semantic

features to improve their own operations. These concepts provide latent knowledge of

the underlying information without relying on human users or context representation.

This is especially important for IoT/M2M scenarios. IoT/M2M sources share a vast

diversity of data. This data can be classified into two different categories: semantically

rich and poor. In order to better understand these concepts, take into account the

following example: A sensor node in a greenhouse measures 6 effects: air and soil

temperature, air and soil humidity, CO2 and leaf wetness. The node can periodically

share the measurements individually or grouped in a single file. Each document that

contains only one measurement is considered semantically poor (first option from the

previous example). Based on the semantic value of its attributes it is quite difficult to

associate the greenhouse concept with each stream individually. By contrast, a single

document with all the attributes is closer to the greenhouse concept.

Furthermore, several other areas can benefit from the previously mentioned features.

Without loss of generality let us assume that given a set of IoT/M2M sources it is

possible to autonomously build a concept tree In fact, several authors defined automatic

methods to build concept maps from unstructured and semi-structured data [Zubrinic,

2012; Greer, 2014]. A concept tree is a tree-like structure where concepts are organized

from the broader to the most specific. The previous structure can be used to optimize

an IRS. Given a query, it is possible to determine the most relevant topic by traversing

the concept tree. Other usages include the ability to prune large portions of lesser

relevant patterns (based on concept similarity), something that is especially useful for

pattern matching algorithms. Finally, these aspects could provide a decisive contribution

towards the exploration of name-based information centric network architectures in IoT
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environments [Quevedo, 2014; Quevedo, 2016]. Namely, the application of inference

mechanisms into content-reaching operations of the networking fabric itself can be

used to have the network better mimic the complex relationships between devices (e.g.,

sensors, actuators), their generated content (e.g., temperature values with different

units) and its dissemination towards interested entities.

The proposed organization model can be improved based on the previous observations.

Through semantic methods, it is possible to learn higher level concepts from semantically

rich documents. In this context, higher level concepts mean broad semantic concepts or

in other words a root concept that is related to several other more specific concepts.

Similarly, a lower level concept is a highly specific concept. Furthermore, high-level

concepts can be propagated from the semantic rich documents to the poor ones using

other similarities’ metrics.

4.2 Vector Space Model

IoT/M2M data streams are not usually tagged by users, and as previously discussed

imposing a priori relations hinders knowledge extraction. An alternative to user-defined

tags can be achieved by decomposing the stream’s semantic portion into discriminative

concepts. A concept is a sequence of one or more words that provides a compact

representation of a document’s content. Ideally, concepts represent in condensed form

the essence of a document.

The first two iterations of the proposed context organization model relied upon

an IRS to solve concept extraction and retrieval. As previously stated organizing

documents based on its content is one of the major objectives of information retrieval

research. Internally, the IRS uses a VSM to compute the relevance ranking between

documents and queries.

VSM is an algebraic model for representing documents and queries as vectors of

terms (see Figure 4.1). It is extensively used in information filtering, retrieval, indexing

and relevancy rankings. Each dimension corresponds to a separate term, typically

weighted by Term Frequency–Inverse Document Frequency (TF-IDF) [Jones, 1972]

(other strength of association metric can be used). The relevance of documents and

queries is computed with cosine similarity:

cosine(A, B) =
A ·B

‖ A ‖2‖ B ‖2

=

∑n
i=1 Ai ×Bi

√

∑n
i=1 A2

i ×
√

∑n
i=1 B2

i

(4.1)

The most detrimental drawback of VSM is semantic sensitivity. Documents with

similar context but with different vocabulary will not be associated, producing a false

negative. This model relies on simple terms (string matching) to determine the relevance

between documents and queries. The model relies on probability vectors extracted
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~d1

~d2

~q

α
θ

Figure 4.1: Visual representation of the Vector Space Model, ~d1 and ~d2 represent two
document vectors respectively and ~q represents a users query. The similarity
between the documents and the query is determined by the cosine of the
respective angles (α and θ)

from the documents, something that is efficient for human language, due to the large

vocabulary and figure of speech. However, for semi-structured documents, the model

does not work so well. These types of documents lack the complexity that allows

a VSM to work properly. This is especially worrisome for context information (and

subsequently for IoT/M2M data). This type of data does not have the rich vocabulary

used by humans, nor figures of speech that allows the VSM to identify documents with

high accuracy, the implication being that context organization becomes highly depended

on the document’s vocabulary. Section 4.3 review well-known semantic methods, which

can minimize this issue.

4.3 Semantic Methods

Some of the most popular semantic methods are based on latent analysis [Deerwester,

1990; Hofmann, 1999; Blei, 2003]. These well-known methods analyse the co-occurrences

of terms in a corpus of documents in order to find hidden/latent dimensions, these

dimensions represent topics or high-level concepts. Since the number of concepts is

usually greatly inferior to the number of terms and it is not necessary to know the doc-

ument categories/classes a priori, these methods are thus unsupervised dimensionality
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reduction techniques. Common applications include information retrieval, document

classification and collaborative filtering.

Latent Semantic Analysis (LSA) [Deerwester, 1990] will be used in order to discuss

how latent methods work. LSA assumes that words that are close in meaning will

occur in similar pieces of text. A matrix containing word counts per passage (rows

and columns represent unique words and passages respectively) is constructed from

a large corpus. The matrix is reduced using a factorization, called Singular Value

Decomposition (SVD) [Golub, 1970] while preserving the similarity structure among

columns. The language-theoretical interpretation of the result of the analysis is that

LSA vectors approximate the meaning of a word as its average effect on the meaning of

passages in which it occurs, and reciprocally approximates the meaning of passages as

the average of the meaning of their words.

These methods work well with large corpus (comprised by a vast vocabulary).

Although the amount of information associated with IoT/M2M scenarios is large, its

vocabulary is rather poor. The majority of information is generated automatically by

data sources and shared in a semi-structured format. Another disadvantage is the fact

that latent variables represent concepts that might be difficult to interpret. This leads

to results which can be justified on the mathematical level but have no interpretable

meaning in natural language.

Other popular semantic methods are estimating the distance between two units of

language. Semantic distance/similarity is a property of lexical units, typically between

words but this notion can be generalized to larger units such as phrases, sentences, etc.

Two words are considered semantically close if there is a lexical semantic relation between

them. There are two types of lexical relations: classical relation such as synonyms,

antonyms and hypernymy and ad-hoc non-classical relation, such as cause-and-effect. If

the closeness in meaning is due to a certain classical relation, then the terms are said to

be semantically similar. On the other hand, semantic relatedness is the term used to

describe the more general form of semantic closeness caused by any semantic relation.

For instance, the nouns liquid and water are both semantically similar and related,

whereas the nouns water and boat are semantically related but not similar. Figure 4.2

depicts an example of semantic similarity (particularly semantic relatedness).

There are roughly three kinds of semantic measures: i) lexical-resource-based

measures that rely on manually created resources such as Wordnet [Miller, 1995],

ii) corpus-based measures that rely only on co-occurrence statistics from large corpora,

iii) hybrid measures that are distributional in nature, and also exploit information from

a lexical resource.

Lexical-resource-based measures rely on manually created and annotated lexical

resources, such as WordNet [Miller, 1995], to determine the distance between two words.
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Figure 4.2: Semantic similarity, particularly semantic relatedness. The car and the boat
are more similar than the car and tree since the first two are both means of
transportation.

WordNet is a curated hierarchical network of nodes (taxonomy), where each node

represents a fine-grained concept or word-sense. An edge between two nodes represents

a lexical semantic relation such as hypernymy or troponymy. Hypernymy shows the

relationship between a generic term (hypernym) and a specific instance of it (hyponym).

Troponymy is the semantic relation between two lexemes that represents a manner

of doing something. WordNet interlinks not just word forms (strings of letters) but

specific senses of words. As a result, words that are found in proximity to one another

in the network are semantically related. Several authors proposed semantic measures

based on WordNet [Wu, 1994; Resnik, 1995; Banerjee, 2002].

Semantic measures can only be used in languages that have (a sufficiently developed)

WordNet. However, creating and maintaining lexical databases is a tedious task that

requires human interaction. Furthermore, updating a lexical resource is expensive and

there is usually a lag between the current state of language usage/comprehension and the

resource representing it. For example, due to funding and staffing issues, the WordNet

project is no longer accepting comments and suggestions1. Due to these limitations,

several authors proposed methods for large-scale acquisition of lexical knowledge, such as

KnowNet [Cuadros, 2008] and BabelNet [Navigli, 2012]. KnowNet is an extensible, large

and accurate knowledge base, which has been derived by semantically disambiguating

small portions of Topic Signatures [Lin, 2000] acquired from the Web. BabelNet is a

very large, wide-coverage multilingual semantic network. It combines lexicographic and

encyclopaedic knowledge from WordNet and Wikipedia.

Besides these, several other methods exist to build large semantic networks. However,

1http://wordnet.princeton.edu/wordnet/
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they rely on some sort of structured information, most of them maintained by human

users. For example, BabelNet relies on WordNet and Wikipedia, while KnownNet relies

on Topic Signatures. Although the information exchanged in IoT/M2M scenarios is

limited in vocabulary, usually consists of very specialized words associated with specific

fields, topics and contexts. As a consequence, the lexical resource may not contain the

most correct vocabulary or even the relevant associations between the words.

Strictly corpus-based measures distributional similarity rely on the hypothesis that

words with similar contexts tend to be semantically close [Firth, 1957; Harris, 1968].

The set of contexts of each target word u is represented by its distributional profile.

The distributional profile is the set of words that tend to co-occur with u within a

certain distance, along with numeric scores signifying this co-occurrence tendency with

u. Measures such as cosine and α-skew divergence [Lee, 2001b] are used to determine

how close two distributional profiles are. These methods are very appealing because

they rely solely on raw text, however, they tend to perform poorly when compared with

lexical-resource-based measures.

These methods do not require a lexical-resource but require a large corpus with

representative usages of the target words. Due to the poor vocabulary present in

IoT/M2M scenarios, the corpus made up from the information shared by IoT/M2M

data sources may not be suitable to learn distributional profiles. In this work, a novel

semantic feature and training methods are proposed. The proposed training method

uses unsupervised learning and relies on public web services to gather a corpus. It is

important to point out that the primary objective of this work is to develop semantic

features and metrics that are suitable for IoT/M2M scenarios.

Another important issue is the sense-conflation problem [Pilehvar, 2016]. The distri-

butional profile of a target word u conflates information about potentially many senses

of u. Several authors [Marton, 2009] proposed hybrid measures that are distributional in

nature but also rely on lexical resources to exploit the manually encoded information to

overcome the sense-conflation problem. For example, they extract distributional profiles

for each sense of a word. They use categories from a Roget-style thesaurus [Roget, 1911;

Hüllen, 2003; Jarmasz, 2004] as coarse sense or concepts. A Roget-style thesaurus

classifies all word types into approximately 1000 categories. Words with more than

one sense are listed in more than one category. Each category has a headword that

best represents the meaning of all the words in that category. The distance between

words u and v is the closest distance between all their possible senses. Hybrid methods

require a lexical resource, as such these methods have exactly the same disadvantages

as lexical-resource-based measures for M2M scenarios.
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4.4 Distributional profiles from Public Web Services

Given a target word u public web services, namely search engines, can be used to gather

a potentially relevant corpus and extract the word u distributional profile. The profile

is built based on proximity, which means that if a word w is within the neighbourhood

of a target word u it is properly processed and extracted. This distributional profile of

a word (Distributional Profiles of Words (DPW)) is defined as

DPW (u) = {w1, f(u, w1); ...; wn, f(u, wn)} (4.2)

where u is the target word, wi are words that occur with u and f stands for co-occurrence

frequency (can be generalized for any strength of association metric). A distributional

profile can also be interpreted as a vector that represents a point in high dimensional

space, each word wi represent a dimension and f(u, wi) represents its value in that

dimension. From this point onward we will refer to words inside a DPW as dimensions.

We evaluate the similarity between two DPW with cosine similarity:

S(u, v) = cosine(u, v) =

∑n
i=1 f(u, wi)× f(v, wi)

√

∑n
i=1 f(u, wi)2 ×

√

∑n
i=1 f(v, wi)2

(4.3)

Other similarity measures can be used, however, cosine similarity is invariant to scale,

which means that it does not take into account the vector’s magnitude, only their

direction. This property is important for unbalanced corpus, such as corpus in M2M

scenarios or corpus gathered from web services (due to the bias imposed by ranking

algorithms used by web-services). Figure 4.3 depicts a simplified graphical representation

of a DPW.

AutomobileCar

Engine Motor

Gas Vehicle

?
Tyres Driver

Dealership Dealership 

Motor Engine

Figure 4.3: Graphical representation of the DPW model.

Although public web services offer some important advantages, they also have some

disadvantages. Distributional profiles can be noisy and contain several dimensions

70



with low relevance. A dimension with low relevance is a dimension with a low value

of co-occurrence frequency (f(u, wn)). The combined weight of several low relevance

dimensions can change the direction of the word vector and damage the cosine similarity.

Also, a profile can contain several senses of the target word (sense-conflation). Multiple

words senses in a single profile may also change the word vector direction and decrease

accuracy, limiting the potential of this method.

Two filters were developed to reduce DPW’s unwanted dimensions. The first filter

uses stemming to merge words that have the same stem, minimizing issues with, e.g.

plural words.

The second filter uses statistical significance to discard low relevant dimensions, and

it is based on the p-value statistical significance test. The null hypothesis (H0) was

defined as the dimension generated randomly and the alternative hypothesis (Ha) as

the relevant dimension. Each dimension value is compared with an Independent and

Identically Distributed (IID) model, where all the words that compose the distributional

profile have exactly the same probability of appearing. If the dimension’s value is high

compared with the IID model, the null hypothesis is discarded and the dimension is

considered relevant. Every time the DPW learning method finds the target word u,

it extracts the corresponding neighbourhood. We count the number of distinct words

extracted from the neighbourhood (named V ) and the total number of extracted words

(named P ). Assuming that each word has the same probability of appearing, the

probability of a word appearing exactly k times is express as follows:

p(k) =

(

P

k

)

× (V − 1)P −k

V P
(4.4)

Based on the previous expression it is possible to compute the probability of a word

appearing at least k times as follows:

p(≥ k) = 1−
k
∑

i=1

(

P

i

)

× (V − 1)P −i

V P
(4.5)

Using the previous expression, the relevance probability is computed for each dimension.

If the result is greater than a predefined p, the dimension is discarded. Typical values

for p are 0.1, 0.05 and 0.01, which correspond to 90%, 95% and 99% confidence of being

a true relevant dimension2.

These filters minimize the impact of low relevant dimensions, improve accuracy and

processing speed. However, they do not minimize the effect of sense-conflation, where a

distributional profile can learn dimensions from multiple word senses. This issue can be

minimized be clustering the DPW to identify categories/word senses. The rationale is

2p = 0.01 was used during the evaluation.
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that dimensions belonging to the same category are closer to each other than words

from other categories. Clustering methods require a distance metric in order to group

similar elements. From this point onward the discussion will focus on the similarity

metric, knowing that a similarity can be converted to a distance using the following

expression:

D(u, v) = 1− S(u, v) (4.6)

A natural solution is to cluster dimensions based on cosine similarity since it is

used to compute the DPW similarity. However, as stated previously, profiles extracted

from Web Services may contain multiple senses of the target word and low relevance

dimensions. In other words, the clustering result may suffer from unwanted dimensions.

Alternatively, co-occurrence frequency can be used as an estimator of similarity metric.

Co-occurrence does not take into account the neighbourhood of a target word, preventing

the impact of unwanted dimensions.

These clusters do not represent word senses from a Roget-style thesaurus. This

means that there is no one-to-one relation between the clusters and a word in a thesaurus.

Conceptually the clusters are more similar to categories in latent semantic analysis,

and may not have a correspondence to our human perception. Since a cluster may

not represent a classical word sense, from this point onward we will refer to them

as categories. One implication of this statement is that some clusters represent high

relevance categories, while others represent low relevance categories. For instance, two

target words u and v are not related but may end up with the same low relevance

category. This category will match and produce a false positive.

In order to minimize this issue, the model incorporates an affinity value between

the target word and each category. This can be understood as bias, as it measures the

word’s natural tendency to be used as a specific category. The affinity is computed as

the average similarity between the target word and all the cluster’s elements. After the

clustering and computing the affinity of the target word to each cluster, the distributional

profile of multiple words categories (Distributional Profiles of Words Concepts (DPWC))

is extracted from the DPW and grouped according to the clusters obtained. After

computing all the affinity values, they are normalized between ]0, 1] with the following

expression

a′
i =

ai

max(a)
(4.7)

The profile is defined as follows:

DPWC(u) =



















a1; {w1, f(u1, w1); ...; wn, f(u1, wn)}

...

an; {w1, f(uc, w1); ...; wn, f(uc, wn)}



















(4.8)
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where u is the target word, wi are words that occur with u in a certain category, f

stands for co-occurrence frequency and ai is the affinity between u and a word category.

Finally, the similarity between two DPWC is given by the following expression

S(u, v) = max(cosine(uc, vc)× (auc
+ auv

/

2)) (4.9)

where uc and vc represent a specific category from u and v respectively and a represents

the category’s affinity. The similarity measure is the maximum similarity between all

the possible categories weighted by the average category’s affinity. By incorporating

affinities the semantic model minimizes the effect of low relevance categories.

4.5 Implementation

This section discusses details about the prototype implementation. Given a target word

u, the prototype uses web search engines to extract its DPW(u) and DPWC(u). The

prototype is divided into five different components as depicted in Figure 4.4. All the

components were written in Java.

Search
engine

Search
engine

Corpus
extraction

Text
processing

DPW
extraction

Optimal
clustering

DPWC
extraction

DPW(u)

DPWC(u)

Figure 4.4: Proposed DP extraction system’s architecture.

The first component (corpus extraction) connects the prototype with web search

engines. It can be used with any search engine, currently it uses three: Faroo3, Yacy4and

Searx5. This component’s basic function is to extract a corpus from search engines.

The corpus is composed of snippets returned by searching for the target word. In a

3http://www.faroo.com/hp/api/api.html
4http://yacy.net/en/index.html
5https://searx.me/
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previous work [Antunes, 2015] impact of using only snippets against the full web-pages

was compared. The conclusion reached was snippets contain enough latent information

to build reliable DPW.

The second component (text processing) implements a preprocessing pipeline that

cleans the corpus and divides it into tokens. The various spaces of the pipeline are

depicted in Figure 4.5. First, the snippets are tokenized and the resulting tokens are

filtered using a stop word filter. Stop words are deemed irrelevant because they occur

frequently in the language and provide little information. The MySQL stop word list

was used in the prototype6. For the exact same reason, tokens that are too big or small

are removed: any token with less than 3 or more than 14 (9 being the average word

length in English) characters was removed from the pipeline.

Sentence
segmentation Tokenizer

Stop word
removal

Big/small
words

removal

Corpus

Tokens

Text Processing

Figure 4.5: Text processing pipeline.

The DPW extraction component analyses the output of the pipeline and extracts

the DPW of the target word u. This component also applies the filters mentioned in

Section 4.4 that minimize the issue with low relevant dimensions. After extracting

and optimizing the DPW, the profile dimensions are clustered based on cosine and

co-occurrence similarity. K-means++ [Arthur, 2007] was used to cluster the profile

dimensions and identify the categories. K-means++ is a variant of the well-known and

widely used K-means [Lloyd, 1982] that improves both speed and accuracy.

These types of algorithms have a drawback, as they require the number of clusters

a priori. Normally GAP statistics [Tibshirani, 2001] are used to identify the ideal

number of clusters from a possible range. However, this method requires generating

reference features based on the elements to compare the clustering with a uniform

sample. DPW is highly dimensional by nature, meaning that using this method is quite

computationally expensive. As an alternative, the framework proposed in [Pham, 2005]

was used, since it only requires the number of dimensions.

6https://dev.mysql.com/doc/refman/5.1/en/fulltext-stopwords.html
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Finally, the DPWC component uses the DPW model and the clusters to return the

DPWC(u) of the target word. This component also computes the affinity between the

target word and each category.

4.6 Results

The proposed semantic features were evaluated against Miller-Charles dataset [Miller,

1991] (see Appendix A), the reference dataset for semantic similarity evaluation. It is

composed of 30 word-pairs rated by a group of 38 human subjects. The word pairs are

rated on a scale from 0 (no similarity) to 4 (perfect synonymy).

To the best of our knowledge, there is no semantic dataset specifically for IoT/M2M

available. During this work, a semantic dataset focussed on IoT vocabulary was devised.

The most common terms (ranked by term frequency) used in a popular IoT plaform7

were extracted. The 20 most used terms were organized into 30 word pairs. Each

pair was rated on a scale from 0 to 4 by five fellow researchers. Although not as

comprehensive as the Miller-Charles dataset, this dataset still reached 0.8 correlation

amongst human classification. The final similarity of each pair is the average of the

previously stated rates. This dataset is public available8 (see Appendix B) and can be

used by other researchers.

Normally Pearson correlation is used to evaluate distance measure against the

ground truth. It is defined as the ratio of the covariance of two variables representing a

set of numerical data, normalised to the square root of their variances, i.e.:

r =
cov(X, Y )

σxσy

(4.10)

Correlation between sets of data is a measure of how well they are related. The

correlation r can range from −1 to 1. An r of −1 indicates a perfect negative linear

relationship between variables, an r of 0 indicates no linear relationship between

variables, finally and an r of 1 indicates a perfect positive linear relationship between

variables. In short, the highest correlation indicates the most accurate solution.

One advantage of Pearson correlation is independence from scale and distance metric.

The rationale is that even in different scales if the linear correlation between the ground

truth and the similarity metric is high then the performance is also high. The proposed

model uses unsupervised learning methods to identify categories and improve accuracy.

However, the improvement may not be equal to each word pair in the dataset, damaging

the linear correlation. As such, Mean Squared Error (MSE) was also used to evaluate

the proposed model, a typical performance metric used in regression problems. It is

7ThingSpeak: https://thingspeak.com/
8https://atnog.av.it.pt/ mantunes/semantic/

75



worth mentioning that in order to used MSE metric the dataset score had to be scaled

(min-max normalization).

Finally, the performance of DPW(u), DPWC(u) with and without affinity was

evaluated, for different neighbourhood dimensions and two distinct clustering metrics:

based on co-occurrence and cosine similarity. Each profile was build from the top 300

snippets returned by three search engines: Faroo, Yacy and Searx.

The results of the evaluation using Miller-Charles dataset are listed in Table 4.1

and Table 4.2. The optimal neighbourhood’s size appears to be 7. DPWC with affinity

outperforms the previous model (DPW) consistently on both metrics (Pearson and

MSE). This is expected as the affinity value allows the model to minimize the impact

of low relevance categories. Clustering based on co-occurrence outperforms clustering

based on cosine similarity. Again, this is to be expected since the distributional profiles

contain some unwanted dimensions and damage the cosine similarity accuracy. Although

co-occurrence similarity is simpler in nature (expresses little information regarding

semantic similarity), is robust against unwanted dimensions. Nevertheless, DPWC

without affinity achieves a slightly better MSE at small neighbourhood values. Smaller

neighbourhood leads to less noisy dimension since the vocabulary extract is also smaller.

Due to this the impact of the affinity value is less relevant and allows the model to

achieve a slightly better MSE result. However, the affinity value also helps to maintain

the linear relation between machine and human scores, without it the model achieves

worse Pearson Correlation score.

Table 4.1: Performance evaluation on Miller-Charles dataset (cosine distance)

Neighborhood size
Methods 3 5 7

Pearson MSE Pearson MSE Pearson MSE

DPW 0.32 0.31 0.37 0.29 0.45 0.29
DPWC 0.36 0.23 0.30 0.25 0.31 0.27
DPWCAff 0.47 0.24 0.45 0.20 0.63 0.15

Table 4.2: Performance evaluation on Miller-Charles dataset (co-occurrence distance)

Neighborhood size
Methods 3 5 7

Pearson MSE Pearson MSE Pearson MSE

DPW 0.32 0.31 0.37 0.29 0.45 0.29
DPWC 0.40 0.21 0.24 0.26 0.29 0.29
DPWCAff 0.43 0.22 0.55 0.19 0.63 0.15
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The results of the evaluation using the IoT dataset are listed in Table 4.3 and

Table 4.4. Again, DPWC with affinity outperforms the previous model (DPW) consis-

tently on both metrics. However, this dataset exposes the drawbacks of clustering based

on cosine similarity and DPWC without affinity. It is possible to verify that clustering

based on cosine similarity does not outperform our previous model, especially at higher

value neighbourhoods. Similarly, DPWC without affinity is outperformed by all the

other metrics, small cluster with low relevance are being matched producing a false

negative.

Table 4.3: Performance evaluation on IoT dataset (cosine distance)

Neighborhood size
Methods 3 5 7

Pearson MSE Pearson MSE Pearson MSE

DPW 0.27 0.25 0.37 0.23 0.33 0.24
DPWC 0.15 0.30 −0.01 0.34 −0.04 0.33
DPWCAff 0.34 0.17 0.37 0.13 0.24 0.15

Table 4.4: Performance evaluation on IoT dataset (co-occurrence distance)

Neighborhood size
Methods 3 5 7

Pearson MSE Pearson MSE Pearson MSE

DPW 0.27 0.25 0.37 0.23 0.33 0.24
DPWC 0.05 0.31 0.07 0.32 −0.11 0.13
DPWCAff 0.41 0.25 0.46 0.13 0.55 0.12

It is worth mentioning that the previous solutions provide very accurate methods

to estimate semantic similarity. However, those solutions rely heavily on structured

information or well-maintained corpus (as discussed in Section 4.3). The ever-increasing

number of IoT /M2M sources, scenarios and applications makes it very difficult to

build and maintain semantic networks or clean relevant corpus. The model proposed

in this work trades accuracy with flexibility and simplicity. Nonetheless, the proposed

model outperforms some methods that also rely on web-engines (a comparative study

of semantic similarity can be found in [Panchenko, 2012]). However, it is not possible

to draw a direct comparison, since the proposed model was designed with a specific

set of constraints (intended to be a viable solution for IoT). In order to highlight

the performance improvement of word category extraction, the best results from both

datasets are plotted in Figure 4.6. Similarity based on DPW tends to low values

(similarity values close to zero), hindering the ability to make binary choices (similar/
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not similar concepts). On the other hand, similarity based on DPWC with affinity do

not cluster together around zero, being correctly spaced. In short, the DPWC model

does not only improve accuracy, it also aids binary systems by providing a larger margin

to make a decision.
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Figure 4.6: Visual comparison between the DPW and DPWC similarity, using the Miller-
Charles dataset.

4.7 Conclusion

In this chapter, the major drawbacks of the VSM (used in the previous chapter) were

discussed and semantic features were presented as possible solutions. A semantic

model especially designed for context organization was devised (with focus on IoT/
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M2M scenarios). The proposed model uses unsupervised learning and only relies on

public web services to gather a corpus. It is known however that distributional profiles

extracted from web services may contain noisy dimensions and several senses of the

target word (sense-conflation). These issues decrease accuracy and limit the potential of

this model. The proposed solution minimizes these issues through dimensional reduction

filters and clustering methods.

The solution developed was evaluated against Miller-Charles dataset [Miller, 1991]

and a specific IoT semantic dataset. Overall the results were very positive, but there is

still room for improvement, as hypernyms can be used to learn more abstract dimensions

improving performance. Non-negative matrix factorization can also be used to discover

latent semantic information in distributional profiles and increase accuracy. Furthermore,

a recursive method can be used to evaluate distributional profiles, and each dimension is

evaluated using semantic distances instead of string matching. Nevertheless, the model

was able to learn distributional profiles from a small corpus, achieving a relatively high

accuracy on both datasets.
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CHAPTER 5
Stream Features for Context

Organization

In this chapter, the importance of stream (time series) features is discussed, especially for

the task of context organization. The proposed organizational model can use these features

to organize context information based on stream similarity. Finally, the developed stream

features are presented and discussed in detail.
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5.1 Introduction

In the previous chapter (Chapter 4) it was discussed how semantic features could be

used to improve the proposed organization model. The concept of semantically rich and

poor documents was also introduced and explained. Strongly implying that semantic

features, by itself, are not sufficient to provide reliable data organization. The proposed

organizational model takes this into account and supports several machine learning

features to identify similar contexts and propagate relevant tags from rich contexts

to poor ones. This chapter focuses on stream aspects and presents a model specially

tailored for stream/time-series similarity. In this context, a stream is a sequence of values

extracted from the documents (as discusses in Section 3.7, within certain restrictions

the values can extract with an EAV parser). Furthermore, the proposed features can

be either used for stream similarity or generation.

While there are several academic works based on stream prediction and min-

ing [Krempl, 2014], the same can not be said about stream similarity. Most methods are

based on the longest common sub-sequence algorithms [Marascu, 2012; Camerra, 2013].

Some work related to detection patterns in time-series has been done in financial stock

markets [Jeon, 2017]. However, these methods have two main drawbacks for generalized

IoT/M2M data. First, data acquired from IoT/M2M sources tend to be noisy, can

be shifted in time and have different scales. Second, the vast number of IoT/M2M

sources imply that there may be several streams for the same phenomenon. In order to

reliably identify an IoT phenomenon, it is necessary to develop a model that captures

features from all the available streams. During this work, a novel stream model was

developed and evaluated. Instead of capturing relevant sequences, the proposed model

captures the “shape” of a stream/time series. In this regard, the closest analogue for the

proposed stream model is shape descriptors in image recognition, such as Roy’s Shape

Representation and Global Shape Context [Pereira, 2009]. In fact, this model draws

inspirations from the previously mentioned techniques, since it also uses a grid-like

structure to capture the “shape” of a stream/time series.

It is not only IoT that will benefit from stream patterns’ characterization. Any

task that requires time-series clustering and/or classification will benefit from a stream

characterization model. Typical real-world examples include financial data [Aghabozorgi,

2014] and medical data [Hirano, 2006]. Even areas, such as network optimization,

Business Process Model and Notation (BPMN) execution flow and time-series privacy,

may benefit from stream patterns’ characterization. Using the hidden patterns in

network traffic it is possible to extract more accurate network graphs and achieve

better optimizations [Sun, 2017]. Data-flow errors in BPMN 2.0 process models, can

be detected by mapping them to Petri Nets, unfolding the execution semantics and
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detect specific error patterns [Stackelberg, 2014]. Another area that may benefit

from stream characterization is model compression [Danieletto, 2012; Ukil, 2015].

Similarly to PCA [Pearson, 1901], but applied to continuous data, by capturing the

relevant characteristics of a stream/time-series it is possible to minimize the amount of

information transmitted and stored.

5.2 Stream characterization model

With the advent of IoT/M2M devices, context-aware platforms require novel organiza-

tional models, learning algorithms and proper testing. However, it is rather difficult to

evaluate the accuracy of these systems when the environment is as dynamic and vast

as the IoT/M2M environment. In order to properly test these platforms a controlled

environment and proper tools to control the input data are required.

There are some possibilities to do this. One of the most common is to use several

datasets gathered from actual data sources. Gathering, pre-processing, classifying and

maintaining these datasets is a time-consuming task that requires human intervention.

Furthermore, in order to guarantee that the tests cover all (almost) the possible inputs,

large amounts of data are required. An alternative is to develop a model that captures

information about a determined phenomenon and is able to generate several instances

of it (which are statistically similar). This was the drive to develop the proposed stream

characterization model. Apart from stream generation, the model can also be used to

estimate stream similarity.

This section will address four different but related ideas. First, it discusses the

proposed model (which is based on first-order Markov Chains) and details its inner

workings. Second, it discusses methods to detect the period in a continuous stream.

Third, it describes how can the model be used to generate data streams (generative

process). Fourth, and finally, it describes the proposed similarity metric devised

especially for the stream characterization model.

5.2.1 Stream Characterization

The proposed model uses first-order Markov chains to capture a stream’s behaviour. In

a perfect scenario where there is no noise or errors, most events would thus happen in a

very predictable manner (i.e. without major variance). This scenario could be modelled

with Equation 5.1, by knowing how probable it is for, at a given time instant xi−1 with

a value of yj, a stream at the time xi take a value of yk. In other words, the probability

of having value yk at a time instant xi knowing its immediate predecessor. For the

remainder of this section, a succession from a value to the one following it (along the
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x-axis) will be named a jump or transition.

P (yk|yj, xi−1) (5.1)

By using the method mentioned above and knowing all the probabilities of all the

jumps along the event, the event itself could be modelled with high accuracy. Assuming

that such a probability function was available, the similarity (S) between a sequence

of values and the probability function could be calculated with Equation 5.2 (where n

represents the number of samples in the stream). This can be achieved by verifying all

the values of P for all transitions within a sequence, and either averaging them or using

some other statistical indicator to get a representative, a normalized value of the overall

resulting probabilities. The probability function would assign a high or low value to

each jump of the sequence based on how well it relates to the events expressed by the

probability function itself. If the sequence’s values diverged from the model, then the

overall probability would be low. On the other hand, if it was high, the sequence of

values matched the transitions expressed in the probability function.

S =
1

n

n
∑

i=1

P (yk|yj, xi−1) (5.2)

However, this perfect scenario is not feasible in practical cases. In order to represent

a stream pattern with probability functions it is necessary to overcome three major

issues and make a few changes to its definition:

1. Streams representing the same phenomenon may vary widely, for reasons such as

noise, location, time of day, etc;

2. It is impractical, due to both time and space constraints, to have a function

mapping every tuple of points ((xi, yj), (xi+1, yk)) into a number (the probability

of the transition);

3. Along the lines of the previous item, it is not reasonable to consider the continuous

and/or infinite domain associated with most events (which would imply considering

infinite values).

The proposed model attempts to solve these issues by overlaying a grid-like structure

over the different values a stream takes along its period, effectively turning each (xi, yj)

in the preceding discussion into a slot (as depicted in Figure 5.1). This gap gives rise

to two other values that are now to be considered, ∆x and ∆y, each representing the

resolution of their corresponding axis.

Issue 1 can be solved by overlaying multiple streams representing the same phe-

nomenon and computing the probabilities that arise from their transitions. Issues 2

and partially 3 are solved by now considering jump areas instead of single values, in a

sense discretizing both a stream’s domain and codomain. By the law of large numbers
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Figure 5.1: Structure of the proposed to model stream information. A grid is overlayed
over the sample streams, in order to build a matrix-like structure where each
slot contains a probability vector, a histogram of values, and other relevant
statistical values (e.g. the mean and standard deviation of the values inside the
bin).

and assuming that those streams do follow a pattern (even if with noise and/or erratic

behaviour), one can be sure that eventually, the probabilities will converge. Issue 3 can

be further improved in the case of periodic streams.

Given that most real scenarios are periodic to some extent (especially IoT data),

the model can be constructed based on the event’s period. In case the data has some

seasonality property associated, a model can be scaled in accordance with each season’s

period. The period of the phenomenon is then taken as the domain of the grid described.

This makes it possible to bear with the otherwise infinite domain of periodic streams.

Each stream’s period is taken as a 1-period stream by itself.

In short, by using a grid-like structure and the sequence period, the proposed

model is capable of characterizing the underlying behaviour of a data stream. This

method is based on first-order Markov chains since it assumes that there is little to

no knowledge lost by only considering direct transitions along the x-axis. This means

that the model does not use all the previous values a stream took before a given xi

when computing the probability of being in some other area in the time slot following

(with xi+1 ≡ xi + ∆x). Although unsubstantiated in many physical phenomena, this is

a reasonable first approximation for IoT in general.

The representation mentioned above can still have a problem: the notion of “area”

itself. If it is too wide or too narrow, the model fails to capture the relevant pattern of

the event. If any of ∆x or ∆y are too broad, information about the event will be lost.

On the other hand, if these values are too narrow, the computation’s complexity of the

probabilities will start to degrade. Even worse, it can make the whole representation
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too specific (resulting in overfitting).

In order to minimize this issue the proposed model keeps the following values

associated to each slot, as shown in Figure 5.1:

Probability vector: this is the function which makes possible representing the nature

of the stream using probabilities. Each Pi maps to the probability of jumping to

the yi following along the x-axis (the transition).

Histogram of values: each slot maintains a histogram of values, allowing the model

to identify which values are more commonly found within that slot, minimizing

the penalization of possibly taking too big bins. In a sense, this adds another

dimension to the model.

Other statistical values: other statistical values may be kept for further improve-

ments. For example, keeping the average and the standard deviation of the

values within the slot. They are both cheap computationally wise and may be of

significance when evaluating how well a given point fits within the slot.

Finally, the proposed model also contains the probabilities of wrapping around the

matrix representation (i.e. going from the last column to the first). This allows the

model to deal with time shifts and generate continuous streams. This property will

become rather important when discussing time shifts in a similarity metric.

5.2.2 Period Detection

In order to automate the usage of the generator (and later the similarity component), a

method for automatic period detection was developed. It works by first computing a

periodogram of a stream and selecting the k strongest frequencies from it, commonly

named candidate frequencies. Then, for each of these candidates, an Autocorrelation

Function (ACF) with lag equivalent to the inverse of the frequency (the period) is

computed. Finally, the period which gives the best ACF is selected.

Since the sample points of a stream may not be equally spaced, the method drops

portions of the stream that do not meet a minimum percentage of points given the

period being considered. Furthermore, the portions which will be used are linearly

interpolated in order to bring equal spacing between samples (which is important for the

autocorrelation, otherwise the point-wise operations do not match). The interpolation

is evaluated every 2∆t, where ∆t is the mean time difference along each original pair of

succeeding sample points.

5.2.3 Stream Generation

Apart from stream characterization and similarity estimation, our model can also be

used to generate streams. Context-aware platforms, or indeed any platform that deals

with context information (IoT/M2M data included), benefit from a realistic stream
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generator. As these platforms become smarter it also becomes imperative to validate

and evaluate the platform in a controlled environment. In our specific case, initial work

demanded the use of large datasets to carry on tests and to evaluate the capability of

representation of our organization model. This lead to the development of a stream

generator general enough to be used in a wide class of streams, which is used to build

synthetic datasets from real ones, but which were not as big as needed.

Such generator would have to output plausible streams and not just a stream which

would, for instance, minimize the errors between itself and the set of streams given as

examples. This constituted an opportunity to test our proposed representation. The

internal structure of the generator is, thus, a matrix of slots, each with the values as

described in Section 5.2.1. This matrix is built for each type of phenomenon, from a

set of representative streams (e.g. temperature or humidity). After having the matrix

built, it is possible to traverse it (along its x-axis) according to the probabilities and

histograms found along the path in order to generate streams similar to the underlying

pattern of the ones which were previously presented (as depicted in Figure 5.2).

Figure 5.2: Generation process. 1. at each gap, generate a random value that represents the
transition probability; 2. use the transition matrix to identify the next bin; 3. at
the destination bin, generate a new value (based on its histogram).

Preliminary tests show the good capability of the generator to learn the most

relevant patterns of the streams, being capable of generating realistic streams from the

representation built. This is further discussed in Section 5.4.

5.2.4 Stream Similarity

For computing the similarity of a given stream when compared to a certain model, the

stream is fitted into the model (similarly to what is done when building the model
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itself). At this stage the model only supports scale-dependent metrics. Streams and

models whose domains are not directly comparable are not being considered.

The similarity value itself is obtained by traversing the stream and evaluating, at

each transition, the likelihood (i.e. probability) of having both the stream’s point at

the bin being considered and the transition that the stream suggests.

Taking the definitions

Phi := Normalized probability of point i of stream

Pti := Normalized probability of the transition i

The similarity expression is then given by Equation 5.3, with both sums running

over all the stream’s transitions (and hence points).

S =

∑

Pti · Phi
∑

Pti

, (5.3)

In case there is no bin (in the model) to characterize the point being considered

at a given time, then Ph = 0 and Pt = 1 for that parcel. Otherwise, if the bin exists

but there is no possible transition, then Ph = 0 and Pt is taken as the (normalized)

probability of the strongest transition of the bin. These measures are taken to penalize

to different degrees the stream’s parcels which cannot be compared.

5.2.5 ∆x and ∆y estimation

Due to time constraints, it was not possible to evaluate the method to estimate the

grid dimensions (∆x and ∆y) autonomously. These values were selected manually for

the evaluation presented in this work. Nonetheless, one possibility to estimate ∆x

and ∆y is a combination of the Fourier transform (used got the period detection, see

Section 5.2.2) with the Nyquist–Shannon sampling theorem [Nyquist, 1928].

5.3 Implementation

So far the ideas presented in this section have appeared, in a sense, as isolated units.

With this in mind, the goal of this section is to describe how they are brought together,

to solve two challenges: stream generation and stream similarity.

Note that usual stages of machine learning pipelines (e.g. preprocessing stages where

outliers are removed) are omitted in the following discussion, so as to keep the text

concise and centred around the ideas previously presented. The first algorithm that

shall be presented, Algorithm 5, builds a model from a set of measured streams.

Keep in mind that the function FindResolutionOf is still only theoretical. The

resolutions used during the evaluation were found experimentally. Also, the goal of the

function SnapToResoltution is to fit each stream into the grid that is being built, for
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Algorithm 5 Model Building

1: function BuildModel(streams)
2: period← FindPeriod(streams)
3: SplitStreamsByPeriod(streams, period)
4: ∆x, ∆y ← FindResolutionOf(streams)
5: for all stream ∈ streams do
6: SnapToResoltution(stream, ∆x, ∆y)
7: end for
8: model← ComputeProbabilities(streams)
9: return model

10: end function

example deciding in which bin each portion of the stream fits. This is later used when

computing the probabilities of each transition.

The next algorithm to be presented is Algorithm 6 which, given a model, generates

a stream.

Algorithm 6 Stream Generation

1: function GenerateStream(model, yinit)
2: bin← (0, yinit)
3: genstream← {GeneratePoint(model, bin)}
4: for i← 1, #ColumnsOf(model)− 1 do
5: bin← GenerateNextBin(model, bin)
6: genstream←

genstream
+
{GeneratePoint(model, bin)}

7: end for
8: return genstream
9: end function

The function GeneratePoint uses the histogram of a model’s bin to generate a

point in accordance with its distribution. The function GenerateNextBin uses the

probability vector of a bin to determine where the generated stream will flow through.

Both of these notions are discussed in Section 5.2.3.

Finally, the similarity algorithm, Algorithm 7, is described, which assigns a similarity

score for a stream against a model.

Even though it is stated that the initialization is similar to the first lines of Algo-

rithm 5, both the period and resolution values used are the ones of the model. Despite

this, they are still computed for the stream itself. They are compared against the

respective values associated with the model, and in case they are not comparable within

certain bounds (defined manually), the similarity value is penalized. Also, exception
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Algorithm 7 Stream Similarity

1: function Similarity(model, stream)
% Initialization as in lines 2 to 7 of Algorithm 5

2: m1sum← 0
3: m2sum← 0
4: for i← 0, #ColumnsOf(model)− 1 do
5: t← Pt(model, stream, i)
6: h← Ph(model, stream, i)
7: m1sum← m1sum + t · h
8: m2sum← m2sum + t
9: end for

10: return m1sum/m2sum
11: end function

handling is not included in this description for brevity. For example, in case a stream’s

value is not present in the model’s bin that it is being compared with, then default

values are used instead (which are mentioned in Section 5.2.4).

As a final note, the actual implementation of these methods and associated data

structures was carried in Python3, resorting mainly to the standard libraries, numpy

and scipy.

5.4 Performance evaluation

This section will present experimental results, which are composed of three distinct

evaluations. First, the evaluation of the period detection algorithm. Second, the

evaluation of stream generation is discussed. Finally, the proposed stream similarity

metric is evaluated. A home automation dataset1 was used to evaluate the proposed

model. The previously mention dataset is composed of three different kinds of natural

phenomena: environment temperature, humidity and light intensity. The schema of the

dataset is detailed in Table 5.1. Furthermore, a sample of the dataset can be found

in Appendix C From each phenomenon a set composed of approximately one hundred

streams was randomly selected.

Table 5.1: Home automation dataset schema.

date:yyyy-mm-dd time:hh:mm:ss.xxx epoch:int moteid:int

temperature:real humidity:real light:real voltage:real

1Available at http://db.csail.mit.edu/labdata/labdata.html
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5.4.1 Period Detection

Each phenomenon has a period of approximately 1 day (around 86400 s), which is

confirmed through visual inspection. Figure 5.3 shows three histograms, each depicting

the computed periods over approximately fifty streams of the respective phenomena.

Although including some outliers, the maximums of each plot stand well above the rest

of the values and are indeed close (within a 5% margin) to the expected 1 day period.
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Figure 5.3: Periodograms for the three phenomena analysed.

5.4.2 Stream Generation

MSE was used to evaluate the generative performance of the proposed stream charac-

terization model. This evaluation was carried out by k-cross validation, and the results

are depicted in Table 5.2. These values were obtained by selecting one real stream and

comparing it to all the others, and doing the same for a generated stream (and repeating

selecting/generating other streams). It is interesting to see that the differences between

the real and the generated streams are not far off.

Meanwhile, Figure 5.4 enables a more visual evaluation of the results, plotting real

vs generated streams.
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Table 5.2: MSE values computed for the streams generated.

Real
Mean Median Stdev

Temperature 10.5 9.3 3.9
Humidity 51.4 37.3 27.9
Light 217360 175633 100361

Generated
Mean Median Stdev

Temperature 10.0 9.3 3.0
Humidity 48.3 49.1 11.8
Light 221271 222265 39933
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Figure 5.4: The three kinds of generated streams: temperature, humidity and light. The
vertical bars represent the standard deviation (at each point) of 20 different
streams.

It is important to highlight that not only are the curves statistically similar, but

the standard deviation at each point is also comparable. This suggests that our model

does not overfit the data stream and is able to capture even the less probable patterns.

The MSE values also validate that our generated curves are not too far off the real

ones. Even regarding “Light”, which scored a much bigger MSE than the other sets,
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our model agrees with the results from real streams. The proposed model also supports

the generation of continuum periods, which Figure 5.5 presents a plot of. It is relevant

to mention that the transitions between periods are smooth and that, without the

colouring to tell them apart, the transition points would probably be unnoticeable.

Day 1 Day 2 Day 3 Day 4 Day 5

Time (days)

18

20

22

24

26

28

30

T
e
m

p
e
ra

tu
re

 (
C

)

Figure 5.5: Temperature stream generated with 5 periods as a continuum model. The
generator had been trained with around 100 streams prior to the generation.

5.4.3 Stream Similarity

The stream similarity metric previously discussed (Section 5.2.4) was tested by contin-

uously selecting one stream of each phenomenon. Then, a model was built with the

remaining streams. Finally, each of the selected streams would be matched against each

of the models (including streams and models relative to the same natural phenomenon),

with the similarity of the stream to the model being computed. This procedure was

repeated until around two thousand stream-model matches were obtained. The averages

of the similarity between phenomenons are illustrated in Table 5.3.

Table 5.3: Similarity scores obtained.

Stream Model Similarity

humidity 0.68 ± 0.03
humidity light 0.12 ± 0.04

temperature 0.03 ± 0.04

humidity 0.00 ± 0.00
light light 0.71 ± 0.05

temperature 0.00 ± 0.00

humidity 0.11 ± 0.05
temperature light 0.08 ± 0.01

temperature 0.67 ± 0.03

As it can be seen, there is an undeniable abyss between correct stream-model

matches and incorrect ones. At the light of this test, a threshold could easily be built
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which would predict with very high confidence whether a stream was or not a match to

a model. We intend to test with more features in order to verify whether this pattern

holds.

Despite these results, it is noticeable that none of the correct matches produced a

score above 80%. This can be justified by the disparity that streams naturally hold,

and which were brought to light in past experiments (Table 5.2, “real” row). With

this in mind, one cannot expect a stream to remarkably well match a model, since the

model itself is built to bare with the (many) natural differences of the streams.

5.5 Conclusion

The proposed model for stream characterization was devised along with a similarity

metric to verify if two streams represent the same phenomenon. With the addition of

stream features and similarity, the context organization model proposed in Section 3.7

becomes possible to organize data sources based on stream patterns. Even data sources

with tiny vocabulary (using simple “t” for temperature), or mislabel data can be

correctly organized with stream models. Assuming the organization model already

knowns this specific stream pattern, or learns it in the future from a trustworthy data

source.

Furthermore, the ability to generate streams, after the learning process, which can

be useful in many situations. For instance, to generate large synthetic datasets where

otherwise there is no specific generator available. The general purpose generator has

another big advantage since it improves the repeatability and validity of IoT/M2M and

context-aware platforms. Currently, these platforms use machine learning algorithms to

improve and optimize several processes. Having the ability to test them for a long time

in a controlled environment is extremely important.

There is room to further improve the proposed stream characterization model.

Especially to cope with the variability associated with IoT/M2M scenarios (noisy data,

skew in time, differences in range).

It is important to mention that the proposed stream feature is more limited than

the semantic feature in the proposed organization model. Whenever a data source is

encoded in such a way that is difficult to extract a data stream (due to the representation

or lack of timestamp), the phenomenon is unknown to the model or the underlying

data cannot be modelled as a data stream. In contrast, semantic features can be used

whenever textual information is present.
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CHAPTER 6
Applications

Several parts of the work presented in this manuscript were used in a few projects

and collaborations with fellow researchers. Furthermore, some specific methods were

developed to extract relevant knowledge in specific scenarios. This chapter discusses

the most relevant collaborations and the impact that they had on the proposed context

organization model.
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The work presented in this manuscript was used (partially) in a few projects and

collaborations with fellow researchers. Moreover, some analytic methods were also

developed with focus on specific needs of the previously mentioned projects, optimizing

the concepts now presented. In this following sections, the most relevant details about

the projects are presented.

Section 6.1 discusses projects and collaborations with focus on the propagation of

tags/labels.

Section 6.2 discusses projects with focus on context storage and management and

analytical methods developed specifically for the projects.

Finally, Section 6.3 discusses projects with focus on semantic features and the

application of the proposed semantic feature (see Chapter 4).

6.1 Label propagation and Context enrichment

Two fundamental aspects of the proposed organization model are the usage of label

propagation and context enrichment. As discussed in Chapter 3, the proposed model

propagates labels (keywords usage by the IRS) based on similarity features. In other

words, data sources that are considered similar, either by semantic or stream features,

can be enriched with the label propagation. These two traits were explored in two

different projects: SOCIETIES and SAIM. In the following subsections, the most

relevant details about them are presented and discussed.

6.1.1 SOCIETIES

The SOCIETIES [Lima, 2013a; Lima, 2013b; Lima, 2014] project introduced the notion

of a Cooperating Smart Space (CSS) to define the merging of social and pervasive

computing. Each CSS consists of multiple devices, both mobile and fixed, owned by

a single user which can interact with other pervasive communities whenever possible.

Each community offers several characteristics to its CSS such as a set of shared re-

sources and services enhanced by additional functionalities provided by others CSS

members of the same communities. There are many criteria that can be used to form

a community of individuals or organizations, such as: geographic location, similar

preferences, common features, interests (personal, business-related) or experiences,

communication/interaction or authority/hierarchy and other forms of social relation-

ships [Roussaki, 2012]. The focus of the platform is to facilitate creation, organisation

and management of communities, providing a better experience for individuals and the

communities [Papadopoulou, 2010]. The SOCIETIES platform architecture supports

mobile and/or desktop devices. Each component is responsible for a specific task,

providing functionalities via Application Programming Interface (API) for internal

components and third-party services. Besides the community formation, the platform
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provides a set of components that allows third-party services to be built on top of

it. Some essentials components are: device management, privacy and trust, context,

community orchestration and personalization. The notion of a community of interests

can provide a different impact in the Computer Supported Cooperative Work (CSCW)

area. The CSCW can take advantage of pervasive communities in several scenarios as

described in [Lima, 2012], in which users with the same degree of similarities can be

grouped into several sessions.

The following paragraphs present the context-aware framework for CSCW applica-

tions that have been developed in order to enable context awareness in collaborative

activities. In Figure 6.1 the SOCIETIES’ framework architecture is depicted. The

framework is divided into three layers: modelling of context information, the context

interpretation, and the runtime actions.

Figure 6.1: SOCIETIES’ framework architecture.

The context acquisition is the first layer of the framework and is responsible for col-

lecting relevant context information and prepares it for the subsequent layer. As shown
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in an earlier work [Lima, 2012], there are some relevant appropriate context categories

depending on the scenario. Some categories that might be used include: geographic

location, current availability, current computational (mobile/desktop) resources and

professional information. The context information is acquired via an external Context

Broker, which communicates with the context sources. The information, retrieved from

the Context Broker, is classified as long-term or short-term, depending on temporal

characteristics. The long-term information is composed of data that does not often

change such as: job position, areas of interests, skills. On the other hand, the short-term

context comprises data that changes frequently such as location and availability (e.g.

user busy, away). Concerning privacy, it is expected that the user only provides the

information that he thinks appropriate.

The Context Interpretation Component is responsible for modelling the knowledge

and processing the information collected from the previous layer. The information

gathered by the framework is stored in a graph database, where each node represents

a person. Context information is used to assign edges representing relations existing

among the users, based on the long and short-term context information. In order

to extend the context information collected from the previous layer, the component

performs an enrichment of context depending on the nature of the data. The information

can be expressed in numeric or text values. Text values are submitted to external

sources for semantic analyses, returning synonymous words that are aggregated with

the existing information. This enrichment provides knowledge to create rules that

drive decision-making in the adaption layer. After the enrichment, it is possible to

assign similarities among the persons in the graph database. This similarity enables

to associate weights between person nodes (the cost of an edge in the graph) and is

calculated by dividing the matched information by the total available. This is applied

for both and the result is divided by two as represented below:

W =
matched

node1

+ matched
node2

2
(6.1)

This component can also be prompted to report a threshold, to select relevant

persons for a given community. This method is called automatic thresholding and it is

often used in image processing for segmentation [Ridler, 1978]. The thresholding mean

value is calculated based on the weights assigned previously. The numeric values can

be enriched using historical information available, as an example, it can be used to

generate temporal series. This is helpful in case certain events do not occur regularly.

Lastly, all the context information can be checked automatically when an update event

happens or periodically through the awareness monitor framework.

Adaptation Runtime Component is responsible for managing the collaboration

sessions and performs actions on the collaboration tools via adaptation rules. The
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session manager coordinates the session members and their integrated applications.

Each session is composed of: members invited, context information matched by the rules

and the users who actually accepted the invitation. The session’s history follows the

same short-term approach used for the individuals, storing new nodes with a timestamp

with the matched context information, invitations and participants.

The adaptation rules are expressed by IF-THEN clauses and are defined with: if

“condition” then “action”, e.g.: IF at least two individuals are in the same location

and work at the same department and have the same interests THEN start a session.

The adaptation rules can also perform a status check to choose which communication

channel is more appropriate for collaboration or which available communication channel

is common to all parties. If the person is idle for a long time the user can be kicked off

the session or if busy, not invited to the session. For each stipulated rule it is possible to

assign a weight or/and a priority which will be used by the engine rule in the framework.

The weight value is used to assign a score to each rule as a percentage. The rules and

weights are formally represented below:

P = w1 ×Rule1 + w2 ×Rule2 + ... + wn ×Rulen (6.2)

For instance, if the first rule is stipulated in 30% for location and 70% for interests a

user may be invited for a session even if it is not present in the same location.

The Context Interpretation Component enriches the users’ profiles in order to

improve matching accuracy. As previously stated, each user only shares the information

he thinks is appropriated. It becomes increasingly difficult to match users without

imposing restriction in the information shared by them with the platform. One solution

was to enrich the profiles with external services, similar to the process used to learn

distributional profiles from public web services (see Chapter 4).

In fact, the context enrichment developed for this project was the motivation to

explore public web sources as an alternative to build and maintain a large corpus of

data. The idea of using external services (without imposing a priori relations, specific

structure/representation or maintain custom databases) for context enrichment are

fundamental to develop bottom-up characterization models.

6.1.2 SAIM

The ideas of enhancing information were also explored in a project named SAIM

(Serviços Apoiados em Inteligencia do Meio/Services Supported by Environment Intel-

ligence) [Antunes, 2013]. This project explored the idea of inferring behaviour rules

from a smart environment and help to enforce them. The platform collects raw data

from sensors that are scattered through the environment, processes the data and infers

behaviour rules from it. These rules depend on the type of data collected and on the
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type of environment. The platform is able to detect what patterns are relevant and

how to enforce them through actuators. Figure 6.2 depicts SAIM’s architecture and

the information flow between the proposed services.

Figure 6.2: SAIM’s architecture and information flow between the proposed services.

The first two services (Context Storage and Context Inference, depicted in Figure 6.3)

decouple the platform from the environment. The Context Storage service uses an

unstructured storage system in order to accept any type of document, and therefore

is not limited to previously provisioned data types. The Context Inference service is

connected to the context storage service, receives raw data from the sensors inferring

the context information from it and creating a logical structured element. Combining

these two services allows the rest of the platform to perceive a uniform structure of

information regardless of the smart environment and underlying sensors.

Figure 6.3: SAIM’s context inference architecture.

The Rule Inference service is composed of two distinct components. The first

component, designated Rule Inference Component, receives the context information,
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inferred by the previous service (Context Inference service), and through several data

mining, statistics and machine learning techniques, detects relevant patterns and infers

behaviour rules that can be observed in the environment. The second component,

designated Reasoning System, receives the behaviour rules inferred by the rule inference

component and verifies for logic correction and usefulness. The logic correction is

automatically verified by the service while the usefulness of the rule may be verified by

a human user. This service offers a graphical user interface, through which a human

can decide what rules are useful or not. After some time (training period) the system

learns the users’ preferences, as a consequence manual corrections will be less frequent.

The rules that are considered correct and useful are sent to the decision service.

Based on the context of the environment and on the current set of rules, this service

performs several tasks, activating or de-activating actuators present in the environment.

This project benefited from the ideas of the EAV parser and data similarity/patterns.

Several machine learning algorithms were used to find patterns and correlation between

the data in order to generate a possible dataset. The work developed during the project

was the foundation to extend the d-dimension model with machine learning features.

6.2 Context Storage

Another important aspect of the context organizational model is the ability to build

context storage solutions that are agnostic to data representation. This type of storage

was explored in two projects named APOLLO and SCOT [Pires, 2012; Antunes, 2014c;

Antunes, 2016c; Antunes, 2017b].

The APOLLO platform combines the European Telecommunications Standards

Institute (ETSI) M2M low-level communication and management components, with a

higher-level data manipulation layer that follows a Service-Oriented Architecture (SOA).

It provides several services to analyse, process and manipulate sensor data, routing

data to multiple tenants, and advanced machine learning processes. Furthermore, it

gives users a Graphical User Interface (GUI) to design process workflows that can be

instantiated by the platform.

6.2.1 SCOT

The SCOT platform is a large evolution over APOLLO, aiming at the development

of a generic platform for integration of IoT/Internet of Services (IoS) scenarios. Like

its predecessor, it covers aspects related to network, device management, services and

applications overcoming the shortcomings of the previous platform, and presenting

novel data mining concepts. An important aspect is that this platform considered the

entire M2M ecosystem and its stakeholders.
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The platform assumes the existence of a Telecommunication provider infrastructure,

and their Operations Support System (OSS) is present and capable of being fully

integrated through standardised interfaces. Such integration is desirable as OSS provides

many of the desired functionalities and enables full integration of the platform into an

existing environment. SCOT aims to allow multiple tenants to deploy their services

with agility and reduced time to market, over a wide range of scenarios and using

different sensors.

The platform abides by ETSI M2M and can be divided into four major domains:

Sensor, Network, Service, and Data (depicted in Figure 6.4). These domains are closely

related with IoT/IoS, enabling the Telecommunication operator to act as the vital glue

holding both concepts together, and presenting an offer with added value to its clients.

Created by Rose Alice Design
from the Noun Project

Data Domain Service Domain

Network Domain

Device Domain

Management
Domain
(OSS)

Figure 6.4: Architecture of the SCoT platform.

The Sensor Domain (depicted in Figure 6.5) is composed of sensors, actuators,

and gateways that enable integration of physical environments into the management

platform. These devices can range from micro-controllers used in low power sensing

scenarios, to appliances, cell phones, and other devices with M2M capabilities.

Figure 6.5: Components of the Sensor Domain.
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This domain is responsible for enabling smart devices to communicate with the

remaining M2M network, abstracting the communication with sensors, and managing

the communication facilities at each M2M enabled site through its gateway, or directly

to each smart device. Particular scenarios may use different (non ETSI aligned) devices,

and we observe that support for these sensors is vital for current deployments as it

greatly reduces cost, complexity, and the required power budget. Effectively increasing

the adoption of M2M solutions. Still, in both approaches (smart vs dumb), sensed

values are reported to the upper layers following strict rules and using lightweight

protocols.

The Network Domain consists of the device and network management components,

hosted by a Telecommunication operator platform. Under the ETSI approach, this

reflects the Network Service Capability Layer (NSCL), which in this platform is in-

tegrated with the existing OSS. The main function of these components is to serve

as aggregation points for devices to connect and disseminate information. A relevant

aspect is that tenant information must be mapped from the higher layers into the

Network Domain. This effectively enables the NSCL to enforce unified access control

and accounting, as well as auditing and extended debugging, due to the integration

with the Telecommunication operator OSS (see Figure 6.6).

Figure 6.6: Components of the Network Domain.

At the Service Domain there is little notion of the device characteristics, and only

data objects are exchanged between service endpoints. The components in this domain

connect to the Telecommunication operator OSS and to the NSCL component of the

Network Domain, and exchange service information in order to compose a rich SOA

environment. SOA allows components to be modelled as independent services, creating

a loosely-coupled environment. The platform allows multiple tenants to make use of

the M2M platform while keeping low latency and tenant isolation. Figure 6.7 depicts

the general architecture of the Service Domain and its most relevant components.
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Figure 6.7: Components of the Service Domain.

This domain is based on the concept of a Highly Scalable Service BUS (HSSB). An

internal component of the bus acts as a Network Application and registers the currently

active topics with the NSCL. Therefore, all information relevant for services and users

that reaches the NSCL is injected into the service bus as documents.

In M2M scenarios, a data source is an entity that produces a possibly infinite stream

of multi-dimensional, potentially correlated, data. Generalizing the storing process is

relatively easy: several databases can store binary blobs or textual fields. The main

challenge is classifying data in a way that provides discriminative retrieval, and cross

stream context enrichment, and does not force a specific representation at storage time.

To overcome these issues we developed a context storage solution [Antunes, 2014a;

Antunes, 2014b; Antunes, 2016b] optimized for M2M scenarios, that is agnostic to

the representation scheme and provides advanced search capabilities. Our solution

combines a NoSQL database with an information retrieval system, specially optimized

for sensor data, exploiting the flexibility of dynamic context definition through bottom-

up characterization.

The main contribution to this projects was the context storage solution based on

the context organization model (see Chapter 3). In fact, the second iteration of the

context organization model (see Section 3.7) was developed alongside the Data Domain.

The SCOT platform was instantiated into multiple scenarios for evaluation purposes.

The requirements of each scenario help to develop the context organization model.

6.2.2 SCOT Use Cases

As previously stated, the SCOT platform was instantiated into multiple scenarios.

The most relevant for this discussion was road condition assessment through pothole

detection, recurring to crowd-sourcing, massive data collection, using off-the-shelf mobile

devices and machine learning techniques. An Android App was created and made

available to citizens who would place their monitoring phones in the dashboard of their

cars.
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Each mobile phone monitored the location, speed, and 3 axis acceleration with a

frequency of 15Hz. The system assessed the road surface condition of several vehicles

(use case similar to [Eriksson, 2008]). Sensors reported information every 5 hours

using their 3G connection, or immediately if a Wi-Fi connection was available. Data

flowed to an intermediate gateway and then was dispatched to the components at the

network layer. Finally, information was stored in several databases for the purpose of

benchmarking, analysis and context enrichment.

The documents generated by the vehicles were filtered in order to detect high peaks

in the Z (vertical) axis. After the filtering, the high peaks events are clustered based on

geographical. Finally, a voting system was used to select the cluster that represented

potholes with higher probability. The model is depicted in Figure 6.8. A validation

dataset (composed of 216 potholes around University of Aveiro) was collected and used

to train our model using a genetic algorithm for parameter selection.

Figure 6.8: Block model of the road assessment model and learning scheme.

Our model is based on a set of filters, similar to [Eriksson, 2008]:

Z-filter: filters out events with z peaks smaller than a given threshold. The main

indication of a pothole or bump in the road pavement.

Y/Z-filter: filters out events with a ration Y/Z peak smaller than a given threshold.

Filter out speed bumps that span across the lane.

Speed/Z-filter: filters out events with a ration Speed/Z peak smaller than a given

threshold. Filters out accelerations around higher speeds.

A genetic optimization algorithm was used to select the optimal threshold values

(see [Antunes, 2016c]). The details of the genetic algorithm can be found in Table 6.1.
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Table 6.1: Main parameters of the genetic optimization

Parameter Value

Population Size 250
Number of iterations 1000
Mutation Probability 20%
Tournament Size 3

After the filtering process, the pothole candidates are grouped together with a

clustering algorithm. A fast greedy algorithm was developed for two main reasons.

First, processing speed was an important requirement for the scenario. Second, it

is difficult to estimate the correct number of clusters, in this context the number of

clusters is equal to the number of potholes. Instead, the average precision of the Global

Positioning System (GPS) is known and can be used to estimate the maximum radius

of a cluster. The final result may be a local optimum only, but it is more than enough

to implement a voting system. The algorithm uses KD-Trees to find the closest pair of

points and merge them together while the cluster maintains an inter-cluster distance

smaller than a certain threshold (in this case was the average precision of the GPS).

Algorithm 8 describes in detail the inner-workings of the method. A KD-Tree was

used to speed up the process of finding the closest pairs. A naive approach uses O(n2)

operations to compute the distances and O(n2) to filter out the closest pairs, which

ends up as O(n2). On the other hand, a KD-Tree uses O(n log n) operations to build a

tree, and another O(n log n) to find the closest pairs of all the points this ends with a

complexity of O(n log n), which is significantly better than O(n2).

The method achieved 82% accuracy in determining potholes, under realistic con-

ditions. There was no control over the vehicle, driving style, vehicle condition, or

cell phone location. The platform processed tens of million reports per month, which

enabled us to build a detailed map covering the entire Aveiro municipal region, and

even part of the centre region of Portugal.

Adding more dimensions to the organization model (see Section 3.7) was a conse-

quence of this scenario. As the amount of information grew, it became increasingly

important to filter the database and extract only the relevant parts of the data stream.

Especially important for pothole detection since the platform has to deal with time and

geographic properties at the same time.
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Algorithm 8 Fast Greedy Clustering Algorithm

1: function Clustering(points)
2: kdTree← KDTree.init(points, radius)
3: pairs← {}
4: for each p ∈ points do
5: neighbours← kdTree.near(p, radius)
6: pairs← pairs + neighbours
7: end for
8: clusters← {}
9: for each p ∈ pairs do

10: c← findClosestCluster(clusters, p)
11: if maxRadius(c + p) < radius then
12: c← c + p
13: end if
14: end for
15: return clusters
16: end function

6.3 Semantic Similarity

The semantic features developed in this work were used in two different cases: i) a

project named TVPulse [Afonso, 2015a; Afonso, 2015b], and ii) and collaboration with

a fellow researcher about Contextual IoT Service Discovery [Quevedo, 2016].

6.3.1 TVPulse

Sharing live experiences in social networks is a growing trend. That includes posting

comments and sentiments about TV programs. Automatic detection of messages with

contents related to TV opens new opportunities for the industry of entertainment

information.

TVPulse [Afonso, 2015a; Afonso, 2015b] is a system that detects TV highlights in

one of the most important social networks - Twitter. Combining Twitter’s messages and

information from an Electronic Program Guide (EPG) enriched with external metadata

the system is able to match tweets with TV programs with an accuracy of 80%.

The main goal of the project is to detect relevant events on TV programs with impact

in Twitter. This is achieved by counting the number of matched tweets per minute,

and compute the second derivative of that frequency (f(mi+1) − 2f(mi) + f(mi−1)).

The following two measures are used to decide whether on that minute there occurs a

relevant event or not:

Event(mi) =























True, f
′′

(mi) ≤ f ′′(m)− σf
′′ (m)

∧f(mi) > 5

False, otherwise

(6.3)
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where f(mi) is the number of matched tweets for the minute mi and f ′′(mi) the value

of its second derivative. f ′′(m) is the average for all the minutes of the program and

σf
′′ (m) the standard deviation.

In order to match tweets with TV programs, semantic features were used. Each

tweet is processed using a text processing pipeline. The text is converted from upper

cases to lower cases, removal of accents, punctuation, numbers, stop words and swear

words, and a stemming transformation based on the Removedor de Sufixos da Lingua

Portuguesa (RSLP) algorithm [Orengo, 2001]. Stemming allows the homogenization

of words from the same family. Each processed tweet is tokenized into a Bag of

Words (BOW).

Portuguese distributional profiles are being extracted continually from each tweet.

Terms frequencies and number of co-occurrences are stored. From these statistics, it is

possible to build semantic features based on terms distributional profiles. To measure

the distance of two words we use the cosine distance [Mohammad, 2006]

Cos(w1, w2) =

∑

w∈C(w1)∪C(w2)

(P (w|w1)× P (w|w2))

√

∑

w∈C(w1)

P (w|w1)
2 ×

√

∑

w∈C(w2)

P (w|w2)
2

(6.4)

where C(wi) is the set of words that co-occur with word wi. The conditional

probabilities are the relative frequencies on the word profile. Considering the high-

dimensionality of the co-occurrence matrix, its reduction speeds up the process and

may improved the accuracy, too. The reduction method used was based on the power

law [Clauset, 2009]. The addition of semantic features improve the recall and the overall

f-measure of the system.

In this project, the semantic features developed for context organization were used

to match twitter messages with programs’ EPG. There were no significant changes to

the semantic model itself. Apart from the pre-processing pipeline which was optimized

for Portuguese text, instead of English. The project had positive results, implying that

the semantic model is robust and can be used for other languages.

6.3.2 Contextual IoT and Service Discovery

As discussed at the beginning, the coupling of networking communication capabilities

over devices with disparate characteristics and capabilities (e.g., sensors, actuators) has

prompted different actors (ranging from academia to service providers, manufacturers

and operators) into the provisioning of solutions towards an IoT. These environments

are able to remotely exploit the sensing and actuating capabilities of such devices and

convey it into communicating and processing platforms, empowering different kinds of

“smart” scenarios [Miorandi, 2012]. The stringent new requirements placed over the
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underlying networking fabric to support this connectivity explosion have prompted the

need for ground-breaking ideas and solutions, able not only to support these challenges

but also to confer the capability and flexibility to better face future challenges and

requirements.

Information-Centric Networking (ICN) [Ahlgren, 2012; Xylomenos, 2014] is an

emerging networking paradigm that has the content at the centre of the networking

functions, shifting from the current host-centric approach of the Internet. Moreover,

unlike the current underlying architecture of the Internet, this new approach intrinsically

couples its networking procedures with important supportive mechanisms, such as

security, mobility support and efficient caching. These capabilities, along with the

possibility of expanding its range of scenario applications at the design stage [Amadeo,

2016], have naturally brought the ICN and IoT concepts closer [Quevedo, 2014], allowing

the pursuit of ICN as a IoT-capable platform, while exposing it to new scenarios and

contributing to its development. Moreover, beyond just allowing the pursuit of ICN as

an IoT-capable platform, the exposition of its mechanisms to new scenarios not only

contributes to its own development but can actually provide new solutions for issues

that plague current Internet mechanisms.

In IoT, different devices/manufacturers specify their own structure for sharing

information leading to information silos [Antunes, 2014a]. Moreover, efficient device

and service discovery has proven to be a complex and dynamic aspect of IoT sce-

narios [Cirani, 2014]. Therefore, in order to make information useful and to ensure

interoperability among different applications, it is necessary to provide data with ad-

equate and standardized formats, models and semantic description of their content

(metadata), using well-defined languages and formats [Miorandi, 2012]. In this regard,

techniques for evaluating semantic similarity appear as a promising research area. The

goal behinds its application is to enable the adoption of the IoT on a wide scale by

allowing the proper identification of information with similar context, regardless of the

vocabulary used therein [Antunes, 2015; Antunes, 2016a].

Therefore, the aim of this work is to contribute to the deployment and usability

of ICN protocols by extending existing solutions with semantic discovery capabilities.

We integrated an unsupervised semantic similarity solution with an ICN-based dis-

covery mechanism developed on top of Named Data Networking (NDN)[Zhang, 2014]

architecture.

The solution considers, as depicted in Figure 6.9, four basic entities i.e., Clients,

Service Providers, Discovery Brokers and Semantic Matching Engines, which interact

with each other through the use of well-defined interfaces.

The principal functions of the entities may be described as follows:

1. Client: An entity interested in a certain information (e.g., actuators, end-user
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Figure 6.9: Solution overview: entities and interfaces.

terminals). It communicates, using the NDN protocol, with the Discovery Broker

through the interface Ic and with the Service Providers through the interface Ir.

Clients support two operations: (i) Service Discovery: The client issues a request

to the Discovery Broker to find out the available services which are providing

content suitable to its needs; (ii) Content Retrieval: The client issues a content

request to a given Service Provider, which in turn provides it with the desired

piece of content.

2. Service Provider: An entity providing one or more services (e.g., sensors, actuators).

It communicates, using the NDN protocol, with the Discovery Broker through

the interface Is and with the interested Clients through the interface Ir. Service

Providers, support two operations: (i) Service (Un)Registering: Sends a request

to the Discovery Broker in order to add/remove its services to/from the list of

services it announces to potential clients; (ii) Content Providing: Listens/Satisfies

interests from potential clients and provides them with the corresponding content.

3. Discovery Broker: The entity responsible for holding the information about the

available services and for matching incoming queries against the available services

(by interacting with the Semantic Matching Engine (SME)). It communicates,

using the NDN protocol, with the interested Clients through the interface Ic

and with the Service Providers through the interface Is. It also communicates

with the SME over an available transport protocol (e.g., User Datagram Protocol

(UDP), Transmission Control Protocol (TCP), ICN) through the interface Im.

In this work, the SME is considered to be an external entity with respect to the

Discovery Broker, able to be interfaced by appropriate mechanisms. This allows,

for example, the possibility of accommodating different kinds of semantic engines

simultaneously. Nonetheless, the framework is flexible enough to consider the SME

as an intrinsic part of the Discovery Broker if such an approach simplifies or favours

the deployment of the solution (e.g., by using transport over UNIX_SOCKET).

The functions of the Discovery Broker include: (i) Service (Un)Registering: Listens
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for requests from potential Service Providers, and accordingly adds/removes

services to/from the local table of available services and forwards part of the

received information to the SME in order to keep updated the services database

located at the matching engine; (ii) Service Matching: Listen for discovery queries

from clients, forwards them to the Semantic Matching Engine and based on its

response, answers to the client with a list of the matching services.

4. Semantic Matching Engine: The entity responsible for performing the actual

matching of queries and services, it keeps track of the registered services, and

matches the incoming queries with the available services. It communicates, using

over an available transport protocol, with the Discovery Broker through the

interface Im. It has two main functions: (i) Service (Un)Registering: Listens

for requests coming from the Discovery Broker and accordingly adds/removes

services form its local table and give the relevant feedback to the broker; (ii)

Service Matching: Listens for queries coming from the Discovery Broker, runs the

different matching algorithms and replies with a list of the relevant services. It

implements the semantic model described in [Antunes, 2015].

In this collaboration, the semantic features were again used with no significant

changes. The result of the semantic similarity was used by another component (Semantic

Matching Engine) to select the most relevant services. Results show that although

further improvements are required, the use of a semantic matcher as part of the service

discovery solution increases its flexibility allowing the correct matching of queries and

services where none of the words is an exact match but synonyms instead.

6.4 Conclusion

This chapter presents the application of the work developed during this thesis. The

organizational model proposed in this work was used partially in multiple projects and

collaborations. Each one of them had specific requirements that helped to develop and

improve the proposed model.

All the projects had positive results, hinting at the validity of the proposed orga-

nization model. Projects such as SOCIETIES and SAIM required methods to enrich

context information with external sources. Fundamental ideas for the organization

model, that has to deal with context information without relying on a priori relations

(bottom-up characterization).

Representation agnostic solutions were a requirement of IoT projects, namely

APOLO and SCOT. An IoT scenario is naturally heterogeneous, as such it becomes

increasingly difficult to store and retrieve relevant data. These requirements lead to

the development of a d-dimension model, and the ability to filter data based on static

dimensions.
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Finally, the semantic features developed for context organization were used in two

different projects: TVPulse and contextual IoT and service discovery. The proposed

features were used in these projects without any significant changes. The positive

results in both projects show the potential of the developed work.

112



CHAPTER 7
Conclusion

As the last chapter of the thesis, concludes, and gives a summary of the work done and

the objectives that were accomplished. Furthermore, it presents future directions and

possible improvements of the present work.
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7.1 Summary

The number of IoT devices is increasing at a steady step. Each one of them generates

massive amounts of diverse data. As a new, relatively untapped source of insight,

this data can reveal important relations/patterns that were previously difficult or

impossible to determine. However, each device/manufacture shares context information

with a different structure, hindering interoperability in IoT and M2M scenarios. As

the number of sensors increase, it becomes increasingly difficult to store, process and

analyse unstructured context information. Conventional IoT/M2M platforms rely

only on a priori relations, however, the tools and techniques that have proved so

successful in transforming structured data into business intelligence and actionable

information simply do not work when it comes to unstructured data [Blumberg, 2003].

Extracting knowledge from unstructured data has been an active research area [Rao,

2003; Michelson, 2008], but the majority of these techniques were developed to find

structure in a large corpus of documents, emails or web pages. Also, the characterization

of IoT/M2M data sources can vary along the time and location (most of the data sources

are mobile).

Within this thesis, a novel context organization model was proposed alongside

with: basic context storage requirements, search and filter capabilities and organization

time constraints. The model was devised to be generic, but it was grounded in real

IoT/M2M scenarios to have concrete scenarios to test and evaluate ideas. Nevertheless,

the multiple IoT/M2M scenarios discussed in Chapter 6 are adequate representatives

of common unstructured context-aware scenarios.

7.2 Objectives

Common definitions of context information [Abowd, 1999; Winograd, 2001; Dey, 2001]

do not provide any insight about its representation or underlying relations. Multiple

context representations have been proposed, but none has become widely accepted by

the academia or industry. As stated in Section 1.3, the main objective of this work is to

develop a context organization model capable of dealing with the diversity of context

representation. Another important aspect of this work is to understand the limits of

knowledge extraction and context organization without relying on a priori relations.

The work began by defining the minimal requirements for context organization, the

importance of search and filter properties and the time constraints associated with

context information. After that, two data characterization approaches were analysed:

top-down and bottom-up data characterization. Top-down is the ideal solution for

small-scale scenarios with stable entities and formal categories (a priori relations defined

by a user). Bottom-up is ideal for large scenarios, without formal categories and where
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the number of entities is unrestricted. The proposed context organization model is based

on a bottom-up approach due to the definition of context information (see Definition 2.1)

and the nature of IoT/M2M scenarios. The organization model (see Chapter 3) can

be divided into two different parts: a structured part (imposed by the model itself)

composed by the source data identification and manual select dimension for filtering

purposes, and an unstructured part compose by an IRS and some ML features that are

used to identify and organize data based on similarity.

During this, two ML features were developed: semantic (see Chapter 4) and stream

features (see Chapter 5). The proposed semantic features were specially designed

for IoT/M2M scenarios alongside an unsupervised learning method that only relies

on web services. The unsupervised learning solution proposed, allows the model to

learn distributional profiles extracted from web services (specifically search engines).

Furthermore, the original concept of distributional profiles was expanded to support

multiple senses of a word, that are identified through clustering methods. The solution

was evaluated against Miller-Charles dataset [Miller, 1991] and an IoT semantic dataset,

achieving a good result.

The proposed stream features allow the organization model to estimate the similarity

between two streams of data. With the objective of propagating labels from semantically

rich to semantically poor, but similar, data sources. In other words, data sources lacking

in vocabulary (using simple “t” for temperature), or mislabelling data can be correctly

organized (with some restrictions). It is worthwhile to mention that although there

are several academic works based on stream prediction and mining, none of them was

specially designed for stream similarity and stream characterization.

Moreover, the stream model can be used to generate streams which can be useful in

many situations. For instance, IoT/M2M platforms use machine learning algorithms to

improve and optimize several processes. The ability to generate large synthetic datasets

and used them to evaluate the platforms for a long time in a controlled environment is

extremely important.

It is worth mentioning that the proposed stream feature is more limited than the

semantic feature. Semantic features can be used whenever textual information is present.

In contrast, stream features can only be used when it is possible to extract a data

stream from the context information. In the IoT/M2M, scenarios most of the context

information can be modelled into a data stream, as such this issue is not significant.

Finally, it is important to mention that all the parts of this work were evaluated

with positive results and published in respectable scientific conferences and journals.
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7.3 Future Work

Although the work was evaluated with positive results, there are some possible im-

provements and future directions. Regarding the context organization model, other ML

features could be used to improve context organization, an ensemble of ML features

could also be useful [Bauer, 1999; Domingos, 2012]. Reinforcement learning could

also be used to improve the model organization based on user knowledge (relevance

feedback [Salton, 1990]). Finally, the underlying databases and IRS have a major

impact on the model performance. As such future research can also focus on improving

and optimizing the prototype.

The semantic features proposed in this thesis were applied to several other projects,

showing their potential. Nevertheless, there is still room for improvement, for example

hypernyms can be used to learn dimensions that represent more abstract concepts.

Non-negative matrix factorization [Lee, 2001a] can also be used to discover latent

semantic information in distributional profiles and increase accuracy. Furthermore,

a recursive method can be used to evaluate distributional profiles, each dimension is

evaluated using semantic distances instead of string matching.

Finally, there is room to further improve the proposed stream characterization model.

Especially to cope with the variability associated with IoT/M2M scenarios. Due to

time constraints, this part of the work did not receive the same amount of effort as

the other parts. Important parts that need some attention are: estimating ∆x and ∆y

automatically, and improve the similarity metric in order to be robust against different

grid sizes. Other relevant questions which are yet to be answered include: Is scale

(along the y axis) important? If yes, in which cases and how to work with it? How to

cope with time and location differences across the different sensors?
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APPENDIX A
Miller-Charles Semantic Dataset
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Table A.1: Miller-Charles Semantic Dataset

TermA TermB Similarity
car automobile 3.92
gem jewel 3.84
journey voyage 3.84
boy lad 3.76
coast shore 3.70
asylum madhouse 3.61
magician wizard 3.50
midday noon 3.42
furnace stove 3.11
food fruit 3.08
bird cock 3.05
bird crane 2.97
tool implement 2.95
brother monk 2.82
lad brother 1.66
crane implement 1.68
journey car 1.16
monk oracle 1.10
cemetery woodland 0.95
food rooster 0.89
coast hill 0.87
forest graveyard 0.84
shore woodland 0.63
monk slave 0.55
coast forest 0.42
lad wizard 0.42
chord smile 0.13
glass magician 0.11
rooster voyage 0.08
noon string 0.008
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APPENDIX B
IoT Semantic Dataset
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Table B.1: IoT Semantic Dataset

TermA TermB Similarity
weather meteo 3.94
battery energy 3.69
humidity moisture 3.49
power energy 3.45
solar light 3.38
nodemcu wemos 3.35
battery power 3.31
humidity rain 3
arduino wemos 2.9
arduino raspberry 2.75
raspberry nodemcu 2.5
temperature humidity 2.4
sensor nodemcu 2.4
raspberry sensor 2.2
greenhouse temperature 1.75
greenhouse humidity 1.55
temperature light 1.5
pressure rain 1.38
greenhouse soil 1.13
arduino power 1
sensor weather 0.81
weather soil 0.81
water power 0.63
battery raspberry 0.56
temperature water 0.5
battery temperature 0.44
solar soil 0.38
pressure soil 0.06
nodemcu moisture 0.05
rain wemos 0.03
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APPENDIX C
Home Automation Dataset

(Sample)
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Table C.1: Home Automation Dataset (Sample)

Date Time Epoch Moteid Temperature Humidity Light Voltage
2004-03-31 03:38:15.757551 2 1 122.153 -3.91901 11.04 2.03397
2004-02-28 00:59:16.02785 3 1 19.9884 37.0933 45.08 2.69964
2004-02-28 01:03:16.33393 11 1 19.3024 38.4629 45.08 2.68742
2004-02-28 01:06:16.013453 17 1 19.1652 38.8039 45.08 2.68742
2004-02-28 01:06:46.778088 18 1 19.175 38.8379 45.08 2.69964
2004-02-28 01:08:45.992524 22 1 19.1456 38.9401 45.08 2.68742
2004-02-28 01:09:22.323858 23 1 19.1652 38.872 45.08 2.68742
2004-02-28 01:09:46.109598 24 1 19.1652 38.8039 45.08 2.68742
2004-02-28 01:10:16.6789 25 1 19.1456 38.8379 45.08 2.69964
2004-02-28 01:10:46.250524 26 1 19.1456 38.872 45.08 2.68742
2004-02-28 01:11:46.941288 28 1 19.1456 38.9401 45.08 2.69964
2004-02-28 01:12:46.251377 30 1 19.1358 38.9061 45.08 2.68742
2004-02-28 01:14:16.63127 33 1 19.1162 38.8039 45.08 2.69964
2004-02-28 01:14:46.569352 34 1 19.1162 38.872 45.08 2.69964
2004-02-28 01:15:16.649556 35 1 19.1064 39.0082 45.08 2.69964
2004-02-28 01:16:16.343708 37 1 19.1064 38.872 43.24 2.69964
2004-02-28 01:16:46.508622 38 1 19.0966 38.8039 43.24 2.69964
2004-02-28 01:17:46.427446 40 1 19.0966 38.7357 43.24 2.69964
2004-02-28 01:18:16.468248 41 1 19.0868 38.8039 43.24 2.69964
2004-02-28 01:20:16.10774 45 1 19.0672 38.9061 43.24 2.68742
2004-02-28 01:20:46.033312 46 1 19.0672 38.872 43.24 2.69964
2004-02-28 01:21:16.648189 47 1 19.0672 38.9061 43.24 2.69964
2004-02-28 01:22:16.02639 49 1 19.0868 39.0082 43.24 2.69964
2004-02-28 01:23:16.899912 51 1 19.0182 38.7357 43.24 2.68742
2004-02-28 01:23:46.545863 52 1 19.0182 38.7357 43.24 2.69964
2004-02-28 01:24:16.176842 53 1 19.0084 38.8039 43.24 2.69964
2004-02-28 01:26:16.656972 57 1 19.0084 38.9401 43.24 2.68742
2004-02-28 01:26:46.463293 58 1 19.0084 38.9401 43.24 2.69964
2004-02-28 01:28:46.483577 62 1 18.9986 38.9742 43.24 2.68742
2004-02-28 01:29:46.102532 64 1 19.0084 38.9742 43.24 2.69964
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