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## Preface

## Abstract

The interaction of light and matter is central in some of the most fundamental processes in nature. The theoretical description of these processes is essential for numerous applications in all fields of science. To gain an understanding of light-induced reactions at a microscopic scale, it is necessary to study quantum mechanical phenomena, for which quantum chemical methods are required.

Quantum chemical methods offer access to excitation energies, potential energy surfaces and excited-state properties, which are key for the description of photo-chemical reactions. A variety of well-established quantum chemical methods is available, but however, many of these methods have limited applicability due to their exceedingly large computational demands. In general a numerically exact description is only possible for molecules with few atoms. Yet, biologically or technically relevant systems comprise hundreds or thousands of atoms. Examples are protein-chromophore complexes, which take part in photosynthesis or the reception of light in the eyes of humans and animals.

An important part in the field of quantum chemistry is the development of suitable methods, which offer both, a sufficiently accurate description of the involved physical effects, and feasible computational requirements. Of the available methods, which fulfill the above-stated requirements, many suffer from severe drawbacks.

The central information obtained from quantum chemical calculations is the energy of electronic states. However, for many interesting questions, further properties of the electronic states are required. Hence, an important part of the development of quantum chemical methods is the derivation and implementation of methodologies for the description of excited state properties. A key property is the gradient of the energy. It is required to efficiently explore potential energy surfaces and for the theoretical modeling of experimental findings. Other important quantities are absorption cross-sections, which correspond to absorption coefficients in spectroscopical experiments.

In this thesis, the so-called algebraic diagrammatic construction (ADC) scheme for the polarization propagator is considered for the description of electronically excited states. It is a quantum chemical method, which has gained more attention over the last decade. It could be shown that ADC offers for many relevant systems a well-balanced mix of both accuracy and computational demand. In particular, in this thesis the derivation and implementation of excited state energy gradients is presented. Furthermore an approach to obtain optical properties using the so-called intermediate state representation (ISR) is discussed. The ISR/ADC approach for the computation of two-photon absorption cross-sections and its implementation are presented.

Both implementations are numerically tested and applied to two model sys-
tems, all-trans-octatetraene and trans-bithiophene. The results for trans-bithiophene are very promising, however, in the case of all-trans-octatetraene limitations for the description of the excited state geometry by the presented derivative approach are encountered.

## Zusammenfassung

Die Wechselwirkung von Licht und Materie spielt eine zentrale Rolle in einigen der grundlegendsten Prozesse in der Natur. Die theoretische Beschreibung dieser Prozesse ist elementar für zahlreiche Anwendungen in allen Bereichen der Naturwissenschaften. Um lichtinduzierte Reaktionen auf mikroskopischer Ebene zu verstehen, ist die Beschreibung quantenmechanischer Phänomene notwendig. Für die Untersuchung dieser Phänomene werden quantenchemische Rechenmethoden benutzt.

Quantenchemische Rechenmethoden liefern die benötigten Informationen zur Beschreibung von photochemischen Reaktionen wie Anregungsenergien, Potentialhyperfächen und Eigenschaften angeregter Zustände. Eine Vielzahl von quantenchemischen Rechenmethoden ist verfügbar. Allerdings ist die Anwendung eines Großteils dieser Methoden aufgrund ihres enormen Rechenaufwandes stark eingeschränkt. Generell ist die Berechnung numerisch exakter Eigenschaften nur für Moleküle mit sehr wenigen Atomen möglich, wohingegen biologische Systeme oder Komplexe mit Relevanz für technische Anwendungen oft hunderte oder tausende Atome enthalten. Ein Beispiel dafür sind Proteine, die bei der Photosynthese oder dem Sehvorgang im Auge von Menschen und Tieren beteiligt sind.

Ein wichtiger Teil der Quantenchemie befasst sich mit der Entwicklung von Rechenmethoden, die zum einen anwendbar bei relevanten Systemen sind und zum anderen eine ausreichende Genauigkeit in der Beschreibung der beteiligten physikalischen Effekte liefern. Von den existierenden Methoden, die der oben genannten Beschreibung entsprechen, haben viele teils schwerwiegende Nachteile.

Die zentrale Größe, die quantenchemische Rechenmethoden liefern, ist die Energie von elektronischen Zuständen. Darüber hinaus sind jedoch weitere Eigenschaften der elektronischen Zustände wichtig für zahlreiche Fragestellungen und die Berechnung dieser Eigenschaften stellt eine wichtige Herausforderung dar. Dazu müssen methodische Ansätze entwickelt und in Computerprogrammen implementiert werden. Eine wichtige Eigenschaft sind Ableitungen der Energie elektronischer Zustände. Ableitungen werden benötigt, um stationäre Punkte in Potentialhyperflächen zu lokalisieren und experimentelle Spektren zu simulieren. Weitere wichtige Eigenschaften um spektroskopische Experimente zu beschreiben sind Absorptionswahrscheinlichkeiten.

In dieser Arbeit wird das sogenannte algebraisch-diagrammatische Konstruktionsverfahren (ADC) für den Polarisations-Propagator für die Beschreibung von elektronisch angeregten Zuständen benutzt. ADC ist eine quantenchemische Rechenmethode, die in den letzten Jahren mehr Beachtung gefunden hat. Es konnte gezeigt werden, dass ADC eine ausgewogene Mischung aus Genauigkeit und Rechenaufwand für viele relevante Systeme darstellt.

Im Detail werden in dieser Arbeit die Herleitung und die Implementierung von

Ausdrücken für die Ableitung der Energie von angeregten Zustandständen vorgestellt. Zusätzlich wird ein theoretisches Verfahren zur Beschreibung von optischen Eigenschaften über die sogenannte Darstellung in intermediären Zuständen (ISR) dargestellt. Der ADC/ISR-Ansatz wird für die Berechnung von Zweiphotonenquerschnitten angewendet und die Implementierung der hergelteiteten Ausdrücke wird beschrieben.

Mit den entwickelten Programmen werden numerische Testrechnungen durchgeführt und die Anwendbarkeit beider Programmentwicklungen wird am Beispiel von zwei Modellsystemen demonstriert. Als ein Modellsystem wird das Bithiophenmolekül gewählt und die erhaltenen Ergebnisse stimmen mit experimentellen Befunden überein. Im Fall des zweiten Modellsystems, trans-Oktatetraen, werden Schwierigkeiten bei der korrekten Beschreibung der angeregten Zustandsgeometrie durch die neuimplementierten Ableitungen festgestellt.

## Chapter 1

## Introduction

The theoretical investigation of electronically excited states of molecular systems is necessary to study the interaction of light and matter at a microscopic scale and is one of the major challenges for contemporary quantum chemistry. Processes following light absorption are studied or utilised in all areas of science, i.e. physics, chemistry, biology, medicine and material sciences and it is difficult to overstate the importance of light-induced phenomena and their consequences for all areas of life. Certainly, the most important example is photosynthesis. The photoinitiated conversion of water and carbon dioxide to oxygen and carbohydrates performed by plants, algae and bacteria [1] forms the basis for almost all life on earth. Another important biological example is vision of humans and animals involving a structural change in the rhodopsin protein caused by the enclosed retinal pigment molecule undergoing an isomerisation reaction [2]. Similar lightcontrolled activation or release reactions of drugs have medical applications or facilitate in vivo studies [3]. Technical examples with extremely high relevance are the conversion of solar energy in photovoltaic cells and the reverse process of converting electric energy into light in light-emitting diodes. Especially the design and development of efficient low-cost solar cells is a goal with strong societal repercussions (4, 5).

Photo-initiated processes are triggered by the initial absorption of light by a molecular system, promoting the system to an electronic excited state. The excitation is followed by a variety of possible scenarios depending on the properties of the system. These possibilities include chemical reactions, electron emission, emission of a photon, and the dissipation of the excess energy into heat. To describe
and predict the evolution of the excited molecular system, the detailed knowledge of the involved electronically excited states and their properties is crucial [6].

Experimentally, excited-state properties can be studied using absorption and emission spectroscopy. Some features like excitation and fluorescence energies of optically-allowed states can easily be accessed with simple steady-state spectroscopy. Obtaining signals of so-called dark states or the investigation of the excited-state dynamics require more elaborate experiments. Today, a large selection of highly sophisticated spectroscopic methods is available. For example ultra-fast transient absorption spectroscopy can be used to study light-induced chemical reactions on a femtosecond timescale [7]. However, the resulting spectra are often complex and difficult to interpret, since the signals of many different effects can interfere with each other. Naturally, the complexity of the spectra increases for the study of bigger and more complex systems and in many cases models based on accompanying quantum chemical calculations are inevitable for the interpretation of the experimental findings.

The development of a theoretical model of the excited-state dynamics of photoinitiated processes, requires the calculation of the energies of the involved electronic excited states with quantum chemical methods. However, numerically exact computations are strongly limited to exceedingly small systems with few atoms. Still, systems of interest usually comprise of hundreds or even more atoms. Different strategies are pursued to enable accurate computations of larger systems. One scheme is to split the system into a quantum chemically treated subsystem, for example the pigment molecule in a protein, and include the remaining system through a computationally cheaper model, i.e., classical mechanics. Nevertheless, such schemes may require the quantum chemical treatment of up to 200 atoms, which is still too large for many highly accurate methods. For the electronic ground state such calculations have become standard using density-functional theory (DFT), while the development of applicable computational methods with sufficient accuracy for the description of electronically excited states remains an important challenge.

Nowadays, several quantum chemical methods exist which facilitate the calculation of excited states and their properties. Yet, most of them cannot be applied to large molecular systems, since they are exceedingly computationally demanding.

The remaining methods are [6, 8]: semi-empirical approaches [9-11, configuration interaction singles (CIS) [12, 13], time-dependent Hartree-Fock (TD-HF) [14, complete active space self-consistent field (CASSCF) [15, 16] and time-dependent density functional theory (TDDFT) [17, 18]. All of them can be applied to systems of at least several hundred atoms. However, the application of these methods is limited due to severe drawbacks, such as large errors in excitation energies, incorrect description of the excited states, or the requirement of a priori knowledge about the excited states of the systems. Especially the lack of predictability demands extensive testing of the computed excited states against experimental data or more reliable quantum chemical methods to allow for thorough interpretation of the results. More accurate methods can be employed for small or mediumsized molecules and are often used for benchmark calculations on model systems with reduced size. Such methods can compute excitation energies with errors of less than 0.4 eV and can be applied to molecules up to hundred atoms. Coupled cluster (CC) 19 methods are among those respective methods and another approach, which has been given more attention over the last decade is the algebraic diagrammatic construction (ADC) scheme for the polarization propagator [20].

All quantum chemical methods constitute approximations of the molecular Schrödinger equation and most of them only treat its electronic part. The solution of the electronic Schrödinger equation in these approximative schemes yields energies of electronic states and gives access to the electronic wavefunction. The difference in energy between electronic states corresponds to the absorption or emission wavelength in spectroscopic measurements. In addition, the simulation of optical spectra requires, depending on the experiment, different properties which are obtained through different methodologies. For example the oscillator strength corresponds to the extinction coefficient in absorption spectra and multiphoton cross-sections are required for the simulation of laser-driven non-linear spectroscopy. Different techniques to obtain these properties are required for different quantum chemical models and their derivation and implementation is an important part of the development of new methods.

Another key property for the description of various optical phenomena and the understanding of chemical reactions is the gradient of the electronic energy and its efficient evaluation using analytical derivative expressions is an important trait for
quantum chemical methods. Since the early work of Pulay [21] analytical energy derivatives have become a standard tool in quantum chemistry. As Pulay wrote in a recent review article [22]: 'Analytical calculation of energy derivatives with respect to nuclear coordinates revolutionized applied molecular quantum mechanics by allowing the routine calculation of molecular structures and related properties.'

Energy derivatives are employed in almost all in silico quantum chemical studies. A prominent example is the use of derivatives with respect to nuclear coordinates to explore potential energy surfaces (PES) of molecular systems, which are essentiell for the description of dynamical effects. For many properties of molecular systems only the stationary points of PES are relevant, which can be obtained with energy gradients through optimization. For example, the minima in the PES of the lowest electronic state represent equilibrium structures of molecules, which are required to access thermodynamical properties of chemical reactions or to simulate steady-state absorption spectra. Likewise, the minimum of the first electronically excited singlet state is required to simulate steady-state fluorescence spectra. In addition, gradients offer access to so-called minimal energy pathways, which reveal mechanisms of chemical reactions and they can be used to minimize the difference between the PES of two electronic states to study so-called conical intersections, which play important parts in light-induced processes.

Gradients of any energy functional can simply be obtained via finite differences for each component of the perturbation. However, the applicability of numerical derivatives of quantum chemical energy functions is limited for different reasons. A limiting factor is the required number of single point energy calculation of at least two points for each component of the perturbation. If the perturbation is a geometrical distortion and the system has $N$ atoms, than (in absence of symmetry) at least $3 N-6$ single point energy calculations have to be performed. Additionally, numerical differentiation suffers from numerical instabilities which can lead to slow or failing convergence. In contrast to finite differences, analytical derivatives are numerically stable and can for many quantum chemical methods be performed at a computationally cost comparable to a single energy calculation [22, 23].

This thesis is organized as follows: in the first part, the development and implementation of excited state properties, i.e., excited state gradients and nonlinear optical properties, using the algebraic diagrammatic construction scheme is
discussed and in the second part applications on molecular systems are presented. First, the basic approximations inherent in all quantum chemical methods are introduced in chapter 2. In chapter 3, the algebraic diagrammatic construction scheme for the polarization propagator is presented and the working equations for its second order variant are derived. In the subsequent chapter 4 an introduction to analytical derivatives for ab initio methods is given and analytical gradient expressions for the energy of the second and third order ADC approximations are obtained. Chapter 5 deals with the computation of optical properties using the so-called intermediate state representation approach. The first part of this thesis is concluded by chapter 6, which covers details on the implementation of the presented methodologies. In the first chapter of the second part, test calculations are presented and in the subsequent chapter 8 the implemented features are applied to study two medium-sized molecular systems. The thesis is concluded giving an outlook on further developments

## Part I

## Theoretical methods

## Chapter 2

## Theoretical foundations

### 2.1 Basic approximations

Quantum chemical methods are approaches to solve the molecular time-independent Schrödinger equation (SE), which yields the energies of the molecular system $E$ as eigenvalues:

$$
\begin{equation*}
\hat{\mathcal{H}}(\mathbf{r}, \mathbf{R})|\Psi(\mathbf{r}, \mathbf{R})\rangle=E|\Psi(\mathbf{r}, \mathbf{R})\rangle \tag{2.1}
\end{equation*}
$$

Here, the Hamiltonian $\hat{\mathcal{H}}$ and the wavefunction $|\Psi\rangle$ depend on the electronic coordinates $\mathbf{r}$ and the nuclear coordinates $\mathbf{R}$. Since the SE in general cannot be solved analytically, numerical approximations have to be introduced.

### 2.1.1 Born-Oppenheimer approximation

The first, most basic approximation, which is inherent in most quantum chemical methods, is the Born-Oppenheimer approximation [24]. Since electrons and nuclei differ in mass by at least three orders of magnitude, the electrons can assumed to be moving through a constant electric field generated by the resting nuclei. Thus, the electronic part can be treated as a separate problem and the nuclear coordinates enter the electronic Schrödinger equation as parameters. The solution of the electronic SE

$$
\begin{equation*}
\hat{\mathcal{H}}_{e l .}(\mathbf{r} ; \mathbf{R})|\Psi(\mathbf{r}, \mathbf{R})\rangle=\varepsilon(\mathbf{R})|\Psi(\mathbf{r} ; \mathbf{R})\rangle, \tag{2.2}
\end{equation*}
$$

yields so-called electronic states and state energies. However, the electronic SE is still too complicated to be solved analytically and the main goal of quantum chemistry is to find suitable schemes to obtain sufficiently accurate approximate solutions.

### 2.1.2 Hartree-Fock

One of the most basic approaches to obtain the electronic state with the lowest energy, the so-called ground state, is the Hartree-Fock (HF) approximation [24]. Here, as an ansatz for the $N$-particle ground-state wavefunction $\left|\Psi_{0}\right\rangle$, a so-called Slater determinant of single-particle wavefunctions (orbitals) $\phi_{1}(\mathbf{r}), \ldots, \phi_{N}(\mathbf{r})$ is introduced. The electronic SE, which is a partial differential equation of $N$ coupled electrons, is split into systtem of $N$ single-electron differential equations, which yield the orbitals as solutions. The orbitals are constructed as a linear combination of usually atom-centered basis functions $\left\{\chi_{\mu}(r)\right\}$ :

$$
\begin{equation*}
\phi(r)_{p}=\sum_{\mu} C_{p} \chi_{\mu}(r) \tag{2.3}
\end{equation*}
$$

The coefficients $\left\{C_{p}\right\}$ are determined by solving the Hartree-Fock equations [24]. Here, the electron spin has been omitted, which otherwise requires an additional spin index for $\phi_{p}$. The single-electron equations are still coupled through the electron-electron interaction and the solutions of each differential equation depends implicitly on all orbitals. These coupled non-linear single-electron equations are solved self-consistently through an iterative procedure. This iterative procedure minimizes the expectation value of the Slater determinant with respect to the electronic Hamiltonian, based on the variational principle under the constraint of orthonormal single-particle wavefunctions:

$$
\begin{equation*}
\int d \mathbf{r} \phi_{i}^{\star}(\mathbf{r}) \phi_{j}(\mathbf{r})=\left\langle\phi_{i} \mid \phi_{j}\right\rangle=\delta_{i j} \tag{2.4}
\end{equation*}
$$

As a result, a set of $n$ single-electron wavefunctions, so-called molecular orbitals (MO), is obtained. The MO are transformed from the atom-centered basis (AO) through the orbital transformation matrix $\mathbf{C}$, of which the elements have been introduced in equation 2.3, and $n$ is the number of basis functions in the AO basis.

In addition, a set of $n$ orbital energies is obtained, which together with the MO can be used to calculate the HF ground-state energy:

$$
\begin{equation*}
E_{H F}=\sum_{i}^{N} h_{i i}+\frac{1}{2} \sum_{i j}^{N}\langle i j \mid i j\rangle-\langle i j \mid j i\rangle=\sum_{i}^{N} \epsilon_{i}-\frac{1}{2} \sum_{i j}^{N}\langle i j \| i j\rangle \tag{2.5}
\end{equation*}
$$

Here, the one-electron integrals $\left\{h_{p q}\right\}$ and the two-electron integrals $\langle p q \mid r s\rangle$, which depend on the orbitals, have been introduced together with the symmetrized twoelectron integrals $\langle p q \| p q\rangle$, which are defined as:

$$
\begin{equation*}
\langle p q \| r s\rangle=\langle p q \mid r s\rangle-\langle p q \mid s r\rangle \tag{2.6}
\end{equation*}
$$

The index $i$ in equation 2.5 is limited to the lowest first $N$ orbitals. These are the so-called occupied orbitals, because they are occupied by the $N$ electrons of the $N$-electron wavefunction in the electronic ground state. The remaining $n-N$ orbitals are unoccupied and the so-called virtual orbitals. In general, in this work indices $i, j, k, \ldots$ refer to occupied orbitals, $a, b, c, \ldots$ refer to virtual orbitals and $p, q, r, \ldots$ refer to general orbitals (both occupied and virtual).

In the HF approach, the electron-electron interactions are approximated. Instead of the full potential, each individual electron only experiences a static charge distribution generated by all other electrons. Therefore, dynamic effects due to changes in the electron movement are neglected. Though this approximation might appear crude, it usually recovers $95 \%$ of the electronic energy. However, the remaining $5 \%$ are often crucial for the theoretical description of chemical effects, since the thermodynamics of chemical reactions are driven by energy differences of the same order of magnitude. The difference between the (numerically) exact energy and the HF energy is called the correlation energy $E_{\text {corr. }}=E_{\text {exact }}-E_{H F}$ and post-HF methods, which are also called correlated or wavefunction-based methods, aim at improving the HF results.

### 2.2 Second quantization

The formalism of second quantization [24, 25] offers a convenient way to introduce and discuss post-HF methods. Here, a complete set of orthonormal single-particle
states (orbitals) and occupation numbers $n_{p}$ for each orbital $\phi_{p}$ are used to represent many-particle states $\left|n_{1}, n_{2}, \ldots, n_{\infty}\right\rangle$. This formalism can be used for both fermionic and bosonic systems, however, in this work only electronic systems are discussed and the occupation numbers can only assume the values 0 or 1 . In addition, any state must be antisymmetric with respect to permutation of two electrons. For many-electron states based on the HF orbitals, the set of single-electron states is finite $\left|n_{1}, n_{2}, \ldots, n_{m}\right\rangle$, with $m$ being the number of HF orbitals.

### 2.2.1 Creation and annihilation operators

All many-electron states can be obtained from the so-called vacuum state $|0,0, \ldots, 0\rangle$, in which all single-electron states are unoccupied, by applying socalled creation and annihilation operators. However, for the discussion of post-HF methods, the vacuum state is usually replaced by the HF ground state

$$
\begin{equation*}
\left|\Psi_{H F}\right\rangle=\left|n_{i}, n_{j}, \ldots, n_{N}, n_{a}, n_{b}, \ldots, n_{m}\right\rangle, \tag{2.7}
\end{equation*}
$$

with $N$ being the number of electrons and $n_{i}=n_{j}=\cdots=n_{N}=1, n_{a}=n_{b}=$ $\cdots=n_{m}=0$. The creation and annihilation operators act on a many-electron state by changing the occupation number of a given orbital while preserving the required symmetry. The creation operator $\hat{c}_{p}^{\dagger}$ acts on the many-electron state $\left|n_{1}, \ldots, n_{m}\right\rangle$ by occupying orbital $\phi_{p}$, i.e. changing its occupation number to 1 , and yields 0 if $\phi_{p}$ was already occupied.

$$
\begin{equation*}
\hat{c}_{p}^{\dagger}\left|n_{1}, \ldots, n_{m}\right\rangle=-1^{\left(\sum_{\tau}^{p-1} n_{\tau}\right)} \delta\left(n_{p}, 0\right)\left|n_{1}, n_{2}, \ldots, n_{p-1}, 1, n_{p+1}, \ldots, n_{m}\right\rangle \tag{2.8}
\end{equation*}
$$

The adjoint operator $\hat{c}_{p}$ removes the electron in orbital $p$, i.e. sets $n_{p}$ to 0 , and yields 0 if $\phi_{p}$ was already unoccupied.

$$
\begin{equation*}
\hat{c}_{p}\left|n_{1}, \ldots, n_{m}\right\rangle=-1^{\left(\sum_{\tau}^{p-1} n_{\tau}\right)} \delta\left(n_{p}, 1\right)\left|n_{1}, n_{2}, \ldots, n_{p-1}, 0, n_{p+1}, \ldots, n_{m}\right\rangle \tag{2.9}
\end{equation*}
$$

It is important to note the anti-commutation relations of the creation and annihilation operators, which follow from the definitions in equations 2.8 and 2.9:

$$
\begin{equation*}
\hat{c}_{p}^{\dagger} \hat{c}_{q}^{\dagger}=-\hat{c}_{q}^{\dagger} \hat{c}_{p}^{\dagger}, \quad \hat{c}_{p} \hat{c}_{q}=-\hat{c}_{q} \hat{c}_{p}, \quad \hat{c}_{p}^{\dagger} \hat{c}_{q}=\delta_{p q}-\hat{c}_{q} \hat{c}_{p}^{\dagger} \tag{2.10}
\end{equation*}
$$

### 2.2.2 Arbitrary operators

The creation and annihilation operators are used to represent the action of arbitrary operators on many-electron states. For example a single-particle operator $\hat{\mathcal{O}}$ has in second quantization the form:

$$
\begin{equation*}
\hat{\mathcal{O}}=\sum_{p q}\left\langle\phi_{p}\right| \hat{\mathcal{O}}\left|\phi_{q}\right\rangle \hat{c}_{q}^{\dagger} \hat{c}_{q}=\sum_{p q} o_{p q} \hat{c}_{p}^{\dagger} \hat{c}_{q} \tag{2.11}
\end{equation*}
$$

and $\left\langle\phi_{p}\right| \hat{\mathcal{O}}\left|\phi_{q}\right\rangle=o_{p q}$ are the matrix elements of $\hat{\mathcal{O}}$ in the single-electron basis. In the same way the electronic Hamiltonian, which will be called $\hat{H}$ in the following can be expressed as:

$$
\begin{equation*}
\hat{\mathcal{H}}_{e l}=\hat{H}=\sum_{p q} h_{p q} \hat{c}_{p}^{\dagger} \hat{c}_{q}+\frac{1}{4} \sum_{p q r s}\langle p q \| r s\rangle \hat{c}_{p}^{\dagger} \hat{c}_{q}^{\dagger} \hat{c}_{s} \hat{c}_{r} \tag{2.12}
\end{equation*}
$$

### 2.3 Møller-Plesset perturbation theory (MP)

Perturbation theory offers a way to improve over the HF results. Møller-Plesset perturbation theory (MP) [26] is a well-established quantum chemical method. It is a special variant of Rayleigh-Schrödinger perturbation theory [27, 28], which is discussed first in this section before the explicit Hamiltonian splitting of MP is introduced.

### 2.3.1 Rayleigh-Schrödinger perturbation theory

In Rayleigh Schrödinger perturbation theory, the full Hamiltonian $\hat{H}$ is split into a part $\hat{H}_{0}$ of which the complete spectrum is known and the remaining part $\hat{H}_{1}=\hat{H}-\hat{H}_{0}$, which is assumed to be a small perturbation.

$$
\begin{equation*}
\hat{H}_{0}\left|\Psi_{I}^{(0)}\right\rangle=E_{I}^{(0)}\left|\Psi_{I}^{(0)}\right\rangle \tag{2.13}
\end{equation*}
$$

Introducing an auxiliary parameter $\lambda$ the Hamiltonian is written as:

$$
\begin{equation*}
\hat{H}=\hat{H}_{0}+\lambda \hat{H}_{1} . \tag{2.14}
\end{equation*}
$$

It is assumed, that both the exact eigenvalues of $\hat{H}, E_{I}$, and the eigenstates $\left|\Psi_{I}\right\rangle$ can be expressed in a series expansion:

$$
\begin{equation*}
E_{I}=\sum_{n=0}^{\infty} \lambda^{n} E_{I}^{(n)} \quad\left|\Psi_{I}\right\rangle=\sum_{n=0}^{\infty} \lambda^{n}\left|\Psi_{I}^{(n)}\right\rangle \tag{2.15}
\end{equation*}
$$

By inserting these series expansions in the eigenvalue equation for $\hat{H}$ :

$$
\begin{equation*}
\left(\hat{H}_{0}+\lambda \hat{H}_{1}\right) \sum_{n=0}^{\infty} \lambda^{n}\left|\Psi_{I}^{(n)}\right\rangle=\left(\sum_{n=0}^{\infty} \lambda^{n} E_{I}^{(n)}\right)\left(\sum_{n=0}^{\infty} \lambda^{n}\left|\Psi_{I}^{(n)}\right\rangle\right) \tag{2.16}
\end{equation*}
$$

and collecting all terms with the same exponent of $\lambda$, the Schrödinger equation can be split into multiple equations:

$$
\begin{align*}
\hat{H}_{0}\left|\Psi_{I}^{(0)}\right\rangle & =E_{I}^{0}\left|\Psi_{I}^{(0)}\right\rangle  \tag{2.17}\\
\hat{H}_{0}\left|\Psi_{I}^{(1)}\right\rangle+\hat{H}_{1}\left|\Psi_{I}^{(0)}\right\rangle & =E_{I}^{(0)}\left|\Psi_{I}^{(1)}\right\rangle+E_{I}^{(1)}\left|\Psi_{I}^{(0)}\right\rangle  \tag{2.18}\\
\hat{H}_{0}\left|\Psi_{I}^{(2)}\right\rangle+\hat{H}_{1}\left|\Psi_{I}^{(1)}\right\rangle & =E_{I}^{(0)}\left|\Psi_{I}^{(2)}\right\rangle+E_{I}^{(1)}\left|\Psi_{I}^{(1)}\right\rangle+E_{I}^{(2)}\left|\Psi_{I}^{(0)}\right\rangle \tag{2.19}
\end{align*}
$$

It is useful to request that $\left|\Psi_{I}^{(0)}\right\rangle$ is normalized and orthogonal to higher order contributions:

$$
\begin{equation*}
\left\langle\Psi_{I}^{(0)} \mid \sum_{n=0}^{\infty} \Psi_{I}^{(n)}\right\rangle=\left\langle\Psi_{I}^{(0)} \mid \Psi_{I}^{(0)}\right\rangle=1 \tag{2.20}
\end{equation*}
$$

By multiplying the equations $2.17-2.19$ from the left with $\left\langle\Psi_{I}^{(0)}\right|$ one obtains the equations determining the energy contributions of different order:

$$
\begin{align*}
& E_{I}^{(0)}=\left\langle\Psi_{I}^{(0)}\right| H_{0}\left|\Psi_{I}^{(0)}\right\rangle  \tag{2.21}\\
& E_{I}^{(1)}=\left\langle\Psi_{I}^{(0)}\right| H_{1}\left|\Psi_{I}^{(0)}\right\rangle  \tag{2.22}\\
& E_{I}^{(2)}=\left\langle\Psi_{I}^{(0)}\right| H_{1}\left|\Psi_{I}^{(1)}\right\rangle \tag{2.23}
\end{align*}
$$

In a similar way the corrections to the wavefunction can be found by multiplying equations $2.18-2.19$ from the left by $\left\langle\Psi_{J}^{(0)}\right|$, with $I \neq J$. For example the first
order contribution is defined by:

$$
\begin{equation*}
\left\langle\Psi_{J}^{(0)}\right| \hat{H}_{0}\left|\Psi_{I}^{(1)}\right\rangle+\left\langle\Psi_{J}^{(0)}\right| \hat{H}_{1}\left|\Psi_{I}^{(0)}\right\rangle=\left\langle\Psi_{J}^{(0)}\right| E_{I}^{(0)}\left|\Psi_{I}^{(1)}\right\rangle+\left\langle\Psi_{J}^{(0)}\right| E_{I}^{(1)}\left|\Psi_{I}^{(0)}\right\rangle \tag{2.24}
\end{equation*}
$$

Using $\left\langle\Psi_{J}^{(0)} \mid \Psi_{I}^{(0)}\right\rangle=\delta_{I J}$ equation 2.24 simplifies to:

$$
\begin{equation*}
E_{J}^{(0)}\left\langle\Psi_{J}^{(0)} \mid \Psi_{I}^{(1)}\right\rangle+\left\langle\Psi_{J}^{(0)}\right| \hat{H}_{1}\left|\Psi_{I}^{(0)}\right\rangle=E_{I}^{(0)}\left\langle\Psi_{J}^{(0)} \mid \Psi_{I}^{(1)}\right\rangle \tag{2.25}
\end{equation*}
$$

from which follows:

$$
\begin{equation*}
\frac{\left\langle\Psi_{J}^{(0)}\right| \hat{H}_{1}\left|\Psi_{I}^{(0)}\right\rangle}{E_{I}^{(0)}-E_{J}^{(0)}}=\left\langle\Psi_{J}^{(0)} \mid \Psi_{I}^{(1)}\right\rangle . \tag{2.26}
\end{equation*}
$$

Thus, the first order correction to the wavefunction is given as:

$$
\begin{equation*}
\left|\Psi_{I}^{(1)}\right\rangle=\sum_{J \neq I}\left|\Psi_{J}^{(0)}\right\rangle \frac{\left\langle\Psi_{J}^{(0)}\right| \hat{H}_{1}\left|\Psi_{I}^{(0)}\right\rangle}{E_{I}^{(0)}-E_{J}^{(0)}} \tag{2.27}
\end{equation*}
$$

and higher order corrections can be determined using the same procedure.

### 2.3.2 MP partitioning of the Hamiltonian

In MP the Hartree-Fock Hamiltonian $\hat{F}$ is chosen as zeroth order Hamiltonian, which is given as:

$$
\begin{equation*}
\hat{F}=\sum_{p q} f_{p q} \hat{c}_{p}^{\dagger} \hat{c}_{q}=\sum_{p q} h_{p q} \hat{c}_{p}^{\dagger} \hat{c}_{q}+\sum_{p q} \sum_{k}\langle p k \| q k\rangle \hat{c}_{p}^{\dagger} \hat{c}_{q} \tag{2.28}
\end{equation*}
$$

and is diagonal in the basis of MO orbitals $f_{p q}=\epsilon_{p} \delta_{p q}$. Thus $\hat{H}_{0}$ is defined as

$$
\begin{equation*}
\hat{H}_{0}=\sum_{p} \epsilon_{p} \hat{c}_{p}^{\dagger} \hat{c}_{p} \tag{2.29}
\end{equation*}
$$

and the remaining perturbation $\hat{H}_{1}$ is defined by equation 2.12 as:

$$
\begin{equation*}
\hat{H}_{1}=-\sum_{p q} \sum_{k}\langle p k \| q k\rangle \hat{c}_{p}^{\dagger} \hat{c}_{q}+\frac{1}{4} \sum_{p q r s}\langle p q \| r s\rangle \hat{c}_{p}^{\dagger} \hat{c}_{q}^{\dagger} \hat{c}_{s} \hat{c}_{r} . \tag{2.30}
\end{equation*}
$$

The eigenstates of $\hat{H}_{0}$ are the HF ground state $\left|\Psi_{0}^{(0)}\right\rangle$ and all other $N$-electron states, the so-called excited determinants. These are obtained from the HF ground state by replacing occupied orbitals by virtual orbitals, which is done by applying excitation operators $\hat{C}_{I} \equiv\left\{c_{a}^{\dagger} c_{i} ; c_{a}^{\dagger} c_{b}^{\dagger} c_{i} c_{j}, a<b, i<j ; \ldots\right\}$ :

$$
\begin{equation*}
\left|\Psi_{I}^{(0)}\right\rangle=\hat{C}_{I}\left|\Psi_{0}^{(0)}\right\rangle \tag{2.31}
\end{equation*}
$$

Depending on how many occupied orbitals have been replaced by virtual orbitals, these excited determinants are referred to as singly-excited $\left|\Psi_{i}^{a}\right\rangle$, doubly-excited $\left|\Psi_{i j}^{a b}\right\rangle$ and so on. Inserting these definitions in the expressions derived earlier in section 2.3.1 yields the expressions for the MP energy and wavefunction corrections:

$$
\begin{align*}
E_{0}^{(0)}= & \sum_{p}\left\langle\Psi_{0}^{(0)}\right| \epsilon_{p} \hat{c}_{p}^{\dagger} \hat{c}_{p}\left|\Psi_{0}^{(0)}\right\rangle \\
= & \sum_{i} \epsilon_{i}  \tag{2.32}\\
E_{0}^{(1)}= & -\sum_{p q} \sum_{k}\langle p k||q k\rangle\left\langle\Psi_{0}^{(0)}\right| \hat{c}_{p}^{\dagger} \hat{c}_{q}\left|\Psi_{0}^{(0)}\right\rangle \\
& +\frac{1}{4} \sum_{p q r s}\langle p q \| r s\rangle\left\langle\Psi_{0}^{(0)}\right| \hat{c}_{p}^{\dagger} \hat{c}_{q}^{\dagger} \hat{c}_{s} \hat{c}_{r}\left|\Psi_{0}^{(0)}\right\rangle \\
= & -\frac{1}{2} \sum_{i j}\langle i j||i j\rangle  \tag{2.33}\\
E_{0}^{(2)}= & -\sum_{p q} \sum_{k}\langle p k||q k\rangle\left\langle\Psi_{0}^{(0)}\right| \hat{c}_{p}^{\dagger} \hat{c}_{q}\left|\Psi_{0}^{(1)}\right\rangle \\
& +\frac{1}{4} \sum_{p q r s}\langle p q \| r s\rangle\left\langle\Psi_{0}^{(0)}\right| \hat{c}_{p}^{\dagger} \hat{c}_{q}^{\dagger} \hat{c}_{s} \hat{c}_{r}\left|\Psi_{0}^{(1)}\right\rangle \tag{2.34}
\end{align*}
$$

Collecting all terms up to to first order yields the Hartree-Fock energy given in equation 2.5 and thus, first-oder MP (MP(1)) provides no improvement over the HF result and the second-order term is the first correction to the HF energy. Before the second-order energy contribution can be evaluated, the first-order correction to the wavefunction $\left|\Psi_{0}^{(1)}\right\rangle$ has to determined, which has according to equation 2.27
the form:

$$
\begin{align*}
\left|\Psi_{0}^{(1)}\right\rangle= & \sum_{i a}\left|\Psi_{i}^{a}\right\rangle \frac{\left\langle\Psi_{i}^{a}\right| \hat{H}_{1}\left|\Psi^{0}\right\rangle}{E_{0}^{(0)}-E_{\Psi_{i}^{a}}}+\sum_{\substack{i<j \\
a<b}}\left|\Psi_{i j}^{a b}\right\rangle \frac{\left\langle\Psi_{i j}^{a b}\right| \hat{H}_{1}\left|\Psi^{0}\right\rangle}{E_{0}^{(0)}-E_{\Psi_{i j}^{a b}}} \\
& +\sum_{\substack{i<j<k \\
a<b<c}}\left|\Psi_{i j k k}^{a b c}\right\rangle \frac{\left\langle\Psi_{i j k}^{a b c}\right| \hat{H}_{1}\left|\Psi^{0}\right\rangle}{E_{0}^{(0)}-E_{\Psi_{i j k}}}+\cdots \tag{2.35}
\end{align*}
$$

To simplify the expression for $\left|\Psi_{0}^{(1)}\right\rangle$, Brillouin's theorem can be applied, which states that the matrix element of the Hamiltonian between the HF ground state and singly-excited determinants vanishes:

$$
\begin{equation*}
\left\langle\Psi_{0}^{(0)}\right| \hat{H}\left|\Psi_{i}^{a}\right\rangle=\left\langle\Psi_{i}^{a}\right| \hat{H}\left|\Psi_{0}^{(0)}\right\rangle=0 \tag{2.36}
\end{equation*}
$$

Inserting the partitioned Hamiltonian into equation 2.36 yields:

$$
\begin{equation*}
\left\langle\Psi^{(0)}\right| \hat{H}_{0}+\hat{H}_{1}\left|\Psi_{i}^{a}\right\rangle=\left\langle\Psi^{(0)}\right| \hat{H}_{0}\left|\Psi_{i}^{a}\right\rangle+\left\langle\Psi^{(0)}\right| \hat{H}_{1}\left|\Psi_{i}^{a}\right\rangle=0 . \tag{2.37}
\end{equation*}
$$

The first term can be evaluated as

$$
\begin{equation*}
\left\langle\Psi_{0}^{(0)}\right| \hat{H}_{0}\left|\Psi_{i}^{a}\right\rangle=\sum_{p}\left\langle\Psi_{0}^{(0)}\right| \epsilon_{p} c_{p}^{\dagger} c_{p}\left|\Psi_{i}^{a}\right\rangle=\sum_{i} \epsilon_{i}\left\langle\Psi_{0}^{(0)} \mid \Psi_{i}^{a}\right\rangle=0 \tag{2.38}
\end{equation*}
$$

from which follows that:

$$
\begin{equation*}
\left\langle\Psi_{0}^{(0)}\right| \hat{H}_{1}\left|\Psi_{i}^{a}\right\rangle=\left\langle\Psi_{i}^{a}\right| \hat{H}_{1}\left|\Psi_{0}^{(0)}\right\rangle=0 . \tag{2.39}
\end{equation*}
$$

In addition, it can readily be seen, that matrix elements of single-particle operators between determinants that differ by more than one excitation vanish. The same applies to matrix elements of two-particle operators, in which the determinants have more than two different excitations. Thus, the first order MP correction to the wavefunction is given by:

$$
\begin{equation*}
\left|\Psi_{0}^{(1)}\right\rangle=\sum_{\substack{i<j \\ a<b}}\left|\Psi_{i j}^{a b}\right\rangle \frac{\left\langle\Psi_{i j}^{a b}\right| \hat{H}_{1}\left|\Psi^{0}\right\rangle}{E_{0}^{(0)}-E^{(0)}} . \tag{2.40}
\end{equation*}
$$

Using the definition of $\left|\Psi_{0}^{(1)}\right\rangle$, the second order energy correction can be found as:

$$
\begin{equation*}
E_{0}^{(2)}=\sum_{\substack{i<j \\ a<b}} \frac{\left\langle\Psi_{i j}^{a b}\right| \hat{H}_{1}\left|\Psi^{0}\right\rangle}{E_{0}^{(0)}-E^{(0)}} \frac{1}{4} \sum_{p q r s}\langle p q||r s\rangle\left\langle\Psi_{0}^{(0)}\right| \hat{c}_{p}^{\dagger} \hat{c}_{q}^{\dagger} \hat{c}_{s} \hat{c}_{r}\left|\Psi_{i j}^{a b}\right\rangle . \tag{2.41}
\end{equation*}
$$

### 2.4 Wick's theorem

Wick's theorem [29] can be employed to evaluate matrix elements in second quantization as they occur for example in the expressions for MP in the previous section 2.3.2. To introduce Wick's theorem, first the contraction of two operators $\hat{A}^{\bullet} \hat{B}^{\bullet}$ is defined as:

$$
\begin{equation*}
\hat{A}^{\bullet} \hat{B}^{\bullet}=\hat{A} \hat{B}-\{\hat{A} \hat{B}\} . \tag{2.42}
\end{equation*}
$$

In equation 2.42 the normal ordering of two operators $\{\hat{A} \hat{B}\}$ has been introduced. The normal ordering of an operator string is defined by the following requisition: the expectation value of the HF ground state with respect to the normal-ordered operator string must vanish:

$$
\begin{equation*}
\left\langle\Psi^{(0)}\right|\{\hat{A} \hat{B} \hat{C} \ldots\}\left|\Psi^{(0)}\right\rangle=0 . \tag{2.43}
\end{equation*}
$$

From the definition of the normal ordering follows, that in a normal-ordered string of creation and annihilation operators all creation operators of virtual orbitals $\hat{c}_{a}^{\dagger}, \hat{c}_{b}^{\dagger}, \ldots$ and annihilation operators of occupied orbitals $\hat{c}_{i}, \hat{c}_{j}, \ldots$ are on the lefthand side and all creation operators of occupied orbitals $\hat{c}_{i}^{\dagger}, \hat{c}_{j}^{\dagger}, \ldots$ and annihilation operators of virtual orbitals $\hat{c}_{a}, \hat{c}_{b}, \ldots$ are on the right-hand side of the operator string.

Wick's theorem states, that an operator string can be expressed as a sum of
all possible normal-ordered contractions of the operator string:

$$
\begin{align*}
& \hat{A} \hat{B} \hat{C} \hat{D} \hat{E} \hat{F} \ldots=\{\hat{A} \hat{B} \hat{C} \hat{D} \hat{E} \hat{F} \ldots\} \\
&+\sum_{\substack{\text { single } \\
\text { contractions }}}\left\{\hat{A}^{\bullet} \hat{B} \cdot \hat{C} \hat{D} \hat{E} \hat{F} \ldots\right\} \\
&+\sum_{\substack{\text { double } \\
\text { contractions }}}\left\{\hat{A}^{\bullet} \hat{B}^{\bullet} \hat{C} \cdot \bullet\right.  \tag{2.44}\\
&\left.D^{\bullet \bullet} \hat{E} \hat{F} \ldots\right\} \\
& \cdots \\
&+\sum_{\substack{\text { full } \\
\text { contractions }}}\left\{\hat{A}^{\bullet} \hat{B}^{\bullet} \hat{C} \cdot \bullet \hat{D}^{\bullet \bullet} \hat{E}^{\bullet \bullet \bullet} \hat{F}^{\bullet \bullet \bullet} \ldots\right\} .
\end{align*}
$$

The key implication of Wick's theorem can be realized by evaluating the expectation value of the HF ground state on both sides of equation 2.44.

$$
\begin{align*}
\left\langle\Psi^{(0)}\right| \hat{A} \hat{B} \hat{C} \hat{D} \hat{E} \hat{F} \ldots\left|\Psi^{(0)}\right\rangle= & \left\langle\Psi^{(0)}\right|\{\hat{A} \hat{B} \hat{C} \hat{D} \hat{E} \hat{F} \ldots\}\left|\Psi^{(0)}\right\rangle \\
& +\sum_{\substack{\text { single } \\
\text { contractions }}}\left\langle\Psi^{(0)}\right|\left\{\hat{A}^{\bullet} \hat{B}^{\bullet} \hat{C} \hat{D} \hat{E} \hat{F} \ldots\right\}\left|\Psi^{(0)}\right\rangle \\
& +\sum_{\substack{\text { double } \\
\text { contractions }}}\left\langle\Psi^{(0)}\right|\left\{\hat{A}^{\bullet} \hat{B}^{\bullet} \hat{C}^{\bullet \bullet} \hat{D} \cdot \bullet \hat{E} \hat{F} \ldots\right\}\left|\Psi^{(0)}\right\rangle \\
& \ldots  \tag{2.45}\\
& +\sum_{\substack{\text { full } \\
\text { contractions }}}\left\langle\Psi^{(0)}\right|\left\{\hat{A}^{\bullet} \hat{B}^{\bullet} \hat{C}^{\bullet \bullet} \hat{D}^{\bullet \bullet} \hat{E}^{\bullet \bullet \bullet} \hat{F}^{\bullet \bullet \bullet} \ldots\right\}\left|\Psi^{(0)}\right\rangle .
\end{align*}
$$

All terms on the right-hand side of equation 2.45 except the fully contracted expressions vanish, because they contain uncontracted normal-ordered operators. Hence, the expectation value of the HF ground state with respect to an operator string can be expressed as the expectation value of all possible full contractions of the operator string.

$$
\begin{equation*}
\left\langle\Psi^{(0)}\right| \hat{A} \hat{B} \hat{C} \hat{D} \hat{E} \hat{F} \ldots\left|\Psi^{(0)}\right\rangle=\sum_{\substack{\text { full } \\ \text { contractions }}}\left\langle\Psi^{(0)}\right|\left\{\hat{A}^{\bullet} \hat{B}^{\bullet} \hat{C} \bullet \bullet \hat{D}^{\bullet \bullet} \hat{E}^{\bullet \bullet \bullet} \hat{F}^{\bullet \bullet \bullet} \ldots\right\}\left|\Psi^{(0)}\right\rangle \tag{2.46}
\end{equation*}
$$

Wick's theorem offers a straightforward route to evaluate matrix elements for post-HF methods. In second quantization all matrix elements of arbitrary opera-
tors can be represented as expectation value of the HF ground state with respect to strings of excitation operators and the creation and annihilation operators of the respective operators. To obtain a matrix element, all possible contractions of the occurring creation and annihilation operators have to be formed. From the definition of the normal ordering in equation 2.43 and from the anti-commutation relations in equation 2.10 the contractions for all possible pairs of creation and or annihilation operators can be obtained as:

$$
\begin{array}{cc}
\hat{c}_{i}^{\dagger \bullet} \hat{c}_{j}^{\dagger \bullet}=\hat{c}_{i}^{\bullet} \hat{c}_{j}^{\bullet}=0, & \hat{c}_{a}^{\dagger \bullet} \hat{c}_{b}^{\dagger \bullet}=\hat{c}_{a}^{\bullet} \hat{c}_{b}^{\bullet}=0, \\
\hat{c}_{i}^{\dagger \bullet} \hat{c}_{j}^{\bullet}=\hat{c}_{a}^{\bullet} \hat{c}_{b}^{\dagger \bullet}=0, \\
\hat{c}_{j}^{\bullet} \hat{c}_{i}^{\dagger \bullet}=\delta_{i j}, & \hat{c}_{a}^{\dagger \bullet} \hat{c}_{b}^{\bullet}=-\hat{c}_{b}^{\bullet} \hat{c}_{a}^{\dagger \bullet}=\delta_{a b} .
\end{array}
$$

## Chapter 3

## Algebraic Diagrammatic Construction Scheme for the Polarization Propagator

### 3.1 Original derivation

The algebraic diagrammatic construction (ADC) scheme for the polarization propagator is a quantum chemical method for the description of excited states [20, 30]. The ADC scheme has originally been derived using many-body Green's function theory [31]. The original derivation, which is briefly outlined, involves the spectral representation of the polarization propagator $\Pi_{p q, r s}(\omega)$ which is given as:

$$
\begin{equation*}
\Pi_{p q, r s}(\omega)=\sum_{n \neq 0}\left(\frac{\left\langle\Psi_{0}\right| \hat{c}_{p}^{\dagger} \hat{c}_{q}\left|\Psi_{n}\right\rangle\left\langle\Psi_{n}\right| \hat{c}_{p}^{\dagger} \hat{c}_{q}\left|\Psi_{0}\right\rangle}{\omega-\left(E_{n}-E_{0}\right)}-\frac{\left\langle\Psi_{0}\right| \hat{c}_{p}^{\dagger} \hat{c}_{q}\left|\Psi_{n}\right\rangle\left\langle\Psi_{n}\right| \hat{c}_{p}^{\dagger} \hat{c}_{q}\left|\Psi_{0}\right\rangle}{\omega+\left(E_{n}-E_{0}\right)}\right) \tag{3.1}
\end{equation*}
$$

Here, $\left|\Psi_{0}\right\rangle$ and $\left|\Psi_{n}\right\rangle$ are the exact ground and $n$-th excited state of a molecular system with the respective energies $E_{0}$ and $E_{n}$. The polarization propagator has poles at the positive and negative excitation energies $\omega_{n}=E_{n}-E_{0}$ of the $n$-th excited state. In addition, the numerators contain the so-called transition amplitudes $T_{n}$ from the ground to the $n$-th excited state. The transition amplitudes are defined as:

$$
\begin{equation*}
T_{n}^{d}=\left\langle\Psi_{0}\right| \hat{d}\left|\Psi_{n}\right\rangle=\sum_{p q} d_{p q}\left\langle\Psi_{0}\right| \hat{c}_{p}^{\dagger} \hat{c}_{q}\left|\Psi_{n}\right\rangle \tag{3.2}
\end{equation*}
$$

with respect to a single-particle operator $\hat{d}=\sum_{p q} d_{p q} \hat{c}_{p}^{\dagger} \hat{c}_{q}$. Since both parts of $\Pi_{p q, r s}(\omega)=\Pi_{p q, r s}^{+}(\omega)+\Pi_{p q, r s}^{-}(\omega)$ contain all information on the excitation spectrum, it is sufficient to only consider one of them.

The representation of the polarization propagator in the exact eigenstates as given in equation 3.1, diagonalize the molecular Hamiltonian. Hence, it is called the diagonal form of $\Pi(\omega)$ and can be expressed in matrix notation as:

$$
\begin{equation*}
\Pi_{p q, r s}^{+}(\omega)=\sum_{n \neq 0} \frac{\left\langle\Psi_{0}\right| \hat{c}_{p}^{\dagger} \hat{c}_{q}\left|\Psi_{n}\right\rangle\left\langle\Psi_{n}\right| \hat{c}_{p}^{\dagger} \hat{c}_{q}\left|\Psi_{0}\right\rangle}{\omega-\left(E_{n}-E_{0}\right)}=\mathbf{x}_{p q}^{\dagger}(\mathbb{1} \omega-\boldsymbol{\Omega})^{-1} \mathbf{x}_{r s} \tag{3.3}
\end{equation*}
$$

by introducing the vectors of transition amplitudes $\mathbf{x}_{p q}=\left\langle\Psi_{0}\right| \hat{c}_{p}^{\dagger} \hat{c}_{q}\left|\Psi_{n}\right\rangle$ and the diagonal matrix $\boldsymbol{\Omega}$ of excitation energies $\omega_{n}$. The ADC scheme postulates the existence of a non-diagonal representation of $\Pi^{+}(\omega)$ :

$$
\begin{equation*}
\Pi(\omega)=\mathbf{F}^{\dagger}(\mathbb{1} \omega-\mathbf{M})^{-1} \mathbf{F} \tag{3.4}
\end{equation*}
$$

with the secular matrix $\mathbf{M}$, the so-called ADC matrix, and the modified transition amplitudes $\mathbf{f}$. The index + has been dropped for brevity. $\mathbf{M}$ and $\mathbf{f}$ are expanded in a perturbation series:

$$
\begin{align*}
\mathbf{M} & =\mathbf{M}^{(0)}+\mathbf{M}^{(1)}+\mathbf{M}^{(2)}+\ldots  \tag{3.5}\\
\mathbf{F} & =\mathbf{F}^{(0)}+\mathbf{F}^{(1)}+\mathbf{F}^{(2)}+\ldots, \tag{3.6}
\end{align*}
$$

which is compared to a perturbation expansion of $\Pi(\omega)$. The diagrammatic analysis of the perturbation expansion of the polarization operator using the MøllerPlesset partitioning leads to algebraic expressions for the matrix elements of $\mathbf{M}_{I J}$ and $\mathbf{f}_{I}$. Here, the indices $I$ and $J$ refer to excitation classes, i.e., singly, doubly and higher excitation classes. The $n$-th order ADC approximation $(\mathrm{ADC}(n))$ contains all blocks of excitation classes required for the consistent describtion of $\Pi(\omega)$ in a given order $n$ of perturbation theory. The highest excitation class $m$ contained in
$\operatorname{ADC}(n)$ is 31]:

$$
\begin{align*}
m & =\frac{1}{2} n+1, \quad(n \text { even })  \tag{3.7}\\
m & =\frac{1}{2}(n-1)+1, \quad(n \text { odd }) . \tag{3.8}
\end{align*}
$$

Here, $m=1$ refers to single excitations, which are called particle-hole ( $\mathrm{p}, \mathrm{h}$ ) states, $m=2$ refers to double excitations, which are two-particle-two-hole ( $2 \mathrm{p}, 2 \mathrm{~h}$ ) states. The perturbative theoretical order required for each block in the elements of the series expansion for the ADC matrix $\mathbf{M}^{(n)}$ and modified transition amplitudes $\mathbf{F}^{(n)}$ up to third order are given in 3.1.

By solving the hermitian eigenvalue problem

$$
\begin{equation*}
\mathrm{MY}=\mathrm{Y} \Omega \tag{3.9}
\end{equation*}
$$

the excitation energies $\omega_{I}$ are obtained and using the eigenvectors $\mathbf{y}_{\mathbf{I}}$ from the eigenvector matrix $\mathbf{Y}$, the transition moments can be obtained as:

$$
\begin{equation*}
T_{I}^{d}=\left\langle\Psi_{0}\right| \hat{d}\left|\Psi_{I}\right\rangle=\mathbf{y}_{I}^{\dagger} \mathbf{F}^{\mathbf{d}} \tag{3.10}
\end{equation*}
$$

### 3.2 Intermediate state representation (ISR)

An alternative route to obtain the expressions for the ADC matrix and modified transition amplitudes is given by the so-called intermediate state representation (ISR) approach [20, 33]. In addition, the ISR approach offers access to excited state properties, which is later discussed in chapter 5. Here, similar to configuration interaction [24], a matrix representation of the electronic Hamiltonian is constructed. Instead of representing the Hamiltonian in the basis of HartreeFock determinants, the Hamiltonian is represented in the basis of intermediate states. These intermediate states can be interpreted as correlated excited determinants, which are formally constructed by the action of excitation operators $\hat{C}_{I} \equiv\left\{\hat{c}_{a}^{\dagger} \hat{c}_{i} ; \hat{c}_{a}^{\dagger} \hat{c}_{b}^{\dagger} \hat{c}_{i} \hat{c}_{j}, a<b, i<j ; \ldots\right.$ on the exact ground state $\left|\Psi_{0}\right\rangle$. In the following, the formal construction of the intermediate states is presented.

In the first step, the so-called precursor states $\left|\Psi_{I}^{\#}\right\rangle$ are introduced and orthog-

Table 3.1: Block structure of the $n$-th-order ADC matrix $\mathbf{M}^{(\mathbf{n})}$ and transition amplitudes $\mathbf{F}^{(\mathbf{n})}$ up to third order of perturbation theory [32]. The bold numbers indicate the order of perturbation theory for each block of the $n$-th-order ADC matrix and transition amplitudes.

| $\mathrm{M}^{(\mathbf{n})}$ | $\mathrm{p}-\mathrm{h}$ | $2 \mathrm{p}-2 \mathrm{~h}$ |
| :---: | :---: | :---: |
| p-h | $\begin{array}{ll} n=0: & \mathbf{0} \\ n=1: & \mathbf{1} \\ n=2: & \mathbf{2} \\ n=3: & \mathbf{3} \end{array}$ | $\begin{array}{ll} n=2: & \mathbf{1} \\ n=3: & \mathbf{2} \end{array}$ |
| 2p-2h | $\begin{array}{ll} n=2: & \mathbf{1} \\ n=3: & \mathbf{2} \end{array}$ | $\begin{array}{ll} n=2: & \mathbf{0} \\ n=3: & \mathbf{1} \end{array}$ |


| $\mathbf{F}^{(\mathbf{n})}$ |
| :---: |
| $n=0:$ |
| $n=1:$ |
| $n=2:$ |
| $n=3:$ |
| $n=3:$ |
|  |
| $n=2:$ |
| $n=3:$ |

onalized with respect to the ground state:

$$
\begin{equation*}
\left|\Psi_{I}^{\#}\right\rangle=\hat{C}_{I}\left|\Psi_{0}\right\rangle-\left|\Psi_{0}\right\rangle\left\langle\Psi_{0}\right| \hat{C}_{I}\left|\Psi_{0}\right\rangle \tag{3.11}
\end{equation*}
$$

Successively, these precursor states are orthonormalized yielding the intermediate states $\left|\tilde{\Psi}_{I}\right\rangle$ :

$$
\begin{equation*}
\left|\tilde{\Psi}_{I}\right\rangle=\sum_{J}\left|\Psi_{J}^{\#}\right\rangle\left(S^{-\frac{1}{2}}\right)_{I, J} . \tag{3.12}
\end{equation*}
$$

Here, the overlap matrix $\mathbf{S}=\left\{S_{I, J}\right\}$ has been introduced with the elements:

$$
\begin{align*}
S_{I, J}=\left\langle\Psi_{I}^{\#} \mid \Psi_{J}^{\#}\right\rangle= & \left(\left\langle\Psi_{0}\right| \hat{C}_{I}^{\dagger}-\left\langle\Psi_{0}\right| \hat{C}_{I}^{\dagger}\left|\Psi_{0}\right\rangle\left\langle\Psi_{0}\right|\right)\left(\hat{C}_{J}\left|\Psi_{0}\right\rangle-\left|\Psi_{0}\right\rangle\left\langle\Psi_{0}\right| \hat{C}_{J}\left|\Psi_{0}\right\rangle\right) \\
= & \left\langle\Psi_{0}\right| \hat{C}_{I}^{\dagger} \hat{C}_{J}\left|\Psi_{0}\right\rangle-2\left\langle\Psi_{0}\right| \hat{C}_{I}^{\dagger}\left|\Psi_{0}\right\rangle\left\langle\Psi_{0}\right| \hat{C}_{J}\left|\Psi_{0}\right\rangle \\
& +\left\langle\Psi_{0}\right| \hat{C}_{I}^{\dagger}\left|\Psi_{0}\right\rangle\left\langle\Psi_{0} \mid \Psi_{0}\right\rangle\left\langle\Psi_{0}\right| \hat{C}_{J}\left|\Psi_{0}\right\rangle \\
= & \left\langle\Psi_{0}\right| \hat{C}_{I}^{\dagger} \hat{C}_{J}\left|\Psi_{0}\right\rangle-\left\langle\Psi_{0}\right| \hat{C}_{I}^{\dagger}\left|\Psi_{0}\right\rangle\left\langle\Psi_{0}\right| \hat{C}_{J}\left|\Psi_{0}\right\rangle \tag{3.13}
\end{align*}
$$

From the intermediate states a matrix representation of the ground-state-energy-
shifted Hamiltonian $\tilde{H}$

$$
\begin{equation*}
\tilde{H}=\hat{H}-E_{0} \tag{3.14}
\end{equation*}
$$

is formed:

$$
\begin{equation*}
M_{I J}=\left\langle\tilde{\Psi}_{I}\right| \hat{H}-E_{0}\left|\tilde{\Psi}_{J}\right\rangle . \tag{3.15}
\end{equation*}
$$

Again, solving the hermitian eigenvalue problem

$$
\begin{equation*}
\mathbf{Y}^{t} \mathbf{M Y}=\Omega \tag{3.16}
\end{equation*}
$$

yields the excitation energies $\omega_{I}$. So far, no approximations have been introduced and the equation 3.16 formally yields the exact excitation energies. However, by using the Møller-Plesset partitioning of the Hamiltonian and by expanding the exact ground state energy and exact ground state wavefunction in a perturbative theoretical series, approximative expressions for $\mathbf{M}$ can be obtained which are identical to the ADC matrix introduced earlier in section 3.1.

### 3.3 Construction of the ADC matrix using the ISR approach

To derive the ADC matrix expressions via the ISR approach, a series expansion of both the exact ground state energy and ground state wavefunction is inserted in 3.15. The auxiliary index $\lambda$ is used to collect expressions with the same order of perturbation theory.

$$
\begin{equation*}
M_{I, J}^{(k+l+m)} \lambda^{k+l+m}=\sum_{K, L}\left(S_{I, K}^{-\frac{1}{2}}\right)^{(k)} \lambda^{k}\left(\left\langle\Psi_{K}^{\#}\right| \hat{H}-E_{0}\left|\Psi_{L}^{\#}\right\rangle\right)^{(l)} \lambda^{l}\left(S_{L, J}^{-\frac{1}{2}}\right)^{(m)} \lambda^{m} \tag{3.17}
\end{equation*}
$$

In the following the expressions on the right-hand-side of equation 3.17required for the $\mathrm{ADC}(2)$ matrix are evaluated. For $\mathrm{ADC}(2)$ the indices $I, J, \ldots M$ are limited to the excitation space of single and double excitations ( $\mathrm{p}-\mathrm{h}$, and $2 \mathrm{p}-2 \mathrm{~h}$ ) according to equation 3.7. Base on the block structure given in table 3.1, the p-h,p-h-block of the $\operatorname{ADC}(2)$ matrix is needed up to second order, the coupling blocks $\mathrm{p}-\mathrm{h}, 2 \mathrm{p}-2 \mathrm{~h}$ and $2 \mathrm{p}-2 \mathrm{~h}, \mathrm{p}-\mathrm{h}$ are required up to first order and the doubles excitation block is required in zeroth order.

First the single excitation precursor states $\left|\Psi_{I}^{\#}\right\rangle$ are considered, with $I \in\left\{\hat{c}_{i}^{\dagger} \hat{c}_{a}\right\}$ :

$$
\begin{equation*}
\left|\Psi_{I}^{\#}\right\rangle^{(n)} \lambda^{n}=\hat{C}_{I}\left|\Psi_{0}^{(n)}\right\rangle \lambda^{n}-\left|\Psi_{0}^{(k)}\right\rangle\left\langle\Psi_{0}^{(l)}\right| \hat{C}_{I}\left|\Psi_{0}^{(m)}\right\rangle \lambda^{k+l+m} \tag{3.18}
\end{equation*}
$$

which in zeroth order are excited Hartree-Fock determinants:

$$
\begin{equation*}
\left|\Psi_{I}^{\#}\right\rangle^{(0)}=\hat{C}_{I}\left|\Psi_{0}^{(0)}\right\rangle-\left|\Psi_{0}^{(0)}\right\rangle \underbrace{\left\langle\Psi_{0}^{(0)}\right| \hat{C}_{I}\left|\Psi_{0}^{(0)}\right\rangle}_{=0} . \tag{3.19}
\end{equation*}
$$

The first order term:

$$
\begin{equation*}
\left|\Psi_{I}^{\#}\right\rangle^{(1)}=\hat{C}_{I}\left|\Psi_{0}^{(1)}\right\rangle-(\left|\Psi_{0}^{(1)}\right\rangle \underbrace{\left\langle\Psi_{0}^{(0)}\right| \hat{C}_{I}\left|\Psi_{0}^{(0)}\right\rangle}_{=0}+\left|\Psi_{0}^{(0)}\right\rangle \underbrace{\left(\left\langle\Psi_{0}\right| \hat{C}_{I}\left|\Psi_{0}\right\rangle\right)^{(1)}}_{=\rho_{i a}^{(1)}=0}) \tag{3.20}
\end{equation*}
$$

reduces to

$$
\begin{equation*}
\left|\Psi_{I}^{\#}\right\rangle^{(1)}=\hat{C}_{I}\left|\Psi_{0}^{(1)}\right\rangle \tag{3.21}
\end{equation*}
$$

and the second order term is given by:

$$
\begin{equation*}
\left|\Psi_{I}^{\#}\right\rangle^{(2)}=\hat{C}_{I}\left|\Psi_{0}^{(2)}\right\rangle-\left|\Psi_{0}^{(0)}\right\rangle \underbrace{\left(\left\langle\Psi_{0}\right| \hat{C}_{I}\left|\Psi_{0}\right\rangle\right)^{(2)}}_{=\rho_{i a}^{(2)}}) \tag{3.22}
\end{equation*}
$$

### 3.3.1 Overlap matrix

Using the expressions for the precursor states, the structure of the single excitation block of the overlap matrix $\left\{S_{I, J}\right\}$, with $I, J \in\left\{\hat{c}_{i}^{\dagger} \hat{c}_{a}\right\}$, up to second order is discussed, which is given as:

$$
\begin{equation*}
S_{I, J}=\sum_{n} S_{I, J}^{(n)} \lambda^{n}=\sum_{k, l} \lambda^{k+l}\left\langle\left.\Psi_{I}^{\#}\right|^{(k)} \mid \Psi_{J}^{\#}\right\rangle^{(l)} \tag{3.23}
\end{equation*}
$$

In first order the block is diagonal:

$$
\begin{equation*}
S_{I, J}^{(0)}=\left\langle\Psi_{0}^{(0)}\right| \hat{C}_{I}^{\dagger} \hat{C}_{J}\left|\Psi_{0}^{(0)}\right\rangle=\delta_{I J} \tag{3.24}
\end{equation*}
$$

and the first order contributions vanish:

$$
\begin{equation*}
S_{I, J}^{(1)}=\left\langle\Psi_{0}^{(1)}\right| \hat{C}_{I}^{\dagger} \hat{C}_{J}\left|\Psi_{0}^{(0)}\right\rangle+\left\langle\Psi_{0}^{(0)}\right| \hat{C}_{I}^{\dagger} \hat{C}_{J}\left|\Psi_{0}^{(1)}\right\rangle=0 . \tag{3.25}
\end{equation*}
$$

The elements of $\mathbf{S}$ in second order contain three contributions:

$$
\begin{equation*}
S_{I, J}^{(2)}=\left\langle\left.\Psi_{I}^{\#}\right|^{(0)} \mid \Psi_{J}^{\#}\right\rangle^{(2)}+\left\langle\left.\Psi_{I}^{\#}\right|^{(2)} \mid \Psi_{J}^{\#}\right\rangle^{(0)}+\left\langle\left.\Psi_{I}^{\#}\right|^{(1)} \mid \Psi_{J}^{\#}\right\rangle^{(1)}, \tag{3.26}
\end{equation*}
$$

of which for single excitations only the last term is non-zero. Thus, the elements of the second order block are

$$
\begin{equation*}
S_{I, J}^{(2)}=\left\langle\Psi_{0}^{(1)}\right| \hat{C}_{I}^{\dagger} \hat{C}_{J}\left|\Psi_{0}^{(1)}\right\rangle \tag{3.27}
\end{equation*}
$$

and the elements of $\mathbf{S}$ can be represented as:

$$
\begin{equation*}
S_{I, J}=\delta_{I J}+S_{I, J}^{(2)}+O(3) \tag{3.28}
\end{equation*}
$$

Here $O(3)$ contains third and higher order contributions. To obtain expressions for $\mathbf{S}^{-\frac{1}{2}}$ the function

$$
\begin{equation*}
S(x)=\mathbb{1}+x, \tag{3.29}
\end{equation*}
$$

with $x=\mathbf{S}^{(2)}+O(3)$ is introduced. And $S^{-\frac{1}{2}}$ is expanded in a Taylor series:

$$
\begin{align*}
S^{-\frac{1}{2}}(x) & =S^{-\frac{1}{2}}(0)+\left(S^{-\frac{1}{2}}(0)\right)^{\prime}(x-0)+\ldots \\
& =\mathbb{1}-\frac{1}{2} x  \tag{3.30}\\
& =\mathbb{1}-\frac{1}{2} \mathbf{S}^{(2)}+O(3)
\end{align*}
$$

Thus, $S_{I, J}^{-\frac{1}{2}}$ is given as:

$$
\begin{equation*}
S_{I, J}^{-\frac{1}{2}}=\delta_{I J}-\frac{1}{2} S_{I, J}^{(2)}+O(3) \tag{3.31}
\end{equation*}
$$

### 3.3.2 Matrix representation in the precursor states

Now the matrix representation of the shifted Hamiltonian $\tilde{H}=\hat{H}-E_{0}$ in the precursor states with the Hamiltonian partitioning $\hat{H}=\hat{H}_{0}+\lambda \hat{H}_{1}$ is discussed.

The so-called precursor matrix $\mathbf{M}^{\#}$ has the form:

$$
\begin{align*}
\mathbf{M}_{I J}^{\#(n)} \lambda^{n}= & \left\langle\left.\Psi_{I}^{\#}\right|^{(k)} \lambda^{k}\left(\hat{H}_{0}+\lambda \hat{H}_{1}-E_{0}^{(l)} \lambda^{l}\right) \mid \Psi_{J}^{\#}\right\rangle^{(m)} \lambda^{m} \\
= & \left(\left\langle\left.\Psi_{I}^{\#}\right|^{(k)} \hat{H}_{0} \mid \Psi_{J}^{\#}\right\rangle^{(m)}\right) \lambda^{(k+m)}+\left(\left\langle\left.\Psi_{I}^{\#}\right|^{(k)} \hat{H}_{1} \mid \Psi_{J}^{\#}\right\rangle^{(m)}\right) \lambda^{(k+m+1)}  \tag{3.32}\\
& -\left(S_{I J} E_{0}\right) \lambda^{(n)}
\end{align*}
$$

The expressions for $M_{I J}^{\#(n)}$ up to second order are given as:

$$
\begin{align*}
M_{I J}^{\#(0)}= & \left\langle\Psi_{0}^{(0)}\right| \hat{C}_{I}^{\dagger} \hat{H}_{0} \hat{C}_{J}\left|\Psi_{0}^{(0)}\right\rangle-\delta_{I J} E_{0}^{(0)}  \tag{3.33}\\
M_{I J}^{\#(1)}= & \left\langle\Psi_{0}^{(0)}\right| \hat{C}_{I}^{\dagger} \hat{H}_{1} \hat{C}_{J}\left|\Psi_{0}^{(0)}\right\rangle-\delta_{I J} E_{0}^{(1)}  \tag{3.34}\\
M_{I J}^{\#(2)}= & \left\langle\Psi_{0}^{(1)}\right| \hat{C}_{I}^{\dagger} \hat{H}_{1} \hat{C}_{J}\left|\Psi_{0}^{(0)}\right\rangle+\left\langle\Psi_{0}^{(0)}\right| \hat{C}_{I}^{\dagger} \hat{H}_{1} \hat{C}_{J}\left|\Psi_{0}^{(1)}\right\rangle \\
& +\left\langle\Psi_{0}^{(1)}\right| \hat{C}_{I}^{\dagger} \hat{H}_{0} \hat{C}_{J}\left|\Psi_{0}^{(1)}\right\rangle-\delta_{I J} E_{0}^{(2)}-S_{I J}^{(2)} E_{0}^{(0)} \tag{3.35}
\end{align*}
$$

### 3.4 Explicit expressions for $\mathrm{ADC}(2)$

From the results for the overlap matrix in section 3.3.1 and the precursor matrix in 3.3.2, the terms required for the $\operatorname{ADC}(2)$ matrix can be obtained using equation 3.17. In addition, to extract explicit expressions, the terms of the series expansion of the ground state and the ground state energy are required. The expressions for $E_{0}^{(0)}, E_{0}^{(1)}$ have already been given in section 2.3.2 as well as the remaining terms $E_{0}^{(2)}$ and $\left|\Psi_{0}^{(1)}\right\rangle$. However, for the last two, the matrix elements in equations 2.40 and 2.41 have to be evaluated, which can be done using Wick's theroem.

The first order correction to the wavefunction is given as:

$$
\begin{equation*}
\left|\Psi_{0}^{(1)}\right\rangle=\sum_{\substack{i<j \\ a<b}}\left|\Psi_{i j}^{a b}\right\rangle \frac{\left\langle\Psi_{i j}^{a b}\right| \hat{H}_{1}\left|\Psi_{0}^{(0)}\right\rangle}{E_{0}^{(0)}-E_{\Psi_{i j}^{a b}}^{(0)}} \tag{3.36}
\end{equation*}
$$

The matrix element of $\hat{H}_{1}$, can be written as:

$$
\begin{equation*}
\left\langle\Psi_{i j}^{a b}\right| \hat{H}_{1}\left|\Psi_{0}^{(0)}\right\rangle=\frac{1}{4} \sum_{p q r s}\langle p q||r s\rangle\left\langle\Psi_{0}^{(0)}\right| \hat{c}_{j}^{\dagger} \hat{c}_{i}^{\dagger} \hat{c}_{b} \hat{c}_{a} \hat{c}_{p}^{\dagger} \hat{c}_{q}^{\dagger} \hat{c}_{s} \hat{c}_{r}\left|\Psi_{0}^{(0)}\right\rangle \tag{3.37}
\end{equation*}
$$

Here, the single operator part of $\hat{H}_{1}$ has been omitted since the matrix element
yields zero. Using Wick's theorem, the expectation value $\left\langle\Psi_{0}^{(0)}\right| \hat{c}_{j}^{\dagger} \hat{c}_{i}^{\dagger} \hat{c}_{b} \hat{c}_{a} \hat{c}_{p}^{\dagger} \hat{c}_{q}^{\dagger} \hat{c}_{s} \hat{c}_{r}\left|\Psi_{0}^{(0)}\right\rangle$ can be evaluated as:

$$
\begin{equation*}
\left\langle\Psi_{0}^{(0)}\right| \hat{c}_{j}^{\dagger} \hat{c}_{i}^{\dagger} \hat{c}_{b} \hat{c}_{a} \hat{c}_{p}^{\dagger} \hat{c}_{q}^{\dagger} \hat{c}_{s} \hat{c}_{r}\left|\Psi_{0}^{(0)}\right\rangle=\delta_{j s} \delta_{i r} \delta_{b p} \delta_{a q}-\delta_{j s} \delta_{i r} \delta_{b q} \delta_{a p}-\delta_{j r} \delta_{i s} \delta_{b p} \delta_{a q}+\delta_{j r} \delta_{i s} \delta_{b q} \delta_{a p} \tag{3.38}
\end{equation*}
$$

Thus, the matrix element in equation 3.37 can be obtained as:

$$
\begin{align*}
\left\langle\Psi_{i j}^{a b}\right| \hat{H}_{1}\left|\Psi_{0}^{(0)}\right\rangle= & \frac{1}{4} \sum_{p q r s}\langle p q \| r s\rangle\left(\delta_{j s} \delta_{i r} \delta_{b p} \delta_{a q}-\delta_{j s} \delta_{i r} \delta_{b q} \delta_{a p}\right. \\
& \left.-\delta_{j r} \delta_{i s} \delta_{b p} \delta_{a q}+\delta_{j r} \delta_{i s} \delta_{b q} \delta_{a p}\right)  \tag{3.39}\\
= & \frac{1}{4}(\langle a b||i j\rangle-\langle b a||i j\rangle-\langle a b||j i\rangle+\langle b a \| j i\rangle)=\langle a b \| i j\rangle
\end{align*}
$$

By lifting the restrictions $i<j$ and $a<b$ in equation 3.36, the first order correction to the wavefunction is finally obtained as:

$$
\begin{equation*}
\left|\Psi_{0}^{(1)}\right\rangle=-\frac{1}{4} \sum_{i j a b}\left|\Psi_{i j}^{a b}\right\rangle \frac{\langle a b||i j\rangle}{\epsilon_{a}+\epsilon_{b}-\epsilon_{i}-\epsilon_{j}} \tag{3.40}
\end{equation*}
$$

which can be further simplified by introducing the so-called $t$-amplitudes:

$$
\begin{equation*}
t_{a b i j}=\frac{\langle a b||i j\rangle}{\epsilon_{a}+\epsilon_{b}-\epsilon_{i}-\epsilon_{j}}=t_{i j a b}^{\star} . \tag{3.41}
\end{equation*}
$$

Similar, the second order correction to the energy can be obtained as:

$$
\begin{equation*}
E_{0}^{(2)}=-\frac{1}{4} \sum_{i j a b} t_{i j a b}^{\star} \frac{1}{4} \sum_{p q r s}\langle p q \| r s\rangle\left\langle\Psi_{0}^{(0)}\right| \hat{c}_{p}^{\dagger} \hat{c}_{q}^{\dagger} \hat{c}_{s} \hat{c}_{r}\left|\Psi_{i j}^{a b}\right\rangle=-\frac{1}{4} \sum_{i j a b} t_{i j a b}^{\star}\langle i j \| a b\rangle \tag{3.42}
\end{equation*}
$$

In the same way, the matrix elements occurring in the terms for the overlap and precursor matrix in sections 3.3 .1 and 3.3 .2 can be evaluated and the results are presented in the following sections.

### 3.4.1 Zeroth order and first order

Equation 3.17 yields for zeroth order:

$$
\begin{equation*}
M_{I, J}^{(0)}=\sum_{K, L}\left(S_{I, K}^{-\frac{1}{2}}\right)^{(0)} M_{I J}^{\#(0)}\left(S_{L, J}^{-\frac{1}{2}}\right)^{(0)}, \tag{3.43}
\end{equation*}
$$

which simplifies to:

$$
\begin{equation*}
M_{I, J}^{(0)}=\left\langle\Psi_{0}^{(0)}\right| \hat{C}_{I}^{\dagger} \hat{H}_{0} \hat{C}_{J}\left|\Psi_{0}^{(0)}\right\rangle-\delta_{I J} E_{0}^{(0)}=\sum_{p} \epsilon_{p}\left\langle\Psi_{0}^{(0)}\right| \hat{C}_{I}^{\dagger} \hat{c}_{p}^{\dagger} \hat{c}_{p} \hat{C}_{J}\left|\Psi_{0}^{(0)}\right\rangle-\delta_{I J} E_{0}^{(0)} \tag{3.44}
\end{equation*}
$$

Equation 3.44 yields for the p-h,p-h-block:

$$
\begin{equation*}
M_{i a, j b}^{(0)}=\left(\epsilon_{a}-\epsilon_{i}\right) \delta_{a b} \delta_{i j} \tag{3.45}
\end{equation*}
$$

and for the $2 \mathrm{p}-2 \mathrm{~h}, 2 \mathrm{p}-2 \mathrm{~h}$-block:

$$
\begin{equation*}
M_{i a j b, k c l d}^{(0)}=\left(\epsilon_{a}+\epsilon_{b}-\epsilon_{i}-\epsilon_{j}\right) \delta_{a c} \delta_{b d} \delta_{i k} \delta_{j l} . \tag{3.46}
\end{equation*}
$$

Similar, the first order term is given as:

$$
\begin{align*}
M_{I, J}^{(1)}= & \sum_{K, L}\left(S_{I, K}^{-\frac{1}{2}}\right)^{(0)} M_{I J}^{\#(1)}\left(S_{L, J}^{-\frac{1}{2}}\right)^{(0)}  \tag{3.47}\\
& =\left\langle\Psi_{0}^{(0)}\right| \hat{C}_{I}^{\dagger} \hat{H}_{1} \hat{C}_{J}\left|\Psi_{0}^{(0)}\right\rangle-\delta_{I J} E_{0}^{(1)}
\end{align*}
$$

which yields after evaluating the matrix element of $\hat{H}_{1}$ for the p-h,p-h-block:

$$
\begin{equation*}
M_{i a, j b}^{(1)}=-\langle a j \| b i\rangle+E_{0}^{(1)} \delta_{i j} \delta_{a b}-\delta_{i j} \delta_{a b} E_{0}^{(1)}=-\langle a j \| b i\rangle . \tag{3.48}
\end{equation*}
$$

Evaluating the matrix element in equation 3.47 for the coupling blocks yields:

$$
\begin{align*}
& M_{i a, k c l d}^{(1)}=\langle k l \| i d\rangle \delta_{a c}-\langle k l \| i c\rangle \delta_{a d}-\langle a l \| c d\rangle \delta_{i k}+\langle a k \| c d\rangle \delta_{i l}  \tag{3.49}\\
& M_{i a j b, k c}^{(1)}=\langle k b \| i j\rangle \delta_{a c}-\langle k a \| i j\rangle \delta_{b c}-\langle a b \| c j\rangle \delta_{i k}+\langle a b \| c i\rangle \delta_{j k} \tag{3.50}
\end{align*}
$$

### 3.4.2 Second order

First, the overlap matrix in second order is considered, which is only required for the p-h,p-h-block:

$$
\begin{align*}
S_{i a, j b}^{(2)} & =\left\langle\Psi_{0}^{(1)}\right| \hat{c}_{i}^{\dagger} \hat{c}_{a} \hat{\hat{c}}_{b}^{\dagger} \hat{c}_{j}\left|\Psi_{0}^{(1)}\right\rangle \\
& =\left.\frac{1}{16} \sum_{\substack{k l m n \\
c d e f}} t_{c d k l}^{\star} t_{m n e f}\left\langle\Psi_{k l}^{c d}\right|\right|_{c} ^{\dagger} \hat{c}_{a} \hat{c}_{b}^{\dagger} \hat{c}_{j}\left|\Psi_{m n}^{e f}\right\rangle  \tag{3.52}\\
& =\frac{1}{16} \sum_{\substack{k l m n \\
c d e f}} t_{c k l l}^{\star} t_{m n e f}\left\langle\Psi_{0}^{(0)}\right| \hat{c}_{l}^{\dagger} \hat{c}_{k}^{\dagger} \hat{c}_{d} \hat{c}_{c} \hat{c}_{i}^{\dagger} \hat{c}_{a} \hat{c}_{b}^{\dagger} \hat{c}_{j} \hat{c}_{e} \hat{c}_{f} \hat{c}_{m}^{\dagger} \hat{c}_{n}^{\dagger}\left|\Psi_{0}^{(0)}\right\rangle .
\end{align*}
$$

Evaluating the expectation value $\left\langle\Psi_{0}^{(0)}\right| \hat{c}_{l}^{\dagger} \hat{c}_{k}^{\dagger} \hat{c}_{d} \hat{c}_{c} \hat{c}_{i}^{\dagger} \hat{c}_{a} \hat{c}_{b}^{\dagger} \hat{c}_{j} \hat{c}_{e} \hat{c}_{f} \hat{c}_{m}^{\dagger} \hat{c}_{n}^{\dagger}\left|\Psi_{0}^{(0)}\right\rangle$ using Wick's theorem yields:

$$
\begin{equation*}
S_{i a, j b}^{(2)}=\frac{1}{4} \sum_{c d k l}\left|t_{c d k l}\right|^{2} \delta_{i j} \delta_{a b}-\frac{1}{2} \sum_{k c d} t_{c d i k} t_{c d j k}^{\star} \delta_{a b}-\frac{1}{2} \sum_{k l c} t_{a c k l} t_{b c k l}^{\star} \delta_{i j}+\sum_{k c} t_{a c i k} t_{b c j k}^{\star} \tag{3.53}
\end{equation*}
$$

Now, the matrix elements of $\hat{H}_{1}$, which contribute to the second order precursor matrix given in equation 3.35 are evaluated for the p-h,p-h-block:

$$
\begin{align*}
\left\langle\Psi_{0}^{(1)}\right| \hat{c}_{i}^{\dagger} \hat{c}_{a} \hat{H}^{(1)} \hat{c}_{b}^{\dagger} \hat{c}_{j}\left|\Psi_{0}^{(0)}\right\rangle= & \frac{1}{4} \sum_{p q r s} \sum_{k l c d} t_{c d k l}^{\star}\langle p q \| r s\rangle\left\langle\Psi_{k l}^{c d}\right| \hat{c}_{i}^{\dagger} \hat{c}_{a} \hat{c}_{p}^{\dagger} \hat{c}_{c}^{\dagger} \hat{c}_{s} \hat{c}_{r} \hat{c}_{b}^{\dagger} \hat{c}_{j}\left|\Psi_{0}^{(0)}\right\rangle \\
= & -\frac{1}{4} \delta_{i j} \delta_{a b} \sum_{c d k l}\langle c d \| k l\rangle t_{c d k l}^{\star}+\frac{1}{2} \delta_{i j} \sum_{c k l}\langle a c \| \mid k l\rangle t_{b c k l}^{\star}  \tag{3.54}\\
& +\frac{1}{2} \delta_{a b} \sum_{c d k}\langle c d \| i k\rangle t_{c d j k}^{\star}-\sum_{c k}\langle a c \| i k\rangle t_{b c j k}^{\star},
\end{align*}
$$

$$
\begin{align*}
\left\langle\Psi_{0}^{(0)}\right| \hat{c}_{i}^{\dagger} \hat{c}_{a} \hat{H}^{(1)} \hat{c}_{b}^{\dagger} \hat{c}_{j}\left|\Psi_{0}^{(1)}\right\rangle= & \frac{1}{4} \sum_{p q r s} \sum_{k l c d}\langle p q \| \mid r s\rangle t_{c d k l}\left\langle\Psi_{0}^{(0)}\right| \hat{c}_{i}^{\dagger} \hat{c}_{a} \hat{c}_{p}^{\dagger} \hat{c}_{q}^{\dagger} \hat{c}_{s} \hat{c}_{r} \hat{c}_{b}^{\dagger} \hat{c}_{j}\left|\Psi_{k l}^{c d}\right\rangle \\
= & -\frac{1}{4} \delta_{i j} \delta_{a b} \sum_{c d k l}\langle k l \| c d\rangle t_{c d k l}+\frac{1}{2} \delta_{i j} \sum_{c k l}\langle k l \| b c\rangle t_{a c k l}  \tag{3.55}\\
& +\frac{1}{2} \delta_{a b} \sum_{c d k}\langle j k \| c d\rangle t_{c d k i}-\sum_{c k}\langle j k \| \mid b c\rangle t_{a c i k} .
\end{align*}
$$

The matrix element of $\hat{H}_{0}$, which is the third term on the right-hand side of equation 3.35 can be evaluated as:

$$
\begin{align*}
\left\langle\Psi_{0}^{(1)}\right| \hat{c}_{i}^{\dagger} \hat{c}_{a} \hat{H}^{(0)} \hat{c}_{b}^{\dagger} \hat{c}_{j}\left|\Psi_{0}^{(1)}\right\rangle= & \frac{1}{16} \sum_{p q r s} \sum_{\substack{k l m n \\
c d e f}} t_{c d k l}^{\star} t_{e f m n}\left\langle\Psi_{k l}^{c d}\right| \hat{c}_{i}^{\dagger} \hat{c}_{a} \hat{c}_{p}^{\dagger} \hat{c}_{p} \hat{c}_{b}^{\dagger} \hat{c}_{j}\left|\Psi_{m n}^{e f}\right\rangle \\
= & \frac{1}{4} \delta_{i j} \delta_{a b} \sum_{c d k l} t_{c d k l}^{\star} t_{c d k l}\left(E_{0}^{(0)}+\epsilon_{c}+\epsilon_{d}-\epsilon_{k}-\epsilon_{l}+\epsilon_{a}-\epsilon_{i}\right) \\
& -\frac{1}{2} \delta_{a b} \sum_{c d k} t_{c d i k} t_{c d j k}^{\star}\left(E_{0}^{(0)}+\epsilon_{a}+\epsilon_{c}+\epsilon_{d}-\epsilon_{i}-\epsilon_{j}-\epsilon_{k}\right) \\
& -\frac{1}{2} \delta_{i j} \sum_{c k l} t_{a c k l} t_{b c k l}^{\star}\left(E_{0}^{(0)}+\epsilon_{c}+\epsilon_{a}+\epsilon_{b}-\epsilon_{k}-\epsilon_{l}-\epsilon_{i}\right) \\
& +\sum_{c k} t_{a c i k} t_{b c j k}^{\star}\left(E_{0}^{(0)}+\epsilon_{a}+\epsilon_{b}+\epsilon_{c}-\epsilon_{i}-\epsilon_{k}-\epsilon_{j}\right) . \tag{3.56}
\end{align*}
$$

The result in equation 3.56 can be rewritten by collecting the orbital energies in the brackets in such a way that they cancel the denominators of the $t$-amplitudes. This yields exactly half of the matrix elements defined in 3.54 and 3.55 with opposite sign and a remainder:

$$
\begin{array}{r}
\left\langle\Psi_{0}^{(1)}\right| \hat{c}_{i}^{\dagger} \hat{c}_{a} \hat{H}^{(0)} \hat{c}_{b}^{\dagger} \hat{c}_{j}\left|\Psi_{0}^{(1)}\right\rangle=-\frac{1}{2}\left(\left\langle\Psi_{0}^{(1)}\right| \hat{c}_{i}^{\dagger} \hat{c}_{a} \hat{H}^{(1)} \hat{c}_{b}^{\dagger} \hat{c}_{j}\left|\Psi_{0}^{(0)}\right\rangle+\left\langle\Psi_{0}^{(0)}\right| \hat{c}_{i}^{\dagger} \hat{c}_{a} \hat{H}^{(1)} \hat{c}_{b}^{\dagger} \hat{c}_{j}\left|\Psi_{0}^{(1)}\right\rangle\right) \\
+\frac{1}{4} \delta_{i j} \delta_{a b} \sum_{c d k l} t_{c d k l}^{\star} t_{c d k l}\left(E_{0}^{(0)}+\epsilon_{a}-\epsilon_{i}\right)-\frac{1}{4} \delta_{a b} \sum_{c d k} t_{c d i k} t_{c d j k}^{\star}\left(E_{0}^{(0)}+2 \epsilon_{a}-\epsilon_{i}-\epsilon_{j}\right) \\
-\frac{1}{4} \delta_{i j} \sum_{c k l} t_{a c k l} t_{b c k l}^{\star}\left(E_{0}^{(0)}+\epsilon_{a}+\epsilon_{b}-2 \epsilon_{i}\right)+\frac{1}{2} \sum_{c k} t_{a c i k} t_{b c j k}^{\star}\left(E_{0}^{(0)}+\epsilon_{a}+\epsilon_{b}-\epsilon_{i}-\epsilon_{j}\right) . \tag{3.57}
\end{array}
$$

The terms containing $E_{0}^{(0)}$ cancel exactly the last term in equation 3.35 . Thus, the terms for the second order p-h,p-h-block of the precursor matrix can be summed
up to:

$$
\begin{array}{r}
M_{i a, j b}^{\#(2)}=\frac{1}{2}\left(\left\langle\Psi_{0}^{(1)}\right| \hat{c}_{i}^{\dagger} \hat{c}_{a} \hat{H}^{(1)} \hat{c}_{b}^{\dagger} \hat{c}_{j}\left|\Psi_{0}^{(0)}\right\rangle+\left\langle\Psi_{0}^{(0)}\right| \hat{c}_{i}^{\dagger} \hat{c}_{a} \hat{H}^{(1)} \hat{c}_{b}^{\dagger} \hat{c}_{j}\left|\Psi_{0}^{(1)}\right\rangle\right) \\
+\frac{1}{4} \delta_{i j} \delta_{a b} \sum_{c d k l} t_{c d k l}^{\star} t_{c d k l}\left(\epsilon_{a}-\epsilon_{i}\right)-\frac{1}{4} \delta_{a b} \sum_{c d k} t_{c d i k} t_{c d j k}^{\star}\left(2 \epsilon_{a}-\epsilon_{i}-\epsilon_{j}\right) \\
-\frac{1}{4} \delta_{i j} \sum_{c k l} t_{a c k l} t_{b c k l}^{\star}\left(\epsilon_{a}+\epsilon_{b}-2 \epsilon_{i}\right)+\frac{1}{2} \sum_{c k} t_{a c i k} t_{b c j k}^{\star}\left(\epsilon_{a}+\epsilon_{b}-\epsilon_{i}-\epsilon_{j}\right)-\delta_{a b} \delta_{i j} E_{0}^{(2)}, \tag{3.58}
\end{array}
$$

which can further be simplified to:

$$
\begin{align*}
M_{i a, j b}^{\#(2)}= & \frac{1}{2}\left(\left\langle\Psi_{0}^{(1)}\right| \hat{c}_{i}^{\dagger} \hat{c}_{a} \hat{H}^{(1)} \hat{c}_{b}^{\dagger} \hat{c}_{j}\left|\Psi_{0}^{(0)}\right\rangle+\left\langle\Psi_{0}^{(0)}\right| \hat{c}_{i}^{\dagger} \hat{c}_{a} \hat{H}^{(1)} \hat{c}_{b}^{\dagger} \hat{c}_{j}\left|\Psi_{0}^{(1)}\right\rangle\right)  \tag{3.59}\\
& +\frac{1}{2} S_{i a, j b}^{(2)}\left(\epsilon_{a}+-\epsilon_{i}\right)+\frac{1}{2} S_{i a, j b}^{(2)}\left(\epsilon_{b}-\epsilon_{j}\right)-\delta_{a b} \delta_{i j} E_{0}^{(2)}
\end{align*}
$$

According to equation 3.17 the contributions to the second order ADC matrix are:

$$
\begin{align*}
M_{i a, j b}^{(2)}= & \sum_{k l c d}\left(S_{i a, k c}^{-\frac{1}{2}}\right)^{(2)}\left(\left\langle\Psi_{c k}^{\#}\right| \hat{H}-E_{0}\left|\Psi_{d l}^{\#}\right\rangle\right)^{(0)}\left(S_{l d, j b}^{-\frac{1}{2}}\right)^{(0)} \\
& +\sum_{k l c d}\left(S_{i a, k c}^{-\frac{1}{2}}\right)^{(0)}\left(\left\langle\Psi_{c k}^{\#}\right| \hat{H}-E_{0}\left|\Psi_{d l}^{\#}\right\rangle\right)^{(0)}\left(S_{l d, j b}^{-\frac{1}{2}}\right)^{(2)}  \tag{3.60}\\
& +M_{i a, j b}^{\#}{ }^{(2)},
\end{align*}
$$

which simplifies to:

$$
\begin{align*}
M_{i a, j b}^{(2)} & =\sum_{k c}\left(S_{i a, k c}^{-\frac{1}{2}}\right)^{(2)}\left(\epsilon_{b}-\epsilon_{j}\right) \delta_{b c} \delta_{j k}+\sum_{k c}\left(\epsilon_{a}-\epsilon_{i}\right) \delta_{a c} \delta_{i k}\left(S_{k c, j b}^{-\frac{1}{2}}\right)^{(2)}+M_{i a, j b}^{\#}{ }^{(2)} \\
& =-\frac{1}{2} S_{i a, j b}\left(\epsilon_{b}-\epsilon_{j}\right)-\frac{1}{2} S_{i a, j b}\left(\epsilon_{a}-\epsilon_{i}\right)+M_{i a, j b}^{\#}{ }^{(2)} \tag{3.61}
\end{align*}
$$

The first two terms on the right-hand side of equation 3.61 cancel against parts of $M_{i a, j b}^{\#}{ }^{(2)}$ :

$$
\begin{equation*}
M_{i a, j b}^{(2)}=\frac{1}{2}\left(\left\langle\Psi_{0}^{(1)}\right| \hat{c}_{i}^{\dagger} \hat{c}_{a} \hat{H}^{(1)} \hat{c}_{b}^{\dagger} \hat{c}_{j}\left|\Psi_{0}^{(0)}\right\rangle+\left\langle\Psi_{0}^{(0)}\right| \hat{c}_{i}^{\dagger} \hat{c}_{a} \hat{H}^{(1)} \hat{c}_{b}^{\dagger} \hat{c}_{j}\left|\Psi_{0}^{(1)}\right\rangle\right)-\delta_{a b} \delta_{i j} E_{0}^{(2)} \tag{3.62}
\end{equation*}
$$

Eventually, the last part in equation 3.62, $E_{0}^{(2)}$ cancels against the first terms on the right-hand side of equations 3.54 and 3.55 and the final result is given as:

$$
\begin{align*}
M_{i a, j b}^{(2)}= & =\frac{1}{4} \delta_{i j} \sum_{c k l}\left(t_{a c k l}\langle k l \| b c\rangle+t_{k l b c}\langle k l \| a c\rangle\right) \\
& +\frac{1}{4} \delta_{a b} \sum_{c d k}\left(t_{c d i k}\langle j k \| c d\rangle+t_{j k c d}\langle c d \| i k\rangle\right)  \tag{3.63}\\
& -\frac{1}{2} \sum_{c k}\left(t_{a c i k}\langle j k \| b c\rangle+t_{j k b c}\langle a c \| i k\rangle\right) .
\end{align*}
$$

### 3.4.3 Summary

Finally, all contributions to the $\mathrm{ADC}(2)$ matrix are summarized:

$$
\begin{align*}
M_{i a, j b} & =M_{i a, j b}^{(0)}+M_{i a, j b}^{(1)}+M_{i a, j b}^{(2) A}+M_{i a, j b}^{(2) B}+M_{i a, j b}^{(2) C}  \tag{3.64}\\
M_{i a, k c l d} & =M_{i a, k c l d}^{(1)}  \tag{3.65}\\
M_{i a j b, k c} & =M_{i a j b, k c}^{(1)}  \tag{3.66}\\
M_{i a j b, k c l d} & =M_{i a j b, k c l d}^{(0)} \tag{3.67}
\end{align*}
$$

and the explicit expressions are given as:

$$
\begin{align*}
M_{i a, j b}^{(0)} & =\left(\epsilon_{a}-\epsilon_{i}\right) \delta_{a b} \delta_{i j}  \tag{3.68}\\
M_{i a, j b}^{(1)} & =-\langle a j \| b i\rangle  \tag{3.69}\\
M_{i a, j b}^{(2) A} & =\frac{1}{4} \delta_{i j} \sum_{c k l}\left(\frac{\langle a c \| k l\rangle\langle k l \| b c\rangle}{\epsilon_{a}+\epsilon_{c}-\epsilon_{k}-\epsilon_{l}}+\frac{\langle a c \| k l\rangle\langle k l \| b c\rangle}{\epsilon_{b}+\epsilon_{c}-\epsilon_{k}-\epsilon_{l}}\right)  \tag{3.70}\\
M_{i a, j b}^{(2) B} & =\frac{1}{4} \delta_{a b} \sum_{c d k}\left(\frac{\langle c d \| i k\rangle\langle j k \| c d\rangle}{\epsilon_{c}+\epsilon_{d}-\epsilon_{i}-\epsilon_{k}}+\frac{\langle c d \| i k\rangle\langle j k \| c d\rangle}{\epsilon_{c}+\epsilon_{d}-\epsilon_{j}-\epsilon_{k}}\right)  \tag{3.71}\\
M_{i a, j b}^{(2) C} & =-\frac{1}{2} \sum_{c k}\left(\frac{\langle a c \| i k\rangle\langle j k \| b c\rangle}{\epsilon_{a}+\epsilon_{c}-\epsilon_{i}-\epsilon_{k}}+\frac{\langle a c \| i k\rangle\langle j k \| b c\rangle}{\epsilon_{b}+\epsilon_{c}-\epsilon_{j}-\epsilon_{k}}\right)  \tag{3.72}\\
M_{i a, k c l d}^{(1)} & =\langle k l \| i d\rangle \delta_{a c}-\langle k l \| i c\rangle \delta_{a d}-\langle a l \| c d\rangle \delta_{i k}+\langle a k \| c d\rangle \delta_{i l}  \tag{3.73}\\
M_{i a j b, k c}^{(1)} & =\langle k b \| i j\rangle \delta_{a c}-\langle k a \| i j\rangle \delta_{b c}-\langle a b \| c j\rangle \delta_{i k}+\langle a b \| c i\rangle \delta_{j k}  \tag{3.74}\\
M_{i a j b, k c l d}^{(0)} & =\left(\epsilon_{a}+\epsilon_{b}-\epsilon_{i}-\epsilon_{j}\right) \delta_{a c} \delta_{b d} \delta_{i k} \delta_{j l} . \tag{3.75}
\end{align*}
$$

### 3.5 Expressions from perturbation theory

In this section, expressions from perturbation theory, which are required in the following chapters are given. All terms enter the third order ADC density matrices given in tables 4.3 and 4.5. In addition, $\rho^{(2)}$ enters the ISR excited state and state-to-state densities given in table 5.1.

$$
\begin{align*}
\rho_{i j}^{(2)} & =-\frac{1}{4}\left(1+\mathcal{P}_{i j}\right) \sum_{k a b} t_{i j a b}^{\star} t_{j k a b}  \tag{3.76}\\
\rho_{i a}^{(2)} & =-\frac{1}{2\left(\epsilon_{a}-\epsilon_{i}\right)}\left(\sum_{j b c} t_{i j a b}^{\star}\langle j a||b c\rangle+t_{j k a b} \sum_{j k b}\langle j k| i b\right)  \tag{3.77}\\
\rho_{a b}^{(2)} & =\frac{1}{4}\left(1+\mathcal{P}_{a b}\right) \sum_{i j c} t_{i j a c}^{\star} t_{i j b c}  \tag{3.78}\\
T_{i j a b}^{D} & =\frac{\sum_{k c} t_{i k a c}^{\star}\langle k b||j c\rangle-\frac{1}{2}\left(\sum_{c d} t_{i j c d}^{\star}\langle a b \| c d\rangle+\sum_{k l} t_{k l a b}\langle i j \| \mid k l\rangle\right)}{\epsilon_{a}+\epsilon_{b}-\epsilon_{i}-\epsilon_{j}} \tag{3.79}
\end{align*}
$$
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## Chapter 4

## Analytical Derivatives of the Energy of the Algebraic Diagrammatic Construction Scheme

### 4.1 Analytical derivatives in quantum chemistry

Analytical derivatives have become a standard tool in quantum chemistry. To illustrate the concepts and the techniques used in the derivation and implementation of analytical gradients in modern quantum chemistry methods, a brief overview of some of the major contribution to the topic is given.

### 4.1.1 Hellmann-Feynman theorem

The Hellmann-Feynman theorem [34, 35] is the first important realization for analytical derivatives in quantum chemistry. It holds for the energy $E$ of the exact wavefunction $|\Psi\rangle$ :

$$
\begin{equation*}
E=\langle\Psi| \hat{H}|\Psi\rangle \tag{4.1}
\end{equation*}
$$

and it states that the derivative with respect to (w.r.t.) any perturbation $\xi$ can be obtained as the expectation value of the perturbed Hamiltonian.

$$
\begin{equation*}
\frac{\partial E}{\partial \xi}=\langle\Psi| \frac{\partial \hat{H}}{\partial \xi}|\Psi\rangle \tag{4.2}
\end{equation*}
$$

It can easily be extended to approximate wavefunctions depending on variationally optimized parameters $\boldsymbol{\Theta}=\left\{\theta_{1}, \ldots, \theta_{n}\right\}$. Since $\hat{H}$ is independent of the parameters $\boldsymbol{\Theta}$, the total derivative of the energy w.r.t. $\xi$ is

$$
\begin{equation*}
\frac{d E(\boldsymbol{\Theta}, \xi)}{d \xi}=\frac{d\langle\Psi(\boldsymbol{\Theta}, \xi)| \hat{H}|\Psi(\boldsymbol{\Theta}, \xi)\rangle}{d \xi}=\langle\Psi(\boldsymbol{\Theta}, \xi)| \frac{\partial \hat{H}}{\partial \xi}|\Psi(\boldsymbol{\Theta}, \xi)\rangle+\sum_{k}^{n} \frac{\partial E(\boldsymbol{\Theta}, \xi)}{\partial \theta_{k}} \frac{d \theta_{k}}{d \xi} \tag{4.3}
\end{equation*}
$$

Because of the variational conditions

$$
\begin{equation*}
\frac{\partial E(\boldsymbol{\Theta}, \xi)}{\partial \theta_{k}}=0 \tag{4.4}
\end{equation*}
$$

the elements of the sum in (4.3) vanish. For the same reasons the theorem also holds for perturbation-independent parameters.

An example for optimized parameters are the variationally determined coefficients of a configuration interaction (CI) wavefunction expansion. However, CIwavefunctions generally do not fully satisfy the Hellmann-Feynman theorem, since they depend implicitly on the parameters of the underlying reference state $\Phi_{0}$ [36].

### 4.1.2 Z-vector approach

For analytical derivatives of wavefunctions depending on non-optimized parameters the so-called non-Hellmann-Feynman contributions have in principle to be evaluated for each pair of parameter and perturbation individually. Handy and Schaefer realized that dealing with the direct perturbation dependence of the nonoptimized parameters can be avoided by introducing a perturbation-independent set of response equations [37. This so-called Z-vector approach has greatly improved the efficiency of analytical derivative calculations.

### 4.1.3 Lagrange formalism

A generalization and rigorous derivation of the Z-vector approach can be obtained using a Lagrange formalism. The Lagrange formalism is an elegant and efficient way to avoid the evaluation of non-Hellmann-Feynman contributions and has become a standard method for the derivation of analytical gradients in quantum chemistry [22, 23, 36].

Considering an energy expression $E$ depending on an external perturbation $\xi$, variationally optimized parameters $\boldsymbol{\Theta}$ and non-optimized parameters $\boldsymbol{\Delta}$, the total derivative of $E$ w.r.t. $\xi$ is given by

$$
\begin{equation*}
\frac{d E(\boldsymbol{\Theta}, \boldsymbol{\Delta}, \xi)}{d \xi}=\frac{\partial E}{\partial \xi}+\frac{\partial E}{\partial \boldsymbol{\Delta}} \frac{d \boldsymbol{\Delta}}{d \xi} \tag{4.5}
\end{equation*}
$$

Now the Lagrangian

$$
\begin{equation*}
\mathcal{L}(\boldsymbol{\Delta}, \boldsymbol{\Theta}, \xi, \mathbf{K})=E+\sum_{i} \kappa_{i} f_{i}(\boldsymbol{\Delta}) \tag{4.6}
\end{equation*}
$$

is introduced. Here $\left\{\kappa_{k}\right\}=\mathbf{K}$ are undetermined Lagrange multipliers and $\left\{f_{k}(\boldsymbol{\Delta})=\right.$ $0\}$ are equations defining the non-optimized parameters. From the definition of the Lagrangian follows, that $\mathcal{L}$ is stationary w.r.t. $\mathbf{K}$, since $\frac{\partial \mathcal{L}}{\partial \kappa_{k}}=f_{k}(\boldsymbol{\Delta})=0$. If the Lagrange multipliers can be determined such that they solve the system of equations

$$
\begin{equation*}
\left\{\frac{\partial \mathcal{L}}{\partial \delta_{k}}=0\right\} \tag{4.7}
\end{equation*}
$$

then $\mathcal{L}$ is stationary w.r.t. all parameters and fulfilling the Hellmann-Feynman theorem. Thus, using the partial derivative of the Lagrangian the total derivative of $E$ w.r.t. $\xi$ can be obtained.

$$
\begin{equation*}
\frac{d E}{d \xi}=\frac{d \mathcal{L}}{d \xi}=\frac{\partial \mathcal{L}}{\partial \xi} \tag{4.8}
\end{equation*}
$$

### 4.2 Analytical energy derivatives of wavefunctionbased methods

In this work the Lagrange formalism is used in analogy to [23] to obtain expressions for energy derivatives of different ADC models. Some aspects of the derivation are independent of the respective method and will be discussed beforehand in this section.

### 4.2.1 Energy functional

Energy expressions of wavefunction-based methods can be written in terms of one- and two-electron integrals ( $h_{p q}=\langle p| \hat{h}|q\rangle$ and $\langle p q||r s\rangle$ ) and the one- and twoparticle reduced density matrices $\gamma=\left\{\gamma_{p q}\right\}$ and $\Gamma=\left\{\Gamma_{p q r s}\right\}$ (1RDM and 2RDM)

$$
\begin{equation*}
E=\sum_{p q} h_{p q} \gamma_{p q}+\frac{1}{4} \sum_{p q r s}\langle p q \| r s\rangle \Gamma_{p q r s} . \tag{4.9}
\end{equation*}
$$

### 4.2.2 Partial derivative

The partial derivative of the energy w.r.t. to an external perturbation $\xi$, the Hellmann-Feynman term, is given as

$$
\begin{equation*}
\frac{\partial E}{\partial \xi}=\sum_{p q} h_{p q}^{\xi} \gamma_{p q}+\frac{1}{4} \sum_{p q r s}\langle p q \| r s\rangle^{\xi} \Gamma_{p q r s} . \tag{4.10}
\end{equation*}
$$

The perturbed one- and two-electron integrals can be obtained by transforming the perturbed integrals from the atomic orbital basis $\left\{\chi_{\mu}\right\}$ (AO) to the molecular orbital basis $\left\{\phi_{p}\right\}$ (MO) using the orbital transformation matrix $\mathbf{C}$.

$$
\begin{gather*}
\frac{\partial h_{p q}}{\partial \xi}=h_{p q}^{\xi}=\sum_{\mu \nu} C_{\mu p} h_{\mu \nu}^{\xi} C_{\nu q}  \tag{4.11}\\
\frac{\partial\langle p q \| r s\rangle}{\partial \xi}=\langle p q \| r s\rangle^{\xi}=\sum_{\mu \nu \sigma \tau} C_{\mu p} C_{\nu q}\langle\mu \nu \| \sigma \tau\rangle^{\xi} C_{\sigma r} C_{\tau s} \tag{4.12}
\end{gather*}
$$

### 4.2.3 Total derivative

Applying the chain rule, the total derivative of post-Hatree-Fock energy expressions, which depend on $\mathbf{C}$ and parameters $\mathbf{T}=\left\{t_{z}\right\}$ from a correlation treatment, w.r.t. $\xi$ is given as

$$
\begin{equation*}
\frac{d E(\mathbf{C}, \mathbf{T}, \xi)}{d \xi}=\frac{\partial E}{\partial \xi}+\frac{\partial E}{\partial \mathbf{C}} \frac{d \mathbf{C}}{d \xi}+\frac{\partial \mathbf{E}}{\partial \mathbf{T}} \frac{d E}{d \xi} \tag{4.13}
\end{equation*}
$$

If the parameters $\mathbf{T}$ are obtained non-variationally, i.e. through perturbation theory, the third term on the right-hand side of equation 4.13, the partial derivative w.r.t. $\mathbf{T}$ does not vanish.

However, as first realized by Handy and Schaefer [37], the total derivative can be evaluated for all post-Hartree-Fock methods in the same way as the partial derivative and requires in addition only a set of Lagrange multipliers $\boldsymbol{\Omega}=\left\{\omega_{p q}\right\}$ and the derivative of the overlap matrix $\mathbf{S}=\left\{S_{p q}\right\}=\left\{\left\langle\phi_{p} \mid \phi_{q}\right\rangle\right\}$ which can also be obtained by transforming from the AO basis

$$
\begin{equation*}
\frac{\partial S_{p q}}{\partial \xi}=S_{p q}^{\xi}=\sum_{\mu \nu} C_{\mu p} S_{\mu \nu}^{\xi} C_{\nu q} \tag{4.14}
\end{equation*}
$$

By introducing effective one- and two-particle reduced density matrices $\gamma^{e}$ and $\Gamma^{e}$, the total derivative can be written as

$$
\begin{equation*}
\frac{d E}{d \xi}=\sum_{p q} h_{p q}^{\xi} \gamma_{p q}^{e}+\frac{1}{4} \sum_{p q r s}\langle p q||r s\rangle^{\xi} \Gamma_{p q r s}^{e}+\sum_{p q} \omega_{p q} S_{p q}^{\xi} \tag{4.15}
\end{equation*}
$$

Three different parts contribute to the effective density matrices in 4.15 and their explicit form can be derived using the Lagrange formalism as shown in the next section.

### 4.2.4 Lagrangian of wavefunction-based methods

A Lagrangian for wavefunction-based methods can be used to avoid the computation of partial derivatives w.r.t. non-optimized wavefunction parameters. It can be constructed using the conditions for the equations of the underlying reference state and the correlation treatment as introduced in equation 4.6. If canonical Hartree-
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 Algebraic Diagrammatic Construction SchemeFock is used the Fock matrix $\mathbf{F}=\left\{f_{p q}\right\}$ is diagonal and the overlap matrix $\mathbf{S}$ is the unity matrix, which can be expressed as

$$
\begin{equation*}
f_{p q}-\delta_{p q} \epsilon_{p}=0 \text { and } S_{p q}-\delta_{p q}=0 \tag{4.16}
\end{equation*}
$$

It is necessary to find in a similar way equations $\left\{f_{z}\right\}$, that satisfy the condition

$$
\begin{equation*}
f_{z}\left(t_{z}\right)=0 \tag{4.17}
\end{equation*}
$$

for the parameters $\mathbf{T}=\left\{t_{z}\right\}$. Using 4.16 and 4.17, a general Lagrangian for methods based on canonical Hartree-Fock can be constructed as [23]
$L(\mathbf{C}, \mathbf{T}, \boldsymbol{\Lambda}, \boldsymbol{\Omega}, \tilde{\mathbf{T}})=E(\mathbf{C}, \mathbf{T})+\sum_{p q} \lambda_{p q}\left(f_{p q}-\delta_{p q} \epsilon_{p}\right)+\sum_{p q} \omega_{p q}\left(S_{p q}-\delta_{p q}\right)+\sum_{z} \tilde{t}_{z} f_{z}\left(t_{z}\right)$.
Here, $\boldsymbol{\Lambda}=\left\{\lambda_{p q}\right\}, \boldsymbol{\Omega}=\left\{\omega_{p q}\right\}$, and $\tilde{\mathbf{T}}=\left\{\tilde{t}_{z}\right\}$ are sets of undetermined Lagrange multipliers. It should be noted, that the Lagrange multiplier matrices $\boldsymbol{\Lambda}$ and $\boldsymbol{\Omega}$ are symmetric. The first term of equation 4.18 is the energy $E(\mathbf{C}, \mathbf{T})$ given in 4.9 and the remaining terms are zero if the conditions 4.16 and 4.17 are satisfied.

From the definition of the Lagrangian it follows directly that $L$ is stationary w.r.t. the Lagrange multipliers:

$$
\begin{align*}
\frac{\partial L}{\partial \lambda_{p q}} & =f_{p q}-\delta_{p q} \epsilon_{p}=0 \\
\frac{\partial L}{\partial \omega_{p q}} & =S_{p q}-\delta_{p q}=0  \tag{4.19}\\
\frac{\partial L}{\partial t_{z}} & =f_{z}\left(t_{z}\right)=0
\end{align*}
$$

The undetermined Lagrange multipliers can be chosen freely and are defined by imposing

$$
\begin{equation*}
\frac{\partial L}{\partial \mathbf{C}} \stackrel{!}{=} 0 \tag{4.20}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial L}{\partial \mathbf{T}} \stackrel{!}{=} 0 \tag{4.21}
\end{equation*}
$$

meaning, that $L$ is stationary w.r.t. all non-variational parameters. Thus, the

Lagrangian is stationary w.r.t. to all wavefunction parameters (and Lagrange multipliers) and the total derivative of $L$ becomes equal to the partial derivative. Hence, from the definition of $L$ in 4.18 follows that the total derivative of the energy $E$ w.r.t. a perturbation $\xi$ is given by

$$
\begin{equation*}
\frac{d E}{d \xi}=\frac{d L}{d \xi} \stackrel{!}{=} \frac{\partial L}{\partial \xi} \tag{4.22}
\end{equation*}
$$

if the Lagrange multipliers satisfy equations 4.20 and 4.21 .
The partial derivative of $L$ w.r.t. $\xi$ is given by

$$
\begin{equation*}
\frac{\partial L}{\partial \xi}=\frac{\partial E}{\partial \xi}+\sum_{p q} \lambda_{p q} \frac{\partial f_{p q}}{\partial \xi}+\sum_{p q} \omega_{p q} \frac{\partial S_{p q}}{\partial \xi}+\sum_{i} \tilde{t}_{i} \frac{\partial f_{i}\left(t_{i}\right)}{\partial \xi} \tag{4.23}
\end{equation*}
$$

and can be sorted and rewritten as

$$
\begin{align*}
\frac{\partial L}{\partial \xi} & =\sum_{p q} h_{p q}^{\xi}\left(\gamma_{p q}(T)+\gamma_{p q}^{O}(\Lambda)+\gamma_{p q}^{A}(\tilde{T})\right) \\
& +\frac{1}{4} \sum_{p q r s}\langle p q \| r s\rangle^{\xi}\left(\Gamma_{p q r s}(T)+\Gamma_{p q r s}^{O}(\Lambda)+\Gamma_{p q r s}^{A}(\tilde{T})\right)  \tag{4.24}\\
& +\sum_{p q} \omega_{p q} S_{p q}^{\xi}
\end{align*}
$$

By comparing with 4.24 the effective density matrices from equation 4.15 can be identified as

$$
\begin{equation*}
\gamma^{e}=\gamma(\mathbf{T})+\gamma^{O}(\boldsymbol{\Lambda})+\gamma^{A}(\tilde{\mathbf{T}}) \tag{4.25}
\end{equation*}
$$

and

$$
\begin{equation*}
\Gamma^{e}=\Gamma(\mathbf{T})+\Gamma^{O}(\boldsymbol{\Lambda})+\Gamma^{A}(\tilde{\mathbf{T}}) \tag{4.26}
\end{equation*}
$$

$\gamma(\mathbf{T})$ and $\Gamma(\mathbf{T})$ are the so-called unrelaxed densities which are identical to those in equation 4.10 and only depend on the parameters from the correlation treatment. The remaining terms on the right-hand side of equation 4.25 and 4.26 depend on the Lagrange multipliers. $\gamma^{O}(\boldsymbol{\Lambda})$ and $\Gamma^{O}(\boldsymbol{\Lambda})$ are the so-called orbital response contributions, and depend on the set of Lagrange multipliers, which guarantees stationarity of the Lagrangian w.r.t. changes in the parameters of the orbital basis. Their explicit form is method-independent and is presented in the next section
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4.2.5). The remaining terms, $\gamma^{A}(\tilde{\mathbf{T}})$ and $\Gamma^{A}(\tilde{\mathbf{T}})$, the so-called amplitude response contributions, depend on the Lagrange multipliers which ensure stationarity of $L$ w.r.t. the parameters of the correlation treatment and are thus method-specific. Their explicit form is discussed for each model individually in section 4.3.

### 4.2.5 Orbital response

To determine the Lagrange multipliers, which ensure stationarity w.r.t. to the parameters of the reference state, the so-called orbital response procedure is performed. Here, a system of linear equation has to be solved, determined by the imposed condition given in equation 4.20. This system of linear equations can be derived starting from the definition of the Lagrangian in equation 4.18.

$$
\begin{equation*}
L=E+\sum_{p q} \lambda_{p q}\left(f_{p q}-\delta_{p q} \epsilon_{p}\right)+\sum_{p q} \omega_{p q}\left(S_{p q}-\delta_{p q}\right)+\sum_{z} \tilde{t}_{z} f_{z}\left(t_{z}\right) . \tag{4.27}
\end{equation*}
$$

It is useful to express the energy, using the relation between the Fock matrix

$$
\begin{equation*}
f_{p q}=h_{p q}+\sum_{i}\langle p i \| q i\rangle \tag{4.28}
\end{equation*}
$$

and the core Hamiltonian $h_{p q}$, as

$$
\begin{equation*}
E=\sum_{p q} f_{p q} \tilde{\gamma}_{p q}+\frac{1}{4} \sum_{p q r s}\langle p q \| r s\rangle \tilde{\Gamma}_{p q s r} \tag{4.29}
\end{equation*}
$$

The introduced densities $\tilde{\gamma}$ and $\tilde{\Gamma}$ are identified as

$$
\begin{align*}
\tilde{\gamma_{p q}} & =\gamma_{p q}  \tag{4.30}\\
\tilde{\Gamma}_{p q r s} & =\Gamma_{p q r s}-\gamma_{p s} \delta_{q r} \delta_{q \in \mathrm{occ}}+\gamma_{p r} \delta_{q s} \delta_{q \in \mathrm{occ}}+\gamma_{q s} \delta_{p r} \delta_{p \in \mathrm{occ}}-\gamma_{q r} \delta_{p s} \delta_{p \in \mathrm{occ}} . \tag{4.31}
\end{align*}
$$

Here, $\tilde{\Gamma}$ is the so-called nonseparable part of the two-particle density matrix. In the same way, the explicit form of the orbital response contributions can be identified
as

$$
\begin{align*}
\gamma_{p q}^{O} & =\lambda_{p q}  \tag{4.32}\\
\Gamma_{p q r s}^{O} & =-\lambda_{p s} \delta_{q r} \delta_{q \in \mathrm{occ}}+\lambda_{p r} \delta_{q s} \delta_{q \in \mathrm{occ}}+\lambda_{q s} \delta_{p r} \delta_{p \in \mathrm{occ}}-\lambda_{q r} \delta_{p s} \delta_{p \in \mathrm{occ}} \tag{4.33}
\end{align*}
$$

The Lagrangian is sorted, collecting all contributions besides the orbital response Lagrange multipliers in

$$
\begin{equation*}
\gamma^{\prime}(\mathbf{T}, \tilde{\mathbf{T}})=\gamma(\mathbf{T})+\gamma^{A}(\tilde{\mathbf{T}}) \text { and } \Gamma^{\prime}(\mathbf{T}, \tilde{\mathbf{T}})=\tilde{\Gamma}(\mathbf{T})+\Gamma^{A}(\tilde{\mathbf{T}}) \tag{4.34}
\end{equation*}
$$

and thus, written as

$$
\begin{equation*}
L=\sum_{p q} f_{p q} \gamma_{p q}^{\prime}+\frac{1}{4} \sum_{p q r s}\langle p q \| r s\rangle \Gamma_{p q r s}^{\prime}+\sum_{p q} \lambda_{p q}\left(f_{p q}-\delta_{p q} \epsilon_{p}\right)+\sum_{p q} \omega_{p q} S_{p q} . \tag{4.35}
\end{equation*}
$$

Now the partial derivatives w.r.t. the elements of the orbital transformation matrix $\mathbf{C}$ are evaluated. The Lagrangian depends on the elements of $\mathbf{C}$ through the Fock matrix, the two-electron integrals and the overlap matrix. The system of linear equations according to equation 4.20 has the form

$$
\begin{equation*}
0=\sum_{p q} \frac{\partial f_{p q}}{\partial C_{\mu p}}\left(\gamma_{p q}^{\prime}+\lambda_{p q}\right)+\frac{1}{4} \sum_{p q r s} \frac{\partial\langle p q \| r s\rangle}{\partial C_{\mu p}} \Gamma_{p q r s}^{\prime}+\sum_{p q} \omega_{p q} \frac{\partial S_{p q}}{\partial C_{\mu p}} . \tag{4.36}
\end{equation*}
$$

To obtain programmable expressions from equation 4.36,

$$
\begin{equation*}
\frac{\partial L}{\partial C_{\mu p}}=0, \text { is replaced by } \sum_{\mu} C_{\mu q} \frac{\partial L}{C_{\mu p}}=0 \tag{4.37}
\end{equation*}
$$

to avoid expressions with partially-transformed integrals and the partial derivatives are performed. Evaluating the required derivatives of the Fock matrix, the twoelectron integrals and the overlap matrix is straightforward [23]. Equation 4.37
yields

$$
\begin{align*}
\sum_{\mu} C_{\mu u} \frac{\partial L}{\partial C_{\mu t}} & =\sum_{p q}\left(\lambda_{p q}+\gamma_{p q}^{\prime}\right)\left(\delta_{p t} f_{u q}+\delta_{q t} f_{p u}+(\langle p u \| q t\rangle+\langle p t \| q u\rangle) \delta_{t \in \mathrm{occ} .}\right) \\
& +\sum_{p q r} \frac{1}{2}\left(\Gamma_{t p q r}^{\prime}\langle u p \| q r\rangle+\Gamma_{q r t p}^{\prime}\langle q r \| u p\rangle\right) \\
& +\sum_{p q} \omega_{p q}\left(\delta_{p t} S_{u q}+\delta_{q t} S_{p u}\right) \tag{4.38}
\end{align*}
$$

which can be simplified by assuming real two-electron integrals and using $f_{p q}=$ $\epsilon_{p} \delta_{p q}, S_{p q}=\delta_{p q}$, as well as the symmetry of $\boldsymbol{\Lambda}$ and $\boldsymbol{\Omega}$, to

$$
\begin{equation*}
\sum_{\mu} C_{\mu u} \frac{\partial L}{\partial C_{\mu t}}=\sum_{p q} 2\left(\lambda_{t u}+\gamma_{t u}^{\prime \prime}\right)\left(\epsilon_{u}+\langle p u \| q t\rangle \delta_{t \in o c c .}\right)+\sum_{p q r} \Gamma_{t p q r}^{\prime \prime}\langle u p \| q r\rangle+2 \omega_{u t} . \tag{4.39}
\end{equation*}
$$

It should be noted that the contributions from the Hartree-Fock energy to 4.39 cancel and thus,

$$
\begin{equation*}
\gamma_{i j}^{\prime \prime}=\gamma_{i j}^{\prime}-\delta_{i j} \text { and } \Gamma_{i j k l}^{\prime \prime}=\Gamma_{i j k l}^{\prime}+\delta_{i l} \delta_{k j}-\delta_{i k} \delta_{j l} . \tag{4.40}
\end{equation*}
$$

Choosing the indices $t$ and $u$ in equation 4.39 from different orbital spaces yields:

$$
\begin{align*}
0 & =\sum_{\mu} C_{\mu i} \frac{\partial L}{\partial C_{\mu j}} \\
& =2\left(\lambda_{i j}+\gamma_{i j}^{\prime \prime}\right) \epsilon_{i}+\sum_{p q}\left(\lambda_{p q}+\gamma_{p q}^{\prime \prime}\right)\langle p i \| q j\rangle+\sum_{p q r} \Gamma_{j p q r}^{\prime \prime}\langle i p \| q r\rangle+2 \omega_{i j}  \tag{4.41}\\
0 & =\sum_{\mu} C_{\mu a} \frac{\partial L}{\partial C_{\mu i}} \\
& =2\left(\lambda_{i a}+\gamma_{i a}^{\prime \prime}\right) \epsilon_{a}+\sum_{p q}\left(\lambda_{p q}+\gamma_{p q}^{\prime \prime}\right)\langle p i \| q a\rangle+\sum_{p q r} \Gamma_{i p q r}^{\prime \prime}\langle a p \| q r\rangle+2 \omega_{i a} \tag{4.42}
\end{align*}
$$

$$
\begin{align*}
& 0=\sum_{\mu} C_{\mu i} \frac{\partial L}{\partial C_{\mu a}}=2\left(\lambda_{i a}+\gamma_{i a}^{\prime \prime}\right) \epsilon_{i}+\sum_{p q r} \Gamma_{a p q r}^{\prime \prime}\langle i p \| q r\rangle+2 \omega_{i j}  \tag{4.43}\\
& 0=\sum_{\mu} C_{\mu a} \frac{\partial L}{\partial C_{\mu b}}=2\left(\lambda_{a b}+\gamma_{a b}^{\prime \prime}\right) \epsilon_{a}+\sum_{p q r} \Gamma_{b p q r}^{\prime \prime}\langle a p \| q r\rangle+2 \omega_{i j} \tag{4.44}
\end{align*}
$$

Subtracting equations 4.42 from 4.43 yields the set of equation which determines the Lagrange multipliers $\boldsymbol{\Lambda}$ :

$$
\begin{align*}
0 & =2\left(\lambda_{i a}+\gamma_{i a}^{\prime \prime}\right)\left(\epsilon_{i}-\epsilon_{a}\right) \\
& +\sum_{p q}\left(\lambda_{p q}+\gamma_{p q}^{\prime \prime}\right)(\langle p a \| q i\rangle-\langle p i \| q a\rangle)+\sum_{p q r}\left(\Gamma_{i p q r}^{\prime \prime}\langle a p \| q r\rangle-\Gamma_{a p q r}^{\prime \prime}\langle i p \| q r\rangle\right) . \tag{4.45}
\end{align*}
$$

If no approximations restricting the active orbital space are employed, $\lambda_{i j}$ and $\lambda_{a b}$ are zero, since the energy is invariant w.r.t. orbital rotations within the space of occupied or virtual orbitals. However, for frozen core or frozen virtual approximations $\lambda_{i j}$ and $\lambda_{a b}$ can be obtained through the equations:

$$
\begin{align*}
0 & =\sum_{\mu} C_{\mu i} \frac{\partial L}{\partial C_{\mu j}}-\sum_{\mu} C_{\mu j} \frac{\partial L}{\partial C_{\mu i}}  \tag{4.46}\\
& =2\left(\lambda_{i j}+\gamma_{i j}^{\prime \prime}\right)\left(\epsilon_{i}-\epsilon_{j}\right)+\sum_{p q r}\left(\Gamma_{j p q r}^{\prime \prime}\langle i p \| q r\rangle-\Gamma_{i p q r}^{\prime \prime}\langle j p \| q r\rangle\right) \\
0 & =\sum_{\mu} C_{\mu a} \frac{\partial L}{\partial C_{\mu b}}-\sum_{\mu} C_{\mu b} \frac{\partial L}{\partial C_{\mu a}}  \tag{4.47}\\
& =2\left(\lambda_{a b}+\gamma_{a b}^{\prime \prime}\right)\left(\epsilon_{a}-\epsilon_{b}\right)+\sum_{p q r}\left(\Gamma_{b p q r}^{\prime \prime}\langle a p \| q r\rangle-\Gamma_{a p q r}^{\prime \prime}\langle b p \| q r\rangle\right)
\end{align*}
$$

and then enter equation 4.45 .
After the occupied-virtual block of $\boldsymbol{\Lambda}$ has been determined iteratively, equations $4.41,4.42$, and 4.44 can be used to determine $\boldsymbol{\Omega}$.

### 4.3 Analytical energy derivatives for ADC

In this work for the first time analytical derivative expressions for the second order extended ADC model $(\mathrm{ADC}(2)-\mathrm{x})$ and third order $\mathrm{ADC}(\mathrm{ADC}(3))$ are presented. Expressions for the strict second order model $\mathrm{ADC}(2)$ have been published earlier
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in [38]. Extending the computation of analytical energy derivatives for $\operatorname{ADC}(2)$ to the $\mathrm{ADC}(2)$-x model requires only few additional terms in the density matrices and no additional Lagrange multipliers for the amplitude response. However, the $\operatorname{ADC}(3)$ energy in contrast to $\operatorname{ADC}(2)$ contains additional parameters from the perturbation treatment.

After the Lagrangian for an arbitrary ADC model is given, the expressions for the amplitude response for $\mathrm{ADC}(3)$ are presented. How the expressions for the density matrices can be derived is briefly demonstrated for the expressions of $\mathrm{ADC}(2)$ and successively the results for all models are summarized.

All expressions presented in this section are derived from the equations published for $\mathrm{ADC}(2)$ [31], $\mathrm{ADC}(2)-\mathrm{x}$ [31] and $\mathrm{ADC}(3)$ [32] as they are implemented in the adcman module [20, 30, 39] embedded in the Q-Chem package of programs [40]. All occurring quantities are assumed to be real in the following sections.

### 4.3.1 ADC Lagrangian

The ADC excitation energy for an excited state $I$ in terms of the excited state vectors $v_{I}=\left(v_{i a}^{I}, v_{i j a b, \ldots}^{I}\right)^{T}$ is

$$
\begin{equation*}
\omega_{I}=v_{I}^{\dagger} \mathbf{M} v_{I} \tag{4.48}
\end{equation*}
$$

and the total energy is obtained by adding the ground state energy

$$
\begin{equation*}
E=E_{0}+\omega_{I} . \tag{4.49}
\end{equation*}
$$

In the following the index $I$ is omitted.
The Lagrangian for the energy of a given $\operatorname{ADC}(\mathrm{n})(\mathrm{MP}(\mathrm{n}))$ model for $n \geqslant 1$ has the form

$$
\begin{align*}
L^{A D C(n)} & =E_{H F}+\sum_{i>1}^{n}\left(E^{(i)}+v^{\dagger} \mathbf{M}^{(i)} v\right)+R_{A}^{A D C(n)}+R_{O}(\boldsymbol{\Lambda}, \boldsymbol{\Omega})  \tag{4.50}\\
& =E_{H F}+\sum_{p q} f_{p q} \gamma_{p q}^{(n)}+\frac{1}{4} \sum_{p q r s}\langle p q \| r s\rangle \Gamma_{p q r s}^{(n)}+R_{O}(\boldsymbol{\Lambda}, \boldsymbol{\Omega})
\end{align*}
$$

with the orbital response contributions collected in

$$
\begin{equation*}
R_{O}(\boldsymbol{\Lambda}, \boldsymbol{\Omega})=\sum_{p q} \lambda_{p q}\left(f_{p q}-\delta_{p q} \epsilon_{p}\right)+\sum_{p q} \omega_{p q} S_{p q} . \tag{4.51}
\end{equation*}
$$

It should be noted that the ADC energy is invariant w.r.t. changes in the excitation vectors. The Lagrange multipliers and conditions $R_{A}^{A D C(n)}$ ensure stationarity w.r.t. parameters from the perturbation treatment that occur in the $\operatorname{ADC}(\mathrm{n})$ matrix and $E_{0}(\mathrm{n})$, i.e. the $t$-amplitudes for $\operatorname{MP}(2), \operatorname{ADC}(2)$ and $\operatorname{ADC}(2)-\mathrm{x}$, the $T^{D}$-amplitudes for $\operatorname{MP}(3)$ and additionally the second order density correction $\rho^{(2)}$ for $\operatorname{ADC}(3)$.

$$
\begin{align*}
& R_{A}^{A D C(0)}=R_{A}^{A D C(1)}=0  \tag{4.52}\\
& R_{A}^{A D C(2)}=R_{A}^{M P(2)}=\sum_{i j a b} \bar{t}_{i j a b} f\left(t_{i j a b}\right)  \tag{4.53}\\
& R_{A}^{M P(3)}=R_{A}^{M P(2)}+\sum_{i j a b} \bar{T}_{i j a b}^{D} f\left(T_{i j a b}^{D}\right)  \tag{4.54}\\
& R_{A}^{A D C(3)}=R_{A}^{M P(3)}+\sum_{p q} \bar{\rho}_{p q} f\left(\rho_{p q}^{(2)}\right) \tag{4.55}
\end{align*}
$$

To evaluate the derivative of the ADC energy, the expressions for the amplitude response have to be determined, meaning the partial derivatives of the Lagrangian w.r.t. to the non-variational parameters have to be evaluated. In addition, the expressions for the density matrices $\gamma^{(n)}$ and $\Gamma^{(n)}$ are required. The density matrices can be obtained by comparing the left- and right-hand side of

$$
\begin{equation*}
\left.\sum_{i>1}^{n}\left(E^{(i)}+v^{\dagger} \mathbf{M}^{(i)} v\right)+R_{A}^{A D C(n)}=\sum_{p q} f_{p q} \gamma_{p q}^{(n)}+\frac{1}{4} \sum_{p q r s}\langle p q \| \mid r\rangle\right\rangle \Gamma_{p q r s}^{(n)} . \tag{4.56}
\end{equation*}
$$

### 4.3.2 Amplitude response for $\mathrm{ADC}(3)$

Three different quantities from the perturbative expansion enter the $\operatorname{ADC}(3)$ matrix, i.e. the $t$-amplitudes, the $T^{D}$ amplitudes and second order one-particle density $\rho^{(2)}$. To ensure the stationarity of the Lagrangian w.r.t. these parameters, Lagrange multipliers for the $t$-amplitudes $(\bar{t})$ and the $T^{D}$ amplitudes $\left(\bar{T}^{D}\right)$ have to be introduced. In this work, the $\mathrm{MP}(2)$ correction to the density matrix is used
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 Algebraic Diagrammatic Construction Schemeand the stationarity w.r.t. the occupied-occupied and virtual-virtual blocks of $\rho^{(2)}$ is guaranteed through the Lagrange multipliers $\bar{t}$, since they contain only products of $t$-amplitudes. However, for the occupied-virtual part additional Lagrange multipliers are required.

The Lagrangian for $\operatorname{ADC}(3)$ is constructed as

$$
\begin{align*}
L & =E_{H F}-\frac{1}{4} \sum_{i j a b}\left(t_{i j a b}+T_{i j a b}^{D}\right)\langle i j \| a b\rangle+\omega+R^{O} \\
& +\sum_{i j a b} \bar{t}_{i j a b}\left(t_{i j a b}\left(\epsilon_{a}+\epsilon_{b}-\epsilon_{i}-\epsilon_{j}\right)-\langle i j \| a b\rangle\right)  \tag{4.57}\\
& +\sum_{i j a b} \bar{T}_{i j a b}^{D}\left(T_{i j a b}^{D}\left(\epsilon_{a}+\epsilon_{b}-\epsilon_{i}-\epsilon_{j}\right)-y_{i j a b}\right) \\
& +\sum_{i a} \bar{\rho}_{i a}\left(\rho_{i a}^{(2)}\left(\epsilon_{a}-\epsilon_{i}\right)-d_{i a}\right) .
\end{align*}
$$

First, the Lagrange multipliers $\bar{T}^{D}$ are determined. Setting the partial derivative of $L$ w.r.t. to $T^{D}$ to zero yields:

$$
\begin{equation*}
\bar{T}_{i j a b}^{D}=\frac{1}{4} \frac{\langle i j \| a b\rangle-\frac{\partial \omega}{\partial T_{i j a b}^{D}}}{\epsilon_{a}+\epsilon_{a}-\epsilon_{i}-\epsilon_{j}} . \tag{4.58}
\end{equation*}
$$

The $T^{D}$-amplitudes enter the $\mathrm{ADC}(3)$ matrix in the same position as the $t$ amplitudes enter the $\operatorname{ADC}(2)$ matrix, in the p-h,p-h-block. Thus, equation 4.58 is identical to the equation determining the Lagrange multipliers $\bar{t}$ for the $t$ amplitudes in $\operatorname{ADC}(2)$. The derivative of the $\operatorname{ADC}(3)$ matrix w.r.t. to $T^{D}$ is found as

$$
\begin{align*}
\frac{\partial \omega^{A D C(3)}}{\partial T_{i j a b}^{D}}=\frac{\partial \omega^{A D C(2)}}{\partial t_{i j a b}}= & \left(1-\mathcal{P}_{a b}\right) \sum_{c}\langle i j \| c b\rangle \sum_{k} v_{k a} v_{k c} \\
& +\left(1-\mathcal{P}_{i j}\right) \sum_{k}\langle k j \| a b\rangle \sum_{c} v_{i c} v_{k c}  \tag{4.59}\\
& -\left(1-\mathcal{P}_{i j}\right)\left(1-\mathcal{P}_{a b}\right) v_{i a} \sum_{c k}\langle j k \| \mid b c\rangle v_{k c}
\end{align*}
$$

By omitting the second term in the numerator, the derivative of $\omega$, equation 4.58 determines the Lagrange multipliers $\bar{T}^{D}$ for $\operatorname{MP}(3)$ (and $\bar{t}$ for $\mathrm{MP}(2)$ respectively),
which are the $t$-amplitudes scaled by the factor $\frac{1}{4}$. Thus, they do not need to be evaluated separately for the $\operatorname{MP}(2)$ [41] and $\mathrm{MP}(3)$ [42] energy derivatives respectively.

Now, the equations for the Lagrange multipliers $\bar{\rho}_{i a}$ are determined by evaluating the partial derivative of $L$ w.r.t. the occupied-virtual part of $\rho^{(2)}$ :

$$
\begin{align*}
\bar{\rho}_{i a}=\frac{-\frac{\partial \omega}{\partial \rho_{i a}^{(2)}}}{\epsilon_{a}-\epsilon_{i}}=\frac{2}{\epsilon_{a}-\epsilon_{i}} & \left(\sum_{j k}\langle j i \| k a\rangle \sum_{c} v_{j c} v_{k c}\right. \\
& -\sum_{j b} v_{j b} \sum_{k}\langle j i \| k b\rangle v_{k a}  \tag{4.60}\\
& +\sum_{b c}\langle i b \| c a\rangle \sum_{k} v_{k b} v_{k c} \\
& \left.-\sum_{j c} v_{j c} \sum_{b}\langle j b \| c a\rangle v_{i b}\right)
\end{align*}
$$

It should be noted that, if higher-order corrections for the one-particle density in the $\mathrm{ADC}(3)$ matrix are introduced, using the so-called Dyson expansion method (DEM) [43], the partial derivatives w.r.t. occupied-occupied and virtual-virtual blocks of $\rho$ have to be evaluated as well and different conditions determining $\rho$ have to be included in the Lagrangian.

Finally, the Lagrange multipliers $\bar{t}$ are determined. Here, it is important to notice that both, $T^{D}$ and $\rho^{(2)}$, depend on the $t$-amplitudes. Hence, terms containing their respective Lagrange multipliers enter $\bar{t}$ and $T^{D}$ and $\rho^{(2)}$ have to be determined, before $\bar{t}$ can be evaluated. The expressions for $\bar{t}$ are lengthy and comprise four different parts. First, the contribution from the ground state energy, which is simply a two-electron integral, secondly the partial derivative of $\omega$ w.r.t. the $t$ amplitudes, which is by far the longest part, and as third and fourth contributions, the partial derivatives of the equations determining $T^{D}$ and $\rho_{i a}^{(2)}$.

The partial derivative of $L$ w.r.t. $t$-amplitudes yields:

$$
\begin{equation*}
\bar{t}_{i j a b}=\frac{\frac{\partial}{\partial t_{i j a b}}\left(\sum_{k l c d} \frac{1}{4}\langle k l \| c d\rangle t_{k l c d}-\omega+\sum_{k l c d} \bar{T}_{k l d}^{D} y_{k l c d}+\sum_{k c} \bar{\rho}_{k c} d_{k c}\right)}{\epsilon_{a}+\epsilon_{b}-\epsilon_{i}-\epsilon_{j}} . \tag{4.61}
\end{equation*}
$$

The contributions to $\bar{t}$ from the partial derivative of $\omega$ are split further and equation
4.61 is written as:

$$
\begin{equation*}
\bar{t}_{i j a b}=\frac{\langle i j \| a b\rangle+\sum_{n=1}^{6} \tilde{t}_{i j a b}+\tilde{t}_{i j a b}^{T^{D}}+\tilde{t}_{i j a b}^{\rho}}{\epsilon_{a}+\epsilon_{b}-\epsilon_{i}-\epsilon_{j}} \tag{4.62}
\end{equation*}
$$

The terms occurring in equation 4.62 are presented in table 4.4 in the next section together with the expressions for the density matrices $\gamma^{(n)}$ and $\Gamma^{(n)}$ for different ADC and MP models.

### 4.3.3 Explicit expressions

To demonstrate how the expressions for the density matrices can be obtained, the expressions up to $\operatorname{ADC}(2)$ are derived, starting from the excitation energy in terms of the excited state vectors.

First, the symmetry properties of the two-electron integrals and the two-particle density matrices are noted. Assuming real quantities, both are antisymmetric w.r.t. to exchanging the first with the second, as well as the third with the fourth index. In addition, they are symmetric w.r.t. to exchanging two indices, the first and second, with the third and fourth at the same time:

$$
\begin{equation*}
\langle p q \| r s\rangle=-\langle q p \| r s\rangle=\langle q p \| s r\rangle=\langle r s \| p q\rangle \tag{4.63}
\end{equation*}
$$

and

$$
\begin{equation*}
\Gamma_{p q r s}=-\Gamma_{q p r s}=\Gamma_{q p s r}=\Gamma_{r s p q} . \tag{4.64}
\end{equation*}
$$

Using equations 4.63 and 4.64 the sum

$$
\begin{equation*}
\sum_{p q r s} \Gamma_{p q r s}\langle p q||r s\rangle \tag{4.65}
\end{equation*}
$$

can be split into the six so-called canonical blocks, which are referred to as OOOO,

OOOV, OOVV, OVOV, OVVV and VVVV block:

$$
\begin{align*}
\sum_{p q r s} \Gamma_{p q r s}\langle p q \| r s\rangle & =\sum_{i j k l} \Gamma_{i j k l}\langle i j \| k l\rangle+4 \sum_{i j k a} \Gamma_{i j k a}\langle i j \| k a\rangle \\
& +2 \sum_{i j a b} \Gamma_{i j a b}\langle i j \| a b\rangle+4 \sum_{i j a b} \Gamma_{i a j b}\langle i a \|||j b\rangle  \tag{4.66}\\
& +4 \sum_{i a b c} \Gamma_{i a b c}\langle i a \| b c\rangle+\sum_{a b c d} \Gamma_{a b c d}\langle a b \| c d\rangle
\end{align*}
$$

Recognizing the factors on the right-hand side of 4.66 is important to assign the correct coefficients to the contributions of the 2RDM.

Now, the expressions of the 1 RDM and 2 RDM are derived. The first order $\gamma^{(1)}=\gamma^{(0)}$ and $\Gamma^{(1)}$ stem from the zeroth and first order contributions to $\omega$ :

$$
\begin{align*}
\omega^{(0-1)} & =\sum_{a b} f_{a b} \sum_{i} v_{i a} v_{i b}-\sum_{i j} f_{j i} \sum_{a} v_{i a} v_{j a}+\sum_{i j a b}\langle i a \| \mid b j\rangle v_{j a} v_{i b} \\
& =\sum_{p q} f_{p q} \gamma_{p q}^{(0)}+\frac{1}{4} \sum_{p q r s}\langle p q \| r s\rangle \Gamma_{p q s r}^{(1)} \tag{4.67}
\end{align*}
$$

and it is obvious that

$$
\begin{equation*}
\gamma_{a b}^{(0)}=\sum_{k} v_{k a} v_{k b}, \quad \gamma_{i j}^{(0)}=-\sum_{c} v_{j c} v_{i c}, \quad \Gamma_{i a j b}^{(1)}=v_{j a} v_{i b} . \tag{4.68}
\end{equation*}
$$

The density matrices for the correlated part of the total $\operatorname{ADC}(2)$ energy are defined by

$$
\begin{equation*}
-\frac{1}{4} \sum_{i j a b} t_{i j a b}\langle i j \| a b\rangle+\omega^{A D C(2)}+R_{A}^{A D C(2)}=\sum_{p q} f_{p q} \gamma_{p q}^{(2)}+\frac{1}{4} \sum_{p q r s}\langle p q \| r s\rangle \Gamma_{p q r s}^{(2)} . \tag{4.69}
\end{equation*}
$$

The first term on the left-hand side comprises the ground state energy and it can readily be seen that its contribution to the OOVV part of the 2 RDM is $-\frac{1}{2} t_{i j a b}$. The third term, $R_{A}^{A D C(2)}$, contains the Lagrange multipliers $\bar{t}$ :

$$
\begin{equation*}
R_{A}^{A D C(2)}=\sum_{i j a b} \bar{t}_{i j a b}\left(t_{i j a b}\left(\sum_{c} f_{a c}+\sum_{c} f_{b c}-\sum_{k} f_{i k}-\sum_{k} f_{j k}\right)-\langle i j \| a b\rangle\right) \tag{4.70}
\end{equation*}
$$

Resorting the indices in equation 4.70 yields:

$$
\begin{align*}
R_{A}^{A D C(2)}= & -\sum_{i j a b}\langle i j \| a b\rangle \bar{t}_{i j a b} \\
& +\sum_{a b} f_{a b} \sum_{i j c}\left(\bar{t}_{i j b c} t_{i j a c}+\bar{t}_{i j a c} t_{i j b c}\right)  \tag{4.71}\\
& -\sum_{i j} f_{i j} \sum_{k a b}\left(\bar{t}_{j k a b} t_{i k a b}+\bar{t}_{i k a b} t_{j k a b}\right)
\end{align*}
$$

The second order contribution to the excitation energy comprises four distinct terms:

$$
\begin{equation*}
\omega^{(2)}=\omega_{11}+\omega_{12}+\omega_{21}+\omega_{22} . \tag{4.72}
\end{equation*}
$$

The first one, $\omega_{11}$, is given as

$$
\begin{align*}
\omega_{11}= & \frac{1}{4} \sum_{a b}\left(\sum_{k l c} t_{k l a c}\langle k l \| b c\rangle+\sum_{k l c}\langle k l \| a c\rangle t_{k l b c}\right) \sum_{i} v_{i a} v_{i b} \\
& +\frac{1}{4} \sum_{i j}\left(\sum_{k c d} t_{i k c d}\langle j k \| c d\rangle+\sum_{k c d}\langle i k \| c d\rangle t_{j k c d}\right) \sum_{a} v_{i a} v_{j a}  \tag{4.73}\\
& -\frac{1}{2} \sum_{i j a b}\left(\sum_{k c} t_{i k a c}\langle j k \| b c\rangle+\sum_{k c}\langle i k \| a c\rangle t_{j k b c}\right) v_{i a} v_{j b} .
\end{align*}
$$

Again, by resorting the indices and using the derived expressions above for $\gamma^{(0)}$ one finds:

$$
\begin{align*}
\omega_{11}= & \sum_{i j a b}\langle i j \| a b\rangle \frac{1}{4}\left(\sum_{c} t_{i j c b} \gamma_{c a}^{(0)}-\sum_{c} t_{i j c a} \gamma_{c b}^{(0)}\right) \\
- & \sum_{i j a b}\langle i j \| a b\rangle \frac{1}{4}\left(\sum_{k} \gamma_{i k}^{(0)} t_{k j a b}-\sum_{k} \gamma_{j k}^{(0)} t_{k i a b}\right)  \tag{4.74}\\
- & \sum_{i j a b}\langle i j \| a b\rangle \frac{1}{4}\left(v_{i a} \sum_{k c} t_{j k b c} v_{k c}-v_{j a} \sum_{k c} t_{i k b c} v_{k c}\right. \\
& \left.-v_{i b} \sum_{k c} t_{j k a c} v_{k c}+v_{j b} \sum_{k c} t_{i k a c} v_{k c}\right) .
\end{align*}
$$

The next two contributions to $\omega^{(2)}$

$$
\begin{equation*}
\omega_{12}=\sum_{i j k a}\langle i j||k a\rangle \sum_{b} v_{k b} v_{i j b a}+\sum_{i a b c}\langle i a||b c\rangle \sum_{j} v_{j a} v_{j i b c} \tag{4.75}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega_{21}=\sum_{i j k a}\langle i a||j k\rangle \sum_{b} v_{j k b a} v_{i b}+\sum_{i a b c}\langle a b \| i c\rangle \sum_{j} v_{j i a b} v_{j c}, \tag{4.76}
\end{equation*}
$$

can be summed up to

$$
\begin{equation*}
\omega_{12}+\omega_{21}=2 \sum_{i j k a}\langle i j||k a\rangle \sum_{b} v_{k b} v_{i j b a}+2 \sum_{i a b c}\langle i a||b c\rangle \sum_{j} v_{j a} v_{j i b c} \tag{4.77}
\end{equation*}
$$

and the last contribution is

$$
\begin{equation*}
\omega_{22}=2 \sum_{a b} f_{a b} \sum_{i j c} v_{i j a c} v_{i j b c}-2 \sum_{i j} f_{j i} \sum_{k a b} v_{i k a b} v_{j k a b} . \tag{4.78}
\end{equation*}
$$

As a result, we can identify the one and two-particle density matrices for $\operatorname{ADC}(2)$ including the zeroth and first order contributions from equation 4.68 as

$$
\begin{align*}
& \gamma_{a b}^{(2)}=\gamma_{a b}^{(0)}+\left(1-\mathcal{P}_{a b}\right) \sum_{i j c} \bar{t}_{i j b c} t_{i j a c}+2 \sum_{i j c} v_{i j a c} v_{i j b c},  \tag{4.79}\\
& \gamma_{i j}^{(2)}=\gamma_{i j}^{(0)}-\left(1-\mathcal{P}_{i j}\right) \sum_{k a b} \bar{t}_{j k a b} t_{i k a b}-2 \sum_{k a b} v_{j k a b} v_{i k a b} \tag{4.80}
\end{align*}
$$

and

$$
\begin{align*}
& \Gamma_{i j a b}^{(2)}=-\frac{1}{2} t_{i j a b}-2 \bar{t}_{i j a b} \\
&+\frac{1}{2}\left(1-\mathcal{P}_{a b}\right) \sum_{c} t_{i j b c} \gamma_{c a}^{(0)}-\frac{1}{2}\left(1-\mathcal{P}_{i j}\right) \sum_{k} \gamma_{j k}^{(0)} t_{k i a b}  \tag{4.81}\\
&-\frac{1}{2}\left(1-\mathcal{P}_{i j}\right)\left(1-\mathcal{P}_{a b}\right) v_{i a} \sum_{k c} t_{j k b c} v_{k c}, \\
& \Gamma_{i j k a}^{(2)}= 2 \sum_{b} v_{k b} v_{i j b a}, \quad \Gamma_{i a b c}^{(2)}=2 \sum_{j} v_{j a} v_{j i b c},  \tag{4.82}\\
& \Gamma_{i a j b}^{(2)}=\Gamma_{i a j b}^{(1)} \tag{4.83}
\end{align*}
$$

Table 4.1: Explicit expressions for the one- and two-particle density matrices for ADC(1) as defined in equation 4.56. All quantities are assumed to have real values.

$$
\begin{gathered}
\gamma_{i j}^{(1)}=\gamma_{i j}^{(0)}=-\sum_{c} v_{j c} v_{i c} \\
\gamma_{a b}^{(1)}=\gamma_{a b}^{(0)}=\sum_{k} v_{k a} v_{k b} \\
\Gamma_{i j a b}^{(1)}=v_{i a} v_{j b}
\end{gathered}
$$

and the explicit form of $\bar{t}$ for $\operatorname{ADC}(2)$ is given in equation 4.59. The evaluation of the $\mathrm{ADC}(2)$-x energy derivatives only requires additional terms in the OOOO, OVOV and VVVV blocks of the 2RDM.

The same procedure has been used to derive the expressions for the density matrices and Lagrange multipliers for $\mathrm{ADC}(2)-\mathrm{x}$ and $\mathrm{ADC}(3)$. The results are collected in tables 4.1-4.4.

Table 4.4: Explicit expressions for the $\operatorname{ADC}(3)$ amplitude Lagrange multipliers. For the definition of the intermediate $r^{v}$ see table 4.5. All quantities are assumed to have real values.

$$
\begin{gathered}
\bar{t}_{i j a b}=\frac{\langle i j \| a b\rangle+\sum_{n=1}^{6} \tilde{t}_{i j a b}+\tilde{t}_{i j a b}^{T}+\tilde{t}_{i j a b}^{\rho}}{\epsilon_{a}+\epsilon_{b}-\epsilon_{i}-\epsilon_{j}} \\
{ }^{1} \tilde{t}_{i j a b}=\sum_{k l} t_{l k a b} \sum_{m}\langle k m \| i j\rangle \gamma_{m l}^{(0)}\left(1-\mathcal{P}_{a b}\right) \sum_{k} v_{k a} \sum_{l}\langle i j \| k l\rangle \sum_{m c} t_{m l c b} v_{m c} \\
\\
+\left(1-\mathcal{P}_{i j}\right)\left(\frac{1}{2} \sum_{k} \gamma_{k i}^{(0)} \sum_{l m}\langle j k \| l m\rangle t_{l m a b}+2 \sum_{k} t_{k j a b} \sum_{l m} \gamma_{l m}^{(0)}\langle l i \| m k\rangle\right) \\
\\
+\left(1-\mathcal{P}_{i j}\right)\left(1-\mathcal{P}_{a b}\right)\left(-\frac{1}{2} v_{i a} \sum_{k c} v_{k c} \sum_{l m}\langle l m \| k j\rangle t_{l m c b}\right. \\
\end{gathered}
$$

Table 4.4: (continued)

$$
\begin{aligned}
& { }^{2} \tilde{t}_{i j a b}=4\left(\sum_{k c}\langle i j \| k c\rangle \sum_{l} v_{l c} v_{l k a b}-\left(1-\mathcal{P}_{i j}\right) \sum_{k} v_{k i a b} \sum_{k c}\langle j l \| k c\rangle v_{l c}\right. \\
& \left.+\left(1-\mathcal{P}_{i j}\right)\left(1-\mathcal{P}_{a b}\right) \sum_{k l}\langle k j||l b\rangle \sum_{c} v_{k c} v_{i l a c}\right) \\
& { }^{3} \tilde{t}_{i j a b}=-\left(1-\mathcal{P}_{a b}\right) \sum_{c}\langle i j \| c b\rangle \gamma_{a c}^{(0)}+\left(1-\mathcal{P}_{i j}\right) \sum_{k}\langle k j \| a b\rangle \gamma_{i k}^{(0)} \\
& +\left(1-\mathcal{P}_{i j}\right)\left(1-\mathcal{P}_{a b}\right) v_{i a} \sum_{k c}\langle j k||b c\rangle v_{k c} \\
& { }^{4} \tilde{t}_{i j a b}=\left(1-\mathcal{P}_{i j}\right)\left(2 \sum_{k} t_{k j a b} \sum_{c d}\langle i c \| k d\rangle \gamma_{c d}^{(0)}-2 \sum_{k l} t_{l k a b} \sum_{c} v_{i c} \sum_{d} v_{l d}\langle j c \| k d\rangle\right. \\
& \left.-\sum_{c} v_{i c} \sum_{k} t_{k j a b} \sum_{l d} v_{l d}\langle l c||k d\rangle-\sum_{k} t_{k j a b} \sum_{c} v_{k c} \sum_{l d} v_{l d}\langle l c||i d\rangle\right) \\
& +\left(1-\mathcal{P}_{a b}\right)\left(-2 \sum_{c} t_{i j c b} \sum_{k l}\langle k a||l c\rangle \gamma_{k l}^{(0)}-2 \sum_{c d} t_{i j d c} \sum_{k} v_{k a} \sum_{l} v_{l d}\langle k b||l c\rangle\right. \\
& \left.-\sum_{k} v_{k a} \sum_{c} t_{i j c b} \sum_{l d} v_{l d}\langle k d||l c\rangle-\sum_{c} t_{i j c b} \sum_{k} v_{k c} \sum_{l d} v_{l d}\langle k d||l a\rangle\right) \\
& +\left(1-\mathcal{P}_{i j}\right)\left(1-\mathcal{P}_{a b}\right)\left(\sum_{c} \gamma_{a c}^{(0)} \sum_{k c}\langle k c \| j d\rangle t_{i k b d}+\sum_{k c}\langle j c \| k b\rangle \sum_{d} t_{i k d a} \gamma_{d c}^{(0)}\right. \\
& -\sum_{k} \gamma_{i k}^{(0)} \sum_{l c}\langle l b||k c\rangle t_{j l a c}-\sum_{k c}\langle j c||k b\rangle \sum_{l} t_{l i a c} \gamma_{l k}^{(0)} \\
& -\sum_{c} v_{i c} \sum_{k}\langle j c||k b\rangle r_{k a}^{v}-v_{j b} \sum_{k c} v_{k c} \sum_{l d}\langle l c \| i d\rangle t_{k l a d} \\
& -\sum_{k} v_{k a} \sum_{c}\langle j c||k b\rangle r_{i c}^{v}-v_{j b} \sum_{k c} v_{k c} \sum_{l d}^{l a}\langle l a||k d\rangle t_{i l c d} \\
& \left.+2 \sum_{k c d} v_{k a}\langle k c||i d\rangle\left(\sum_{l} v_{l c} t_{l j d b}\right)+2 \sum_{k l c} v_{i c}\langle k c \mid \| l a\rangle\left(\sum_{d} v_{k d} t_{l j d b}\right)\right)
\end{aligned}
$$

Table 4.4: (continued)

$$
\begin{aligned}
& { }^{5} \tilde{t}_{i j a b}=-4\left(\sum_{k c}\langle k c \| a b\rangle \sum_{d} v_{k d} v_{i j c d}-\left(1-\mathcal{P}_{a b}\right) \sum_{c} v_{i j c b} \sum_{k d}\langle k c \| d a\rangle v_{k d}\right. \\
& \left.+\left(1-\mathcal{P}_{i j}\right)\left(1-\mathcal{P}_{a b}\right) \sum_{k l}\langle k j||l b\rangle \sum_{c} v_{k c} v_{i l a c}\right) \\
& { }^{6} \tilde{t}_{i j a b}=-\sum_{c d} t_{i j c d} \sum_{e}\langle d e \| a b\rangle \gamma_{c d}^{(0)}-\left(1-\mathcal{P}_{i j}\right) \sum_{c} v_{i c} \sum_{d}\langle c d \| a b\rangle \sum_{k e} t_{k j e d} v_{k e} \\
& -\left(1-\mathcal{P}_{a b}\right)\left(\frac{1}{2} \sum_{c} \gamma_{a c}^{(0)} \sum_{d e}\langle b c \| d e\rangle t_{i j d e}+2 \sum_{c} t_{i j c b} \sum_{d e} \gamma_{d e}^{(0)}\langle d a \| e c\rangle\right) \\
& -\left(1-\mathcal{P}_{i j}\right)\left(1-\mathcal{P}_{a b}\right)\left(\frac{1}{2} v_{i a} \sum_{k c} v_{k c} \sum_{d e}\langle c b||d e\rangle t_{k j d e}\right. \\
& \left.-2 \sum_{c} v_{i c} \sum_{d e}\langle c d||e a\rangle \sum_{k} t_{k j d b} v_{k e}\right) \\
& \tilde{t}_{i j a b}^{T^{D}}=\left(1-\mathcal{P}_{i j}\right)\left(1-\mathcal{P}_{a b}\right)\left(4 \sum_{k c} \bar{T}_{i k a c}^{D}\langle j c \| k b\rangle\right. \\
& \left.+2 \sum_{c d} \bar{T}_{i j c d}^{D}\langle c d \| a b\rangle+\sum_{k l} \bar{T}_{k l a b}^{D}\langle k l \| i j\rangle\right) \\
& \tilde{t}_{i j a b}^{\rho}=-\left(1-\mathcal{P}_{i j}\right) \sum_{c}\langle j c \| a b\rangle \bar{\rho}_{i c}-\left(1-\mathcal{P}_{a b}\right) \sum_{k}\langle i j \| k b\rangle \bar{\rho}_{k a} \\
& \bar{T}_{i j a b}^{D}=\left(1-\mathcal{P}_{a b}\right) \sum_{c}\langle i j \| c b\rangle \gamma_{a c}^{(0)}+\left(1-\mathcal{P}_{i j}\right) \sum_{k}\langle k j \| a b\rangle \gamma_{i k}^{(0)} \\
& -\left(1-\mathcal{P}_{i j}\right)\left(1-\mathcal{P}_{a b}\right) v_{i a} \sum_{c k}\langle j k||b c\rangle v_{k c} \\
& \bar{\rho}_{i a}=\frac{-2}{\epsilon_{a}-\epsilon_{i}}\left(\sum_{j k}\langle j i \| k a\rangle \gamma_{j k}^{(0)}+\sum_{j b} v_{j b} \sum_{k} v_{k a}\langle j i \| k b\rangle\right. \\
& \left.-\sum_{b c}\langle i b \| c a\rangle \gamma_{b c}^{(0)}+\sum_{j b} v_{j b} \sum_{c} v_{i c}\langle j c \| b a\rangle\right)
\end{aligned}
$$

Table 4.2: Explicit expressions for the one- and two-particle density matrices for ADC(2) and $\operatorname{ADC}(2)-\mathrm{x}$ as defined in equation 4.56. All quantities are assumed to have real values.

$$
\begin{gathered}
\gamma_{i j}^{(2)-x}=\gamma_{i j}^{(2)}=\gamma_{i j}^{(0)}-\left(1-\mathcal{P}_{i j}\right) \sum_{k a b} \bar{t}_{j k a b} t_{i k a b}-2 \sum_{k a b} v_{j k a b} v_{i k a b} \\
\gamma_{a b}^{(2)-x}=\gamma_{a b}^{(2)}=\gamma_{a b}^{(0)}+\left(1-\mathcal{P}_{a b}\right) \sum_{i j c} \bar{t}_{i j b c} t_{i j a c}+2 \sum_{i j c} v_{i j a c} v_{i j b c} \\
\Gamma_{i a j b}^{(2)}=\Gamma_{i a j b}^{(1)}=v_{i a} v_{j b} \\
\Gamma_{i a j b}^{(2)-x}=\Gamma_{i a j b}^{(2)}-4 \sum_{k c} v_{k i c b} v_{k j c a} \\
\Gamma_{i j a b}^{(2)-x}=\Gamma_{i j a b}^{(2)}=-\frac{1}{2}\left(t_{i j a b}-4 \bar{t}_{i j a b}+\left(1-\mathcal{P}_{a b}\right) \sum_{c} t_{i j b c} \gamma_{c a}^{(0)}\right. \\
\left.-\left(1-\mathcal{P}_{i j}\right) \sum_{k} \gamma_{j k}^{(0)} t_{k i a b}-\left(1-\mathcal{P}_{i j}\right)\left(1-\mathcal{P}_{a b}\right) v_{i a} \sum_{k c} t_{j k b c} v_{k c}\right) \\
\Gamma_{i j k l}^{(2-x)}=2 \sum_{a b} v_{i j a b} v_{k l a b} \\
\Gamma_{a b c d}^{(2-x)}=2 \sum_{i j} v_{i j c d} v_{i j a b} \\
\bar{t}_{i j a b}=\frac{\epsilon_{a}+\epsilon_{b}-\epsilon_{i}-\epsilon_{j}}{( }\left(1-\mathcal{P}_{a b}\right) \sum_{c}\langle i j \| c b\rangle \gamma_{a c}^{(0)}+\left(1-\mathcal{P}_{i j}\right) \sum_{k}\langle k j \| a b\rangle \gamma_{i k}^{(0)} \\
\left.-\left(1-\mathcal{P}_{i j}\right)\left(1-\mathcal{P}_{a b}\right) v_{i a} \sum_{c k}\langle j k \| b c\rangle v_{k c}\right)
\end{gathered}
$$
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## Algebraic Diagrammatic Construction Scheme

Table 4.3: Explicit expressions for the one-particle density matrix and Lagrange multipliers for $\operatorname{ADC}(3)$ as defined in equation 4.56. All quantities are assumed to have real values. Expressions for $T^{D}$ and $\rho^{(2)}$ are given in equations 3.76

$$
\begin{aligned}
\hline \gamma_{i j}^{(3)}= & -\sum_{a} v_{i a} v_{j a}-\sum_{k a b} v_{j k a b} v_{i k a b} \\
& -\left(1+\mathcal{P}_{i j}\right)\left(\sum_{k a b} \bar{t}_{j k a b} t_{i k a b}+\sum_{k a b} \bar{T}_{j k a b}^{D} T_{i k a b}^{D}+\sum_{a} \bar{\rho}_{i a} \rho_{j a}\right) \\
\gamma_{a b}^{(3)}= & \sum_{i} v_{i a} v_{i b}+2 \sum_{i j c} v_{i j a c} v_{i j b c} \\
& +\left(1+\mathcal{P}_{a b}\right)\left(\sum_{i j c} \bar{t}_{i j a c} t_{i j b c}+\sum_{i j c} \bar{T}_{i j a c}^{D} T_{i j b c}^{D}+\frac{1}{2} \sum_{i} \bar{\rho}_{i a} \rho_{i b}^{(2)}\right)
\end{aligned}
$$

Table 4.5: Explicit expressions the two-particle density matrix. For the definitions of the intermediates see table 4.3. All quantities are assumed to have real values. Expressions for $T^{D}$ and $\rho^{(2)}$ are given in equations 3.763 .79 .

$$
\begin{aligned}
\Gamma_{i j k l}^{(3)}= & 2 \sum_{a b} v_{i j a b} v_{k l a b}+\frac{1}{2}\left(1+\mathcal{P}_{i j}^{k l}\right)\left(2 \sum_{a b} \bar{t}_{i j a b}^{D} t_{k l a b}\right. \\
& -\frac{1}{2}\left(1-\mathcal{P}_{i j}\right) \sum_{m} \gamma_{j m}^{(0)} \sum_{a b} t_{m i a b} t_{k l a b} \\
& +\left(1-\mathcal{P}_{k l}\right) \sum_{c} v_{k c} \sum_{b} t_{i j c b} \sum_{m a} t_{m l a b} v_{m a} \\
& \left.+\left(1-\mathcal{P}_{i j}\right)\left(1-\mathcal{P}_{k l}\right)\left(\rho_{j l}^{(2)} \gamma_{i k}^{(0)}-\sum_{b}\left(\sum_{a} t_{l j a b}^{2} v_{i a}\right) v_{k b}\right)\right) \\
\Gamma_{i j k a}^{(3)}= & 2 \sum_{b} v_{k b} v_{i j b a}-\sum_{l} v_{l a} \sum_{b c} t_{l j b a} v_{l k b c} \\
& +\left(1-\mathcal{P}_{i j}\right)\left(-2 \sum_{c} v_{i c} \sum_{l b} t_{l j b a} v_{l k b c}+v_{j a} \sum_{l b c} t_{l i b c} v_{k l b c}\right. \\
& \left.+\rho_{j a}^{(2)} \gamma_{i k}^{(0)}+v_{i a} \sum_{b} \rho_{j b}^{(2)} v_{k b}+\frac{1}{2} \sum_{b} t_{i j b a} \bar{\rho}_{k b}\right)
\end{aligned}
$$

Table 4.5: (continued)

$$
\begin{aligned}
& \Gamma_{i j a b}^{(3)}=\frac{1}{2}\left(-t_{i j a b}-t_{i j a b}^{D}-4 \bar{t}_{i j a b}\right. \\
& +\left(1-\mathcal{P}_{a b}\right) \sum_{c}\left(t_{i j c b}^{D}+t_{i j c b}\right) \gamma_{c a}^{(0)} \\
& -\left(1-\mathcal{P}_{i j}\right) \sum_{k}\left(t_{k j a b}^{D}+t_{k j a b}\right) \gamma_{k i}^{(0)} \\
& \left.-\left(1-\mathcal{P}_{a b}\right)\left(1-\mathcal{P}_{i j}\right) v_{i a} \sum_{k c} t_{k j c b}^{D}\left(v_{k c}+r_{j b}^{v}\right)\right) \\
& \Gamma_{i a j b}^{(3)}=-v_{j a} v_{i b}-4 \sum_{k c} v_{k i c b} v_{k j c a}+\rho_{i j}^{(2)} \gamma_{a b}^{(0)}+\rho_{a b}^{(2)} \gamma_{i j}^{(0)} \\
& +\frac{1}{2}\left(1+\mathcal{P}_{i a}^{j b}\right)\left(-4 \sum_{k c} t_{k i d b} \bar{t}^{\bar{D}}{ }_{k j c a}\right. \\
& +4 \sum_{c} \sum_{k d}\left(t_{k j c d} t_{k i d b}\right) \sum_{l} v_{l c} v_{l a}-\sum_{k} \sum_{l c}\left(t_{k l c a} t_{l i c b}\right) \sum_{d} v_{k d} v_{j d} \\
& +\sum_{l} v_{l a} \sum_{d} t_{l i d b} r_{j d}^{v}+\sum_{d} v_{j d} \sum_{l} t_{l i d b} r_{l a}^{v} \\
& +v_{j a} \sum_{c} \rho_{c b}^{(2)} v_{i c}-v_{i b} \sum_{k} \rho_{k j}^{(2)} v_{k a}-2 \sum_{k} v_{k a} \sum_{c} t_{j k c b}^{2} v_{i c} \\
& \left.+\frac{1}{2} \sum_{c} v_{j c} \sum_{d} v_{i d} \sum_{k l}\left(t_{k l d a} t_{k l c b}\right)+\frac{1}{2} \sum_{l} \sum_{k}\left(\sum_{c d} t_{k i c d} t_{l j c d} v_{k a}\right) v_{l b}\right) \\
& \Gamma_{i a b c}^{(3)}=2 \sum_{j} v_{j a} v_{j i b c}+\sum_{d} v_{i d} \sum_{j k} t_{j k b c} v_{j k a d} \\
& +\left(1-\mathcal{P}_{b c}\right)\left(-2 \sum_{j} v_{j b} \sum_{k d} t_{k i d c} v_{j k a d}+v_{i b} \sum_{j k d} t_{j k c d} v_{j k a d}\right. \\
& \left.-\rho_{i c}^{(2)} \gamma_{a b}^{(0)}+v_{i b} \sum_{j} \rho_{j c}^{(2)} v_{j a}+\frac{1}{2} \sum_{b} t_{j i b c} \bar{\rho}_{j a}\right)
\end{aligned}
$$
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Table 4.5: (continued)

$$
\begin{aligned}
\Gamma_{a b c d}^{(3)}= & 2 \sum_{i j} v_{i j c d} v_{i j a b}+\frac{1}{2}\left(1+\mathcal{P}_{a b}^{c d}\right)\left(2 \sum_{i j} \bar{t}_{i j a b}^{D} t_{i j c d}\right. \\
& +\frac{1}{2}\left(1-\mathcal{P}_{a b}\right) \sum_{e} \gamma_{e b}^{(0)} \sum_{j k} t_{j k e a} t_{j k c d} \\
& +\left(1-\mathcal{P}_{a b}\right) \sum_{k} v_{k a} \sum_{j} t_{k j c d} \sum_{i e} t_{i j e b} v_{i e} \\
& \left.+\left(1-\mathcal{P}_{a b}\right)\left(1-\mathcal{P}_{c d}\right)\left(\rho_{b d}^{(2)} \gamma_{a c}^{(0)}-\sum_{j}\left(\sum_{i} t_{i j d b}^{2} v_{i a}\right) v_{j c}\right)\right) \\
& v_{i a}=\sum_{j b} v_{j b}^{n} t_{i j a b} t_{i j a b}^{2}=\sum_{k c} t_{i k a c} t_{j k b c}
\end{aligned}
$$

## Chapter 5

## Obtaining Optical Properties Using the Intermediate State Representation

### 5.1 Intermediate state representation of general operators

Molecular properties and state-to-state transition properties with respect to an operator $\hat{D}$ can be obtained as expectation values of a state or between two states

$$
\begin{equation*}
D_{n}=\left\langle\Psi_{n}\right| \hat{D}\left|\Psi_{n}\right\rangle, \quad T_{n m}=\left\langle\Psi_{n}\right| \hat{D}\left|\Psi_{m}\right\rangle \tag{5.1}
\end{equation*}
$$

In the same way as the ISR is used to expand the ground-state-energy-shifted Hamiltonian, a representation of an arbitrary one-particle operator

$$
\begin{equation*}
\hat{D}=\sum_{p q} d_{p q} \hat{c}_{p}^{\dagger} \hat{c}_{q}, \tag{5.2}
\end{equation*}
$$

shifted by the ground-state property $D_{0}=\left\langle\Psi_{0}\right| \hat{D}\left|\Psi_{0}\right\rangle$ can be constructed as [33]:

$$
\begin{equation*}
\mathbf{D}_{I J}=\left\langle\tilde{\Psi}_{I}\right| \hat{D}-D_{0}\left|\tilde{\Psi}_{J}\right\rangle \tag{5.3}
\end{equation*}
$$

and $\mathbf{D}$ can be expanded in a perturbation series:

$$
\begin{equation*}
\mathbf{D}=\mathbf{D}^{(0)}+\mathbf{D}^{(1)}+\mathbf{D}^{(2)}+\ldots \tag{5.4}
\end{equation*}
$$

The matrix $\mathbf{D}$ for a given order of perturbation theory has the same structure as the respective ADC matrix of the same order. Explicit expressions for the elements of $\mathbf{D}$ can be determined using the same procedure as demonstrated for the ADC matrix and have been published in [33]. Using the ISR of $\hat{D}$ and the eigenvectors $\left\{v_{n}=\left(v_{i a}^{n}, v_{i j a b, \ldots .}^{n}\right)^{t}\right\}$ from the ADC eigenvalue problem, the moments in equation 5.1 can be evaluated as:

$$
\begin{equation*}
D_{n}=v_{n}^{\dagger} \mathbf{D} v_{n}+D_{0}, \quad T_{n m}=v_{n}^{\dagger} \mathbf{D} v_{m}, \quad \text { with: } n \neq m \tag{5.5}
\end{equation*}
$$

Instead of constructing $\mathbf{D}$ for different operators, the elements from equation 5.3 can be used to derive the expressions for the excited-state and the state-to-state transition densities. By comparing equations 5.5 with equations 5.1 one finds:

$$
\begin{equation*}
D_{n}=\left\langle\Psi_{n}\right| \sum_{p q} d_{p q} \hat{c}_{p}^{\dagger} \hat{c}_{q} \hat{D}\left|\Psi_{n}\right\rangle=\sum_{p q} d_{p q} \underbrace{\left\langle\Psi_{n}\right| \hat{c}_{p}^{\dagger} \hat{c}_{q}\left|\Psi_{n}\right\rangle}_{=\rho_{p q}^{n}}=v_{n}^{\dagger} \mathbf{D} v_{n}+D_{0} \tag{5.6}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{n m}=\left\langle\Psi_{n}\right| \sum_{p q} d_{p q} \hat{c}_{p}^{\dagger} \hat{c}_{q} \hat{D}\left|\Psi_{m}\right\rangle=\sum_{p q} d_{p q} \underbrace{\left\langle\Psi_{n}\right| \hat{c}_{p}^{\dagger} \hat{c}_{q}\left|\Psi_{m}\right\rangle}_{=\rho_{p q}^{n m}}=v_{n}^{\dagger} \mathbf{D} v_{m} \tag{5.7}
\end{equation*}
$$

Thus, the expressions for the excited state contribution to the density $\rho^{n}$ and the transition density $\rho^{n m}$ can be obtained by collecting and sorting all terms in equations 5.5, which contain the same matrix elements $d_{p q}$, i.e. $d_{i j}, d_{i a}, d_{a i}$ and $d_{a b}$. Finally, the expectation values are obtained as:

$$
\begin{equation*}
D_{n}=\sum_{p q}\left(\rho_{p q}^{n}+\rho_{p q}^{0}\right) d_{p q}, \quad T_{n m}=\sum_{p q} \rho_{p q}^{n m} d_{p q}, \quad \text { with: } n \neq m \tag{5.8}
\end{equation*}
$$

Here, $\rho^{n}$ does not contain the contributions from the ground state density $\rho^{0}$.
In addition, the excited-state and transition densities can be used for the analysis of excited states [44]. Explicit expressions for $\rho^{n}$ and $\rho^{n m}$ are given in table 5.1 .

### 5.2 Excited state absorption

For the theoretical description of excited-state absorption spectra in addition to the excitation energies, the state-to-state transition dipole moments between the excited states are required. These can be evaluated as expectation values of the dipole operator, which is given along a coordinate $\alpha$ as:

$$
\begin{equation*}
\hat{\mu}^{\alpha}=\sum_{p q} \mu_{p q}^{\alpha} \hat{c}_{p}^{\dagger} \hat{c}_{q} \tag{5.9}
\end{equation*}
$$

According to equation 5.8 the transition dipole moments can be obtained as:

$$
\begin{equation*}
\mu_{n m}^{\alpha}=\sum_{p q} \rho_{p q}^{n m} \mu_{p q}^{\alpha} . \tag{5.10}
\end{equation*}
$$

From the transition dipole moment, the oscillator strength $f_{n m}$ can be computed, which corresponds to the absorption probability between state $n$ and $m$ in the experiment, with the state-to-state excitation energy $\omega_{n m}$ :

$$
\begin{equation*}
f_{n m}=\frac{2}{3} \omega_{n m} \sqrt{\sum_{\alpha=x, y, z} \mu_{n m}^{\alpha}{ }^{2}} \tag{5.11}
\end{equation*}
$$

### 5.3 Non-linear optical properties

Expressions from time-dependent response theory for the first and higher order frequency-dependent polarizabilities contain functions of the following form:

$$
\begin{equation*}
f^{\alpha \beta}(\omega)=\left\langle\Psi_{n}\right| \hat{\mu}^{\alpha}[\hat{H}-\omega]^{-1} \hat{\mu}^{\beta}\left|\Psi_{m}\right\rangle, \quad \alpha, \beta \in\{x, y, z\} . \tag{5.12}
\end{equation*}
$$

The ISR approach offers two ways to evaluate such expressions. The first one uses the excitation energies, the static and the state-to-state transition dipole moments accessible through the ISR of the dipole operator to directly evaluate $f^{\alpha \beta}(\omega)$ in the limit of the number of calculated eigenvectors of the ADC matrix [14]. The second one leads to a closed-form expression for $f^{\alpha \beta}(\omega)$ [45], which can be solved iteratively and numerically exact. In this work, both approaches are used to obtain two-photon absorption cross-sections in section 5.4. In addition,

## Chapter 5. Obtaining Optical Properties Using the Intermediate

 State Representationthe same techniques can also be used to compute the polarizability and higher order hyperpolarizabilties. A closed-form expression of the complex polarizability is presented in section 5.5.

### 5.4 Two-photon absorption

The expression for the two-photon absorption (TPA) matrix $\mathbf{S}=\left\{S_{\alpha \beta}\right\}$, with $\alpha, \beta \in\{x, y, z\}$, stems from time-dependent response theory. For resonant TPA, meaning the simultaneous absorption of two photons with the same energy, the elements of $\mathbf{S}$ for the final excited state $f$ with the excitation energy $\omega_{f}$ have the form [46]:

$$
\begin{equation*}
S_{\alpha \beta}=\left\langle\Psi_{0}\right| \hat{\mu}^{\alpha}\left[\hat{H}-\frac{\omega_{f}}{2}\right]^{-1} \hat{\mu}^{\beta}\left|\Psi_{f}\right\rangle+\left\langle\Psi_{0}\right| \hat{\mu}_{\beta}\left[\hat{H}-\frac{\omega_{f}}{2}\right]^{-1} \hat{\mu}_{\alpha}\left|\Psi_{f}\right\rangle . \tag{5.13}
\end{equation*}
$$

From the two-photon absorption matrix, TPA cross-sections $\delta_{T P}$ for linear-polarized light can be calculated according to [46]:

$$
\begin{equation*}
\delta_{T P}=\frac{1}{30} \sum_{\mu \nu} 2 S_{\mu \mu} S_{\mu \nu}^{\star}+2 S_{\mu \nu} S_{\mu \nu}^{\star}+2 S_{\mu \nu} S_{\nu \mu}^{\star} \tag{5.14}
\end{equation*}
$$

In this section the two alternative routes to evaluate the expressions for $\mathbf{S}$ based on the ISR approach are presented, which have been outlined in section 5.3.

### 5.4.1 Sum-over-states

Inserting the resolution of the identity (RI) of exact states $\sum_{n}^{\infty}\left|\Psi_{n}\right\rangle\left\langle\Psi_{n}\right|$ in equation 5.13 yields a sum-over-states (SOS) [14] expression for $\mathbf{S}$ [47]:

$$
\begin{equation*}
S_{\alpha \beta}=\sum_{n}^{\infty} \frac{\left\langle\Psi_{0}\right| \hat{\mu}^{\alpha}\left|\Psi_{n}\right\rangle\left\langle\Psi_{n}\right| \hat{\mu}^{\beta}\left|\Psi_{f}\right\rangle}{\omega_{n}-\frac{\omega}{2}}+\alpha \leftrightarrow \beta, \tag{5.15}
\end{equation*}
$$

with $\omega_{0}=E_{0}$. Equation 5.15 simplifies to

$$
\begin{equation*}
S_{\alpha \beta}=\sum_{n}^{\infty} \frac{\mu_{0 n}^{\alpha} \mu_{n f}^{\beta}}{\omega_{n}-\frac{\omega}{2}}+\alpha \leftrightarrow \beta \tag{5.16}
\end{equation*}
$$

and can directly be evaluated after the computation of the eigenvalues of the ADC-matrix and the successive computation of the static dipole and state-to-state transition dipole moments via the ISR approach as described in section 5.1, and the ground-to-excited state transition dipole moments via the modified transition amplitudes.

### 5.4.2 Closed-form expression

Inserting the RI of the intermediate states $\sum_{I}^{\infty}\left|\tilde{\Psi}_{I}\right\rangle\left\langle\tilde{\Psi}_{I}\right|$ in two positions in equation 5.13 leads to the following expression:

$$
\begin{equation*}
S_{\alpha \beta}=\sum_{I, J}^{N}\left\langle\Psi_{0}\right| \hat{\mu}^{\alpha}\left|\tilde{\Psi}_{I}\right\rangle\left\langle\tilde{\Psi}_{I}\right|\left[\hat{H}-\frac{\omega_{f}}{2}\right]^{-1}\left|\tilde{\Psi}_{J}\right\rangle\left\langle\tilde{\Psi}_{J}\right| \mu_{\beta}\left|\Psi_{f}\right\rangle+\alpha \leftrightarrow \beta . \tag{5.17}
\end{equation*}
$$

This can be rewritten in matrix form yielding:

$$
\begin{equation*}
S_{\alpha \beta}=\mathbf{F}_{\alpha}^{\dagger}(\mathbf{M}-\mathbb{1} \omega)^{-1} \mathbf{B}_{\beta} \mathbf{Y}_{\mathbf{f}}+\frac{\mu_{00}^{\alpha} \mu_{0 f}^{\beta}}{E_{0}-\frac{\omega}{2}}+\alpha \leftrightarrow \beta \tag{5.18}
\end{equation*}
$$

Here, $\mathbf{B}_{\beta}$ is the IS representation of the dipole operator in direction $\beta, \mathbf{F}_{\alpha}^{\dagger}$ is the matrix of modified transition amplitudes along coordinate $\alpha$, and $\mathbf{Y}_{f}$ is the eigenvector of the final state the $f$. It should be noted that the RI of intermediate states contains the ground state as zeroth order excitation class, but the contribution from the ground state is not included in this matrix representation and has to be added separately.

To solve the term involving the inverse shifted ADC matrix in 5.18, the vector $\mathbf{x}_{\alpha}^{\dagger}$ is introduced:

$$
\begin{equation*}
\mathbf{x}_{\alpha}^{\dagger}=\mathbf{F}_{\alpha}^{\dagger}\left(\mathbf{M}-\mathbb{1} \frac{\omega}{2}\right)^{-1} \tag{5.19}
\end{equation*}
$$

which is the solution of the system of linear equations:

$$
\begin{equation*}
\mathbf{x}_{\alpha}^{\dagger}\left(\mathbf{M}-\mathbb{1} \frac{\omega}{2}\right)=\mathbf{F}_{\alpha}^{\dagger} . \tag{5.20}
\end{equation*}
$$

Equation 5.20 has to be solved iteratively for each component $\alpha \in\{x, y, z\}$. The resulting vectors can be used to compute pseudo-densities according to equation
5.7

$$
\begin{equation*}
\rho^{\alpha f}=\mathbf{x}_{\alpha}^{\dagger} \mathbf{D} \mathbf{Y}_{f} \tag{5.21}
\end{equation*}
$$

which then can be contracted with the matrix elements of the dipole operator along $\beta$ and the elements of $\mathbf{S}$ are obtained as:

$$
\begin{equation*}
S_{\alpha \beta}=\sum_{p q} \rho^{\alpha f} \mu_{p q}^{\beta}+\frac{\mu_{00}^{\alpha} \mu_{0 f}^{\beta}}{E_{0}-\frac{\omega}{2}}+\alpha \leftrightarrow \beta . \tag{5.22}
\end{equation*}
$$

### 5.5 Complex frequency-dependent polarization

The use of conventional algorithms like the Davidson method [48] for the solution of the eigenvalue problem of ADC faces limitations for the theoretical description of absorption experiments if the involved states are in the high-energy region of the spectrum or if the spectral features stem from a large number of excited states. These algorithms usually compute the energetically-lowest excited states and thus, if higher-lying states are of interest, require the computation of a potentially large number of eigenstates, which play no role in the absorption phenomena. In addition, to compare with experimental spectra, the stick spectra obtained from solving eigenvalue equations and the computation of oscillator strengths are convoluted with a Gaussian or Lorentzian to simulate experimental line broadening. If the spectral region has a high density of states, meaning that a large number of states contribute to the spectral features, other approaches are more efficient.

An alternative route to simulate absorption spectra is the so-called complex polarization propagator approach (CPP) [49]. It is based on introducing a complex dampening factor in the frequency-dependent electric dipole polarizability $\alpha(\omega)=\left\{\alpha^{\mathbf{i j}}(\omega)\right\}$, with $i, j \in\{x, y, z\}$. Here, the complex polarization is computed incrementally for the spectral range of interest and the absorption probability can directly be obtained from the complex part of $\alpha(\omega)$. For the efficient computation of $\alpha(\omega)$, specially designed numerical algorithms have been presented and implemented for different quantum chemical methods like HF/DFT [49] and CC [50]. This algorithm enables the computation of $\alpha(\omega)$ simultaneously for several hundred frequencies with comparable computational costs of a single-frequency calculation.

To adapt the CPP approach to ADC, a closed-form ISR expression of $\alpha(\omega)$ is presented together with a proof-of-principle implementation using numerical standard techniques. This implementation evaluates $\alpha(\omega)$ for each frequency individually.

The elements of the complex frequency-dependend polarizability with the imaginary dampening factor $\gamma$ have the form:

$$
\begin{equation*}
\alpha^{i j}(\omega)=\left\langle\Psi_{0}\right| \hat{\mu}^{j}[\hat{H}-1(\omega+\mathrm{i} \gamma)]^{-1} \hat{\mu}^{i}\left|\Psi_{0}\right\rangle+\left\langle\Psi_{0}\right| \hat{\mu}^{j}[\hat{H}+1(\omega+\mathrm{i} \gamma)]^{-1} \hat{\mu}^{i}\left|\Psi_{0}\right\rangle \tag{5.23}
\end{equation*}
$$

In analogy to equation 5.18, through insertion of the RI of the intermediate states $\sum_{I}^{\infty}\left|\tilde{\Psi}_{I}\right\rangle\left\langle\tilde{\Psi}_{I}\right|$ equation 5.23 becomes:

$$
\begin{equation*}
\alpha^{i j}(\omega)=\mathbf{F}_{i}^{\dagger}(\mathbf{M}-\mathbb{1}(\omega+\mathrm{i} \gamma))^{-1} \mathbf{F}_{j}+\mathbf{F}_{j}^{\dagger}(\mathbf{M}+\mathbb{1}(\omega+\mathrm{i} \gamma))^{-1} \mathbf{F}_{i} \tag{5.24}
\end{equation*}
$$

and the contributions from the ground state cancel out. Like the expression for the TPA matrix $\mathbf{S}$, the expressions in equation 5.24 can be evaluated by solving the systems of linear equations:

$$
\begin{align*}
(\mathbf{M}-\mathbb{1}(\omega+\mathrm{i} \gamma)) \mathbf{x}_{j}^{-} & =\mathbf{F}_{j},  \tag{5.25}\\
(\mathbf{M}+\mathbb{1}(\omega+\mathrm{i} \gamma)) \mathbf{x}_{i}^{+} & =\mathbf{F}_{i} . \tag{5.26}
\end{align*}
$$

These systems of linear equations can be separated into a real and imaginary part as shown for the first one, with the solution vector $\mathbf{x}_{j}^{-}=\mathbf{x}+\mathrm{i} \mathbf{y}$ :

$$
\begin{align*}
(\mathbf{M}-\omega) \mathbf{x}-\gamma \mathbf{y} & =\mathbf{F}_{j}  \tag{5.27}\\
\mathrm{i}(\mathbf{M}-\omega) \mathbf{y}+\mathrm{i} \gamma \mathbf{x} & =\mathbf{0}
\end{align*}
$$

since the matrices $\mathbf{F}_{i}$ and $\mathbf{F}_{j}$ are real, the imaginary part is trivial and the solution for $\mathbf{x}$ can be inserted in the real part of equation 5.27. This leads to:

$$
\begin{equation*}
\frac{1}{\gamma}(\mathbf{M}-\omega)^{2} \mathbf{y}-\gamma \mathbf{y}=\mathbf{F}_{j} \tag{5.28}
\end{equation*}
$$

which can be rewritten as

$$
\begin{equation*}
\left(\mathbf{M}^{\prime 2}-\gamma\right) \mathbf{y}=\gamma \mathbf{F}_{j} \tag{5.29}
\end{equation*}
$$

with $\mathbf{M}^{\prime}=\mathbf{M}-\omega$. Equation 5.29 can be solved in the same way as the equtions for the TPA matrix using iterative methods.

Table 5.1: Explicit expressions for the ISR transition density in second order. The expressions contain the second order correction to the ground state density $\rho^{(2)}$ and the $t$-amplitudes. The presented expressions have been obtained by rewriting the original equations from [33] as outlined in section 5.1. Expressions for $\rho^{(2)}$ are given in equations 3.76. 3.78.

$$
\begin{aligned}
& \rho_{i j}^{n m}=\gamma_{i j}^{1}+2 \gamma_{i j}^{2}+\frac{1}{2} \sum_{k} \gamma_{i k}^{1}\left(\rho_{k j}^{(2)}+\sum_{l} \rho_{i l}^{(2)} \gamma_{l j}^{1}\right) \\
&-\sum_{k c d} t_{j k c d} \frac{1}{2} \sum_{l} \gamma_{k l}^{1}\left(t_{i l c d}-\sum_{b} t_{i k b d} \gamma_{b c}^{1}\right) \\
&-\frac{1}{2}\left(\sum_{a} v_{j a}^{m} \sum_{k c} t_{i k a c} r_{k c}^{v^{n}}+\sum_{a} v_{i a}^{n} \sum_{k c} t_{j k a c} r_{k c}^{v^{m}}\right)-\sum_{a} r_{j a}^{v^{n}} r_{i a}^{v^{m}} \\
& \rho_{a b}^{n m}=\gamma_{a b}^{1}+2 \gamma_{a b}^{2}-\frac{1}{2} \sum_{c} \gamma_{a c}^{1}\left(\rho_{c b}^{(2)}+\sum_{d} \rho_{a d}^{(2)} \gamma_{d b}^{1}\right) \\
&- \sum_{k l c} t_{k l a c} \frac{1}{2} \sum_{d} \gamma_{d v}^{1}\left(t_{k l b d}-\sum_{j} t_{j l b c} \gamma_{k j}^{1}\right) \\
&+ \frac{1}{2}\left(\sum_{i} v_{i a}^{m} \sum_{k c} t_{i k b c} r_{k c}^{v^{n}}+\sum_{i} v_{i b}^{n} \sum_{k c} t_{i k a c} \gamma_{k c}^{v^{m}}\right)-\sum_{a} r_{i a}^{v^{n}} r_{i b}^{v^{m}} \\
& \rho_{i a}^{n m}=\gamma_{i a}^{n m}+\sum_{b} \rho_{i b}^{(2)} \gamma_{b a}^{1}+\sum_{j} \rho_{j a}^{(2)} \gamma_{i j}^{1}+\sum_{j b} t_{i j a b} \gamma_{b j}^{m n} \\
& \quad-\sum_{b} v_{i b}^{n} \sum_{k l c} t_{k l c a} v_{k l c b}^{m}-\sum_{j} v_{j a}^{n} \sum_{k c d} t_{i k c d} v_{j k c d}^{m} \\
& \rho_{a i}^{n m}=\gamma_{a i}^{m n}+\sum_{b} \rho_{i b}^{(2)} \gamma_{a b}^{1}+\sum_{j} \rho_{j a}^{(2)} \gamma_{j i}^{1}+\sum_{j b} t_{i j a b} \gamma_{j b}^{n m} \\
& \quad-\sum_{b} v_{i b}^{m} \sum_{k l c} t_{k l c a} v_{k l c b}^{n}-\sum_{j} v_{j a}^{m} \sum_{k c d} t_{i k c d} v_{j k c d}^{n}
\end{aligned}
$$

Table 5.1: (continued)

$$
\begin{gathered}
\gamma_{i j}^{1}=-\sum_{a} v_{j a}^{n} v_{i a}^{m} \quad \gamma_{a b}^{1}=\sum_{i} v_{i a}^{n} v_{i b}^{m} \quad \gamma_{i j}^{2}=-\sum_{k a b} v_{j k a b}^{n} v_{i k a b}^{m} \quad \gamma_{a b}^{2}=\sum_{i j c} v_{i j a c}^{n} v_{i j b c}^{m} \\
\gamma_{i a}^{n m}=-2 \sum_{b j} v_{j b}^{n} v_{i j a b}^{m} \quad \gamma_{i a}^{m n}=-2 \sum_{b j} v_{j b}^{m} v_{i j a b}^{n} \\
r_{i a}^{v^{n}}=\sum_{j b} v_{j b}^{n} t_{i j a b} \quad r_{i a}^{v^{m}}=\sum_{j b} t_{i j a b} v_{j b}^{m}
\end{gathered}
$$

Chapter 5. Obtaining Optical Properties Using the Intermediate State Representation

## Chapter 6

## Implementation

The expressions for the analytical energy derivatives and the optical properties have been implemented in the adcman module [30], which is a C++ project containing different variants of ADC and is embedded in the quantum chemical program package Q-Chem [40]. However, due to the modular structure of adcman and the related libraries, it can be integrated into other quantum chemical programs as well.

Of central importance is the open-source tensor library libtensor [51], which handles all algebraic operations using optimized linear algebra routines at its core. It splits large tensors into smaller blocks, which are stored on different levels of memory, i.e., core memory and disk-space, enabling parallel algorithms. In addition, libtensor provides a convenient interface facilitating straightforward implementations of tensor expressions and treats symmetries which are encountered in quantum chemical calculations, i.e., permutation and spin symmetry as well as point-group symmetry.

### 6.1 Analytical energy derivatives

The evaluation of the analytical energy derivatives is for all implemented ADC models performed in the same way. First, the eigenvalue problem of the respective ADC matrix is solved using the Davidson algorithm [48]. In the next step, the Lagrange multipliers are computed. In the case of $\mathrm{ADC}(3)$ the Lagrange multipliers for the $\operatorname{MP}(2)$ density and the $T^{D}$ amplitudes have to be evaluated first, because
they are required for the computation of the $t$-amplitude Lagrange multipliers $\bar{t}$. Successively, the amplitude-relaxed one- and two-particle density matrices are computed, which are used as input for the orbital response. The orbital response Lagrange multipliers $\left\{\lambda_{i a}\right\}$ are found as the solution of a linear system of equations, which is solved using the DIIS algorithm [52]. From the result, the fully relaxed density matrices are computed together with the Lagrange multipliers $\left\{\omega_{p q}\right\}$. In the last step, the fully relaxed density matrices and the Lagrange multipliers $\left\{\omega_{p q}\right\}$ are transformed in the AO basis and contracted with the perturbed integrals in Q-Chem, to obtain the energy derivative.

### 6.2 Optical properties

For the calculation of excited-state properties, the excited-state densities are computed using the eigenvectors of the ADC matrix according to the expressions presented in table 5.1. To compute the excited-state absorption oscillator strengths, the densities are contracted with the matrix elements of the dipole operator in the MO basis to obtain excited-state and state-to-state transition dipole moments. If the eigenvectors from the $\mathrm{ADC}(3)$ matrix are combined with the second order ISR densities, the resulting model is called $\operatorname{ADC}(3 / 2)$

### 6.2.1 Two-photon absorption

The sum-over-states expressions for the TPA matrix are directly evaluated using the excited-state and state-to-state dipole moments. For the closed-form expression, first the vector of modified transition moments for a certain coordinate $\alpha$ of the dipole operator is computed, which is the inhomogeneity of equation 5.20 and the system of linear equations is solved with the DIIS algorithm. The resulting vector and the eigenvector of the final state are used to compute a pseudo-density using the equations from table 5.1. Finally, this pseudo-density is contracted with the MO representation of the dipole operator along another coordinate $\beta$ to obtain the TPA matrix element $\mathbf{S}_{\alpha \beta}$.

### 6.3 List of implemented features

- geometry optimizations using $\mathrm{ADC}(1), \mathrm{ADC}(2), \mathrm{ADC}(2)-\mathrm{x}$ and $\mathrm{ADC}(3)$
- excited state absorption using $\operatorname{ADC}(1), \operatorname{ADC}(2), \operatorname{ADC}(2)$-x and $\operatorname{ADC}(3 / 2)$
- two-photon absorption matrices for $\mathrm{ADC}(2)$ and $\mathrm{ADC}(2)-\mathrm{x}$


## Part II

## Applications

## Chapter 7

## Benchmark and Test Calculations

### 7.1 Nuclear derivatives

Using the implementation described in section 6.1 of the expressions presented in chapter 4, nuclear derivatives and excited state equilibrium structures have been computed. To test the implementation, analytical energy derivatives are compared to numerical derivatives. In addition, the performance of the firsttime implemented energy derivatives for $\mathrm{ADC}(2)-\mathrm{x}$ and $\mathrm{ADC}(3)$ is evaluated using reference values of other quantum chemical methods for a series of small molecules.

### 7.1.1 Numerical derivatives

Numerical derivatives have been computed using single point calculations for all implemented ADC models, i.e., $\mathrm{ADC}(2), \mathrm{ADC}(2)-\mathrm{x}$ and $\mathrm{ADC}(3)$. Analytical derivatives with respect to the interatomic bond lengths in the diatomic molecule BH and the x -coordinate of a C and H atom in trans-butadiene have been computed for comparison with numerical derivatives. Usually numerical differentiation is performed using two single point calculations, however to ascertain the correct implementation of the analytical derivative which in the case of $\operatorname{ADC}(3)$ depends on a large number of small contributions, higher order approximations of numerical derivatives have been used for comparison.

## Chapter 7. Benchmark and Test Calculations

## Finite differences

Derivatives can be approximated numerically. The simplest approach is to calculate the difference quotient:

$$
\begin{equation*}
f^{\prime}(x) \approx \frac{f(x)-f(x+h)}{h} \tag{7.1}
\end{equation*}
$$

which requires the evaluation of $f$ at two points: $x$ and $x+h$. However, a more accurate approximation of $f^{\prime}(x)$ using two single points can be obtained from the so-called central difference:

$$
\begin{equation*}
f^{\prime}(x) \approx \frac{f(x+h)-f(x-h)}{2 h} \tag{7.2}
\end{equation*}
$$

The expression for the central difference can be found through the Taylor series around $(x+h)$ and $(x-h)$ :

$$
\begin{align*}
& f(x+h)=f(x)+h f^{\prime}(x)+2 h f^{\prime \prime}(x) \ldots  \tag{7.3}\\
& f(x-h)=f(x)-h f^{\prime}(x)+2 h f^{\prime \prime}(x) \ldots \tag{7.4}
\end{align*}
$$

of which the difference yields:

$$
\begin{equation*}
f(x+h)-f(x-h)=2 h f^{\prime}(x)-h^{3} f^{\prime \prime \prime}(x) \ldots \tag{7.5}
\end{equation*}
$$

Thus, it follows:

$$
\begin{equation*}
\Rightarrow f^{\prime}(x)=\frac{f(x+h)-f(x-h)}{2 h}+\mathcal{O}\left(h^{2}\right) \tag{7.6}
\end{equation*}
$$

and $\mathcal{O}\left(h^{2}\right)$ contains the higher order terms of the Taylor series, which are at least proportional to $h^{2}$. In the same way, higher-order numerical approximations for the derivative can be obtained by comparing the Taylor series around $x+n h$ and $x-n h$, with $n=1,2, \ldots$.

## Difference between numerical and analytical gradients

For the BH molecule the derivatives have been computed at the interatomic distance of $1.208 \AA$. The numerical derivative have been obtained from single point

Table 7.1: Analytical derivative and absolute difference between analytical and numerical nuclear derivatives of the $\mathrm{S}_{1}$ of the BH molecule with respect to the interatomic distance in atomic units. The numerical derivatives have been calculated using $2,4,6$ and 8 single point calculations with an increment of $\pm 0.001 \AA$ starting at the interatomic distance of $1.208 \AA$, at which the analytical derivative has been computed. The calculations have been performed using the $6-31 \mathrm{G}$ basis set.

| Number of single points | ADC(2) | ADC(2)-x | ADC(3) |
| :---: | :---: | :---: | :---: |
| analytical derivative | 0.009482 | 0.016433 | 0.018564 |
| 2 | $4.25 \mathrm{E}-07$ | $4.25 \mathrm{E}-07$ | $4.71 \mathrm{E}-07$ |
| 4 | $1.09 \mathrm{E}-08$ | $7.74 \mathrm{E}-08$ | $7.74 \mathrm{E}-08$ |
| 6 | $9.99 \mathrm{E}-09$ | $8.01 \mathrm{E}-08$ | $4.48 \mathrm{E}-08$ |
| 8 | $8.86 \mathrm{E}-09$ | $8.20 \mathrm{E}-08$ | $4.61 \mathrm{E}-08$ |

calculations with a step size of $0.001 \AA$. For butadiene the x -coordinates of a C and H atom have been altered with the same step size as for BH , starting from a $\mathrm{MP}(2)$ optimized equilibrium ground state structure using the cc-pVDZ basis set. The difference between the numerical derivatives using two, four, six and eight single point calculations and the analytical gradient are presented in tables 7.1 and 7.2 .

The numerical derivatives computed using the difference of two single point calculations deviate in all cases from the analytical derivatives by a value of around $5.00 \mathrm{E}-07$ a.u., which becomes smaller for the approximations based on more points. For both molecules, the difference between the numerical derivative based on 8 single points and the analytical result is around $1.00 \mathrm{E}-07$ a.u. which is one order of magnitude smaller than the convergence criteria of the numerical algorithm used for the excitation energies. Thus, it is assumed that the analytical gradient implementation is correct.

### 7.1.2 Benchmark on small diatomic molecules

For the comparison of the $\operatorname{ADC}(2)$-x and the $\operatorname{ADC}(3)$ energy derivatives with other methods, a set of singlet and triplet excited state equilibrium distances of four diatomic molecules: $\mathrm{N}_{2}, \mathrm{CO}, \mathrm{BF}$ and BH , displayed in table 7.3 is used. It has been presented in the first publication of $\operatorname{ADC}(2)$ gradients [38], together with

Table 7.2: Analytical derivative and absolute difference between analytical and numerical nuclear derivatives of the $2 \mathrm{~A}_{g}^{-}$state with respect to the x -coordinate of a C and H atom in butadiene in atomic units. The numerical derivatives have been calculated using 2 and 8 single point calculations with an increment of $\pm 0.001 \AA$ starting at the ground state $\mathrm{MP}(2) / \mathrm{cc}-\mathrm{pVDZ}$ equilibrium geometry, at which the analytical derivative has been computed. The calculations have been performed using the $6-31 \mathrm{G}^{*}$ basis set.

| coordinate | ADC(2) | ADC(2)-x | ADC(3) |
| :---: | :---: | :---: | :---: |
| analytical derivative |  |  |  |
| C-x | 0.113281 | 0.193974 | 0.188352 |
| H-x | 0.005200 | 0.005774 | 0.006386 |
| 2 point |  |  |  |
| C-x | $5.56 \mathrm{E}-07$ | $5.20 \mathrm{E}-07$ | $5.56 \mathrm{E}-07$ |
| H-x | $5.28 \mathrm{E}-07$ | $5.13 \mathrm{E}-07$ | $5.74 \mathrm{E}-07$ |
|  |  | 8 point |  |
| C-x | $1.52 \mathrm{E}-07$ | $1.32 \mathrm{E}-07$ | $5.20 \mathrm{E}-08$ |
| $\mathrm{H}-\mathrm{x}$ | $1.08 \mathrm{E}-07$ | $1.16 \mathrm{E}-07$ | $9.96 \mathrm{E}-08$ |

Table 7.3: The equilibrium distances of singlet and triplet excited states of the four diatomic molecules: $\mathrm{N}_{2}, \mathrm{CO}, \mathrm{BF}$ and BH . The results for $\mathrm{ADC}(2), \mathrm{ADC}(2)$-x and $\operatorname{ADC}(3)$ have been obtained using the analytical derivative implementation presented in this work and the aug-cc-pwCVQZ basis set. The results for CC, CCSD, $\operatorname{CCSDR}(3)$ and CC3 have been taken from [38] and experimental results are from [53].

|  |  | ADC(2) | ADC(2)-x | ADC(3) | CCSD | CCSDR(3) | CC3 | Exp. |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{N}_{2}$ | $\mathrm{~A}^{3} \Sigma_{u}^{+}$ | 1.291 | 1.272 | 1.291 | 1.268 |  | 1.293 | 1.287 |
|  | $\mathrm{a}^{1} \Sigma_{u}^{-}$ | 1.290 | 1.288 | 1.272 | 1.248 | 1.269 | 1.280 | 1.275 |
|  | $\mathrm{a}^{1} \Pi_{g}$ | 1.246 | 1.236 | 1.208 | 1.201 | 1.215 | 1.222 | 1.220 |
|  | $\mathrm{w}^{1} \Delta_{u}$ | 1.281 | 1.281 | 1.267 | 1.242 | 1.263 | 1.274 | 1.268 |
| CO | $\mathrm{a}^{3} \Pi$ | 1.214 | 1.215 | 1.194 | 1.194 |  | 1.211 | 1.206 |
|  | $\mathrm{~A}^{1} \Pi$ | 1.278 | 1.250 | 1.210 | 1.222 | 1.233 | 1.245 | 1.235 |
| BF | $\mathrm{a}^{3} \Pi$ | 1.316 | 1.314 | 1.301 | 1.306 |  | 1.311 | 1.308 |
|  | $\mathrm{~A}^{1} \Pi$ | 1.312 | 1.312 | 1.294 | 1.301 | 1.305 | 1.307 | 1.304 |
| BH | $A^{1} \Pi$ | 1.206 | 1.218 | 1.218 | 1.219 | 1.221 | 1.222 | 1.219 |

$\mathrm{ADC}(2)$ and $\mathrm{CC}(2)$ equilibrium distances. All values in the test set have been obtained using the aug-cc-pwCVQZ basis set [54 56], for which the results are expected to be close to the basis set limit, and the results for all ADC models have been obtained using the very same basis. All $\operatorname{ADC}(2)$ results are found to be identical to the first implementation in [38] except for smaller deviations $<0.001$ $\AA$, which is the accuracy, in which the restults in [38] have been presented.

In addition to computed excited state equilibrium structures, experimental values are given, which have been published in 53]. Of the excited singlet and striplet states of the four molecules, the first excited singlet state of each molecule has been chosen in addition to the first triplet states of $\mathrm{N}_{2}, \mathrm{CO}$ and BF and the second and third excited singlet state of $\mathrm{N}_{2}$.

For this choice of eight excited states the two third order CC methods CC3 and $\operatorname{CCSDR}(3)$ show the best agreement with the experimental bond lengths. Both, $\operatorname{ADC}(3)$ and CCSD, yield in average too short bond lengths for the excited states and perform comparable for this test set. $\mathrm{ADC}(2)$ and $\mathrm{ADC}(2)$-x overestimate the excited state bond lengths and $\mathrm{ADC}(2)$ shows the largest errors. For the singlet excited states of $\mathrm{N}_{2}, \mathrm{ADC}(3)$ yields results with an accuracy comparable to CC 3 , while CCSD underestimates these excited-state bond lengths by about $0.2 \AA$. All ADC models show the largest error for the first excited state of BF : $\mathrm{ADC}(2)$ largely overestimates the excited bond lengths by $0.43 \AA$ and $\operatorname{ADC}(3)$ underestimates it by $0.25 \AA$, which is the largest absolute error for $\operatorname{ADC}(3)$ in the test set.

In all cases, $\mathrm{ADC}(2)$-x improves over the strict second order results, which can be attributed to the higher order treatment of double excitations in $\operatorname{ADC}(2)-\mathrm{x}$. However, going to $\mathrm{ADC}(3)$ on average yields no improvement, in contrary the maximum and mean absolute error is larger than the one of $\operatorname{ADC}(2)-\mathrm{x}$. The underestimation of the $\mathrm{ADC}(3)$ bond lengths can be attributed to the underlying $\mathrm{MP}(3)$ ground state. $\mathrm{MP}(3)$ is known to yield too short ground state equilibrium distances for diatomic molecules [57], which leads to biased total energy potential energy surfaces.

### 7.1.3 Small organic molecules

To further evaluate the performance of the implemented ADC models, test calculations on small organic molecules have been performed. For comparison with
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Figure 7.1: Errors in calculated bond lengths for 8 excited states of diatomic molcules compared to experimental data taken from [53]. For technical details see text.

Table 7.4: Excited state equilibrium geometries for the first two excited states of trans-butadiene. The $\operatorname{ADC}(2)$-x and $\operatorname{ADC}(3)$ results have been obtained using the $6-31 \mathrm{G}^{*}$ basis set and CASPT2 results are taken from 58.

|  | CASPT2 | ADC(2)-x | ADC(3) |
| :--- | :---: | :---: | :---: |
| $1^{1} \mathrm{~B}_{u}^{+} \pi \rightarrow \pi *$ |  |  |  |
| $\mathrm{C}=\mathrm{C}$ | 1.421 | 1.425 | 1.424 |
| $\mathrm{C}-\mathrm{C}$ | 1.399 | 1.400 | 1.397 |
| $2^{1} \mathrm{~A}_{g}^{-} \pi \rightarrow \pi *$ |  |  |  |
| $\mathrm{C}=\mathrm{C}$ | 1.418 | 1.563 | 1.543 |
| $\mathrm{C}-\mathrm{C}$ | 1.498 | 1.381 | 1.399 |





Figure 7.2: The structures of trans-butadiene, acrolein and acetone.

CASPT2 results from [58], the equilibrium structures of the first excited state of three molecules, i.e., acetone, acrolein and trans-butadiene (butadiene), have been computed using the $\operatorname{ADC}(2)-\mathrm{x}$ and $\operatorname{ADC}(3)$ models using the $6-31 \mathrm{G}^{*}$ basis set. In addition, the second excited state $2^{1} \mathrm{~A}_{g}^{-}$of butadiene has been optimized. The excited state bond lengths are presented in table 7.4 and 7.5 .

For the $1^{1} \mathrm{~B}_{u}^{+}$state of butadiene, the results of $\mathrm{ADC}(2)-\mathrm{x}$ and $\mathrm{ADC}(3)$ are very close to the CASPT2 results. In the $2^{1} \mathrm{~A}_{g}^{-}$state equilibrium structure $\mathrm{ADC}(2)-\mathrm{x}$ and $\mathrm{ADC}(3)$ drastically overestimate the bond length inversion in the excited state and the double bonds are stretched over the lengths of a single carbon-carbon bond. The overestimation of the double bonds by the ADC models can be explained by the failure in the underlying $\operatorname{MP}(2)$ and $\mathrm{MP}(3)$ ground state respectively. Due to the inversion of the bond lengths alternation pattern, the excited state structure is too far off the equilibrium ground state structure and the shape of the potential energy surface of the ground state in this region is incorrectly described by both $\operatorname{MP}(2)$ and $\operatorname{MP}(3)$. Hence, the total energies and total energy derivatives become unphysical.

For acetone and acrolein $\operatorname{ADC}(2)-\mathrm{x}$ and $\mathrm{ADC}(3)$-x yield different results. Compared to the CASPT2 structure, $\operatorname{ADC}(2)$-x overestimates the carbon-oxygen bond. Again, this behavior stems from the ground state description of the method. The overestimation of the correlation effects and thus, bond lengths, in MP(2) results in too long bond distances. In addition, $\operatorname{ADC}(2)$-x overestimates the bond lengths inversion of the carbon-carbon bonds. In contrast to $\mathrm{ADC}(2)-\mathrm{x}, \mathrm{ADC}(3)$ underestimates the carbon-oxygen bond length, but describes the changes in the carbon-carbon bonds qualitatively correct. Both bond lengths become similar in the excited state even though, the carbon-carbon single bond is slightly larger than the double bond, which is the opposite in CASPT2.

### 7.2 Excited-state absorption

The state-to-state transition dipole moments for the $\mathrm{H}_{2} \mathrm{O}$ molecule have been computed with the aug-cc-pVDZ basis set, using $\operatorname{ADC}(2), \operatorname{ADC}(2)-\mathrm{x}$ and $\operatorname{ADC}(3 / 2)$. The results are compared to CC2 and CCSD results from 59]. The ADC(2) and CC 2 results are practically identical and have the largest value for the three states

Table 7.5: Excited state equilibrium geometries for the first excited states of acrolein and acetone. The $\operatorname{ADC}(2)-\mathrm{x}$ and $\mathrm{ADC}(3)$ results have been obtained using the $6-31 \mathrm{G}^{*}$ basis set and CASPT2 results are taken from [58].

|  | CASPT2 | ADC(2)-x | ADC(3) |
| :--- | :---: | :---: | :---: |
| Acrolein $n \rightarrow \pi *$ |  |  |  |
| $\mathrm{C}=\mathrm{O}$ | 1.345 | 1.392 | 1.300 |
| $\mathrm{C}-\mathrm{C}$ | 1.384 | 1.359 | 1.399 |
| $\mathrm{C}=\mathrm{C}$ | 1.393 | 1.418 | 1.385 |
|  | Acetone $n \rightarrow \pi *$ |  |  |
| $\mathrm{C}=\mathrm{O}$ | 1.368 | 1.450 | 1.310 |
| $\mathrm{C}-\mathrm{C}$ | 1.489 | 1.486 | 1.506 |

Table 7.6: Excited state absorption from the $1^{1} \mathrm{~B}_{2}$ state of $\mathrm{H}_{2} \mathrm{O}$ computed using $\mathrm{ADC}(2), \mathrm{ADC}(2)$-x and $\mathrm{ADC}(3)$ with the aug-cc-pVDZ basis set on the MP2/ccpVTZ equilibrium ground state structure. CC2 and CCSD results are taken from 59.

| State | Direction | CC2 | CCSD | ADC(2) | ADC(2)x | ADC(3/2) |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $1^{1} \mathrm{~A}_{2}$ | X | 7.103 | 6.652 | 7.162 | 6.819 | 6.349 |
| $2^{1} \mathrm{~A}_{1}$ | Y | 4.825 | 4.534 | 4.887 | 4.717 | 4.370 |
| $3^{1} \mathrm{~B}_{2}$ | Z | 3.483 | 3.147 | 3.445 | 3.256 | 3.038 |

of $\mathrm{H}_{2} \mathrm{O}$. CCSD lies between the $\mathrm{ADC}(2)$-x and $\mathrm{ADC}(3)$ results, which have the smallest values. Overall the results are very similar, however, all states show the same trend of declining values in the order: $\mathrm{ADC}(2)=\mathrm{CC} 2>\mathrm{ADC}(2)-\mathrm{x}$ $>\mathrm{CCSD}>\operatorname{ADC}(3)$, which resembles the increasing order of perturbative theoretical treatment of the respective methods. $\mathrm{ADC}(2)$ and CC 2 are based on a second order ground state and treat single excitation up to second order, and double excitations in zeroth order. Both $\mathrm{ADC}(2)-\mathrm{x}$ and $\operatorname{CCSD}$ additionally treat the double excitations in first order and CCSD additionally incorporates a third order ground state. The highest order perturbative theoretical treatment is contained in $\mathrm{ADC}(3)$, which in contrast to CCSD includes a third order treatment of the single excitations.

Table 7.7: Two-photon absorption cross-sections $\delta_{T P}$ in atomic units for the lowest excited states of $\mathrm{H}_{2} \mathrm{O}$ using $\mathrm{ADC}(2), \mathrm{ADC}(2)-\mathrm{x}$ with the aug-cc-pVDZ basis set on the MP2/6-31G* equilibrium ground state structure. A* indicates data from a different implementation [47].

|  | $1^{1} \mathrm{~B}_{1}$ | $1^{1} \mathrm{~A}_{2}$ | $2^{1} \mathrm{~A}_{1}$ | $2^{1} \mathrm{~B}_{1}$ | $3^{1} \mathrm{~A}_{1}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{ADC}(2)^{\star}$ | 6.94 | 60.27 | 13.76 | 50.91 | 498.27 |
| ADC(2)-x | 6.81 | 65.90 | 13.81 | 62.84 | 586.12 |
| ADC(2) | 7.29 | 61.60 | 13.80 | 49.83 | 504.20 |
| ADC(2)-x | 7.13 | 67.26 | 13.09 | 62.18 | 593.76 |

### 7.3 Two-photon absorption cross-sections

In addition, two-photon absorption cross sections for $\mathrm{H}_{2} \mathrm{O}$ with $\mathrm{ADC}(2)$ and $\mathrm{ADC}(2)$ x are presented. The performance of the ADC models for the theoretical description of TPA cross-sections has already been extensively discussed in a previous publication [47]. However, in the previous work a different numerical procedure, the band-Lanczos algorithm, has been used to solve the involved expressions. The results are presented in table 7.7 and compared to the previous data. The small deviations stem from a different description of the ground state density, which is in the implementation of the previous work based on the so-called Dyson-expansion method (DEM). Overall the results proof the correct implementation of the DIIS algorithm in this work.

## Chapter 8

## Calculations on Model Systems

To show the applicability of the first-time implemented $\mathrm{ADC}(2)-\mathrm{x}$ and $\mathrm{ADC}(3)$ analytical gradients and the two-photon absorption code, two medium-sized organic chromophores have been examined. Of the two chosen molecules, the first one, all-trans-octatetraene, is a model system for linear polyenes and poses problems for the description with $\operatorname{ADC}(3)$, since its first excited state involves large changes in the bond lengths compared to the equilibrium ground state structure. This is comparable to the case of trans-butadiene, which has been discussed in the previous chapter. The second one, bithiophene, is an important system in technical and medical applications.

### 8.1 All-trans-octatetraene

Linear all-trans-polyenes like all-trans-octatetraene (octatetraene) serve as model systems for polyene chromophores which play important roles in many biological photo-processes and in technical applications. For example, carotenoids possess various important roles in photobiology as light harvesting pigments, as photoprotective agents by quenching singlet and triplet states, and as scavengers of


Figure 8.1: Structure of all-trans-octatetraene.
singlet oxygen [60, 61]. The study of the lowest excited states of linear polyenes has a long history in theory and experiment [62-75], since for a fundamental understanding of the photo-physical functions of polyene chromophores, precise knowledge of their excited states is crucial. Typically, the low-lying excited states of carotenoids are characterized by the irreducible representations of the molecular $C_{2 h}$ point group symmetry of the all-trans polyene models, i.e., $A_{g}, B_{g}, A_{u}, B_{u}$. In addition, the states are usually assigned an additional index, - or + [76], which specifies the anti-symmetric or symmetric linear combination of degenerate configurations. According to these rules, the electronic ground state of linear polyenes is referred to as $1^{1} \mathrm{~A}_{g}^{-}$. The correct ordering of the lowest excited states of linear polyenes has been and is still a subject of much debate. However, it is generally agreed that for octatetraene and longer polymers the lowest excited state singlet state $\mathrm{S}_{1}$ is the optically forbidden $2^{1} \mathrm{~A}_{g}^{-}$and the second excited singlet state $\mathrm{S}_{2}$ is classified as $1^{1} \mathrm{~B}_{u}^{+}$. The reasons for the ongoing debate lie in the difficulties both experimentalists and theoreticians face by the investigation of the excited states of linear polyenes. From a theoretical point of view, difficulties in the description of linear polyenes arise from the highly correlated nature of the ground state wave function, which are further manifested in a large double-excitation character of the excited state wave function of $2^{1} \mathrm{~A}_{g}^{-}\left(\mathrm{S}_{1}\right)$, while the $1^{1} \mathrm{~B}_{u}^{+}\left(\mathrm{S}_{2}\right)$ state corresponds to a clearly singly excited state. Therefore, to arrive at a balanced description of both states, high-level methods are required.

### 8.1.1 Ground state structure and vertical excitation energies

It has been shown, that the calculation of vertical excitation energies with $\mathrm{ADC}(2)-$ x and $\mathrm{ADC}(3)$ yields the correct ordering for the lowest excited states of linear polyenes [39, 77]. However, these results have been biased by the choice of the ground state geometry, which is known to have significant influence on the vertical excitation energies. In this work, vertical excitation energies have been computed using a $\operatorname{CCSD}(\mathrm{T}) / \mathrm{cc}-\mathrm{pVTZ}$ ground state equilibrium structure to yield best-estimates for the vertical excitation energies using $\operatorname{ADC}(3)$ and the cc-pVTZ basis set for octatetraene. These results are compared in table 8.1 to the estimates for vertical excitation energies presented by Christensen et al. [78] and are in per-

Table 8.1: Vertical ADC(3)/cc-pVTZ excitation energies in eV for the $2^{1} \mathrm{~A}_{g}^{-}$and $1^{1} \mathrm{~B}_{u}^{+}$state at the $\operatorname{CCSD}(\mathrm{T}) / \mathrm{cc}-\mathrm{pVTZ}$ ground state equilibrium structure. Experimental 'vertical excitation' energies have been taken from [78].

|  | ADC(3) | exp. |
| :---: | :---: | :---: |
| $2^{1} \mathrm{~A}_{g}^{-}$ | 3.94 | $4.0 \pm 0.1$ |
| $1^{1} \mathrm{~B}_{u}^{+}$ | 4.65 | $4.6 \pm 0.1$ |

fect agreement with the experimental estimates, which have been obtained through elaborate experiments and reasonable assumption for the influence of experimental effects.

### 8.1.2 Excited state structure

The next step is, to go beyond the approximation of vertical absorption energies for the $2^{1} \mathrm{~A}_{g}^{-}$state and to compute fluorescence energies, which can be compared to fluorescence experiments from free jet expansions. This can be done by using the newly implemented derivative program to optimize the $2^{1} \mathrm{~A}_{g}^{-}$structure. The $\mathrm{S}_{1}$ state has been optimized using $\mathrm{ADC}(3)$ and the so-called spin-flip variant of $\mathrm{ADC}(3)$ (SF-ADC(3)) and the cc-pVTZ basis set. The resulting excited state geometries and vertical fluorescence energies are presented in table 8.2 together with CASSCF results from [79] and experimental (0-0) transition energies from [80]. While the vertical absorption energies were in agreement with the experiments, the computed fluorescence energies, 2.59 eV for $\operatorname{SF}-\mathrm{ADC}(3)$ and 0.81 for $\mathrm{ADC}(3)$ are compared to the experimental value of 3.59 eV by far too low. Comparing the results for the $\mathrm{SF}-\mathrm{ADC}(3)$ excited-state carbon-carbon bond lengths with the CASSCF data, which is assumed to yield qualitatively correct results, it is obvious that the double bonds, especially the internal, in the SF-ADC(3) structure are too short. In the case of $\operatorname{ADC}(3)$ the description of the excited state geometry is even worse and the internal double bond is by far too long and is stretched almost to the lengths of a single carbon-carbon bond. The poor description of the $\mathrm{ADC}(3)$ excited state structure can be explained by the failure in the underlying MP(3) ground state energy. The excited state possesses an inversed bond-lengthsalternation pattern, and the changes in the structure compared to the equilibrium

Table 8.2: Bond lengths in $\AA$ for the carbon backbone in $\mathrm{S}_{1}$ optimized geometries of all-trans-octatetraene and vertical $\mathrm{S}_{1} \rightarrow \mathrm{~S}_{0}$ excitation energies in eV. Experimental values have been taken from [80] and the CASSCF structure has been taken from [79]. The optimized structures for $\operatorname{SF}-\operatorname{ADC}(3)$ and $\operatorname{ADC}(3)$ have been computed using the cc-pVTZ basis set.

|  | SF-ADC(3) | ADC(3) | CASSCF | Exp. |
| :---: | :---: | :---: | :---: | :---: |
| $2^{1} \mathrm{~A}_{g}^{-}$ | 2.59 | 0.81 |  | 3.59 |
| $\mathrm{C}_{1}=\mathrm{C}_{2}$ | 1.423 | 1.438 | 1.438 |  |
| $\mathrm{C}_{2}-\mathrm{C}_{3}$ | 1.360 | 1.352 | 1.376 |  |
| $\mathrm{C}_{3}=\mathrm{C}_{4}$ | 1.415 | 1.483 | 1.437 |  |
| $\mathrm{C}_{4}-\mathrm{C}_{4}{ }^{2}$ | 1.393 | 1.340 | 1.392 |  |

Table 8.3: Bond lengths in $\AA$ for the carbon backbone of different ground state geometries of octaetraene computed using the cc-pVTZ basis set.

|  | HF | CCSD(T) | SF-ADC(3) |
| :---: | :---: | :---: | :---: |
| $\mathrm{C}_{1}=\mathrm{C}_{2}$ | 1.3206 | 1.3409 | 1.3164 |
| $\mathrm{C}_{2}-\mathrm{C}_{3}$ | 1.4596 | 1.4468 | 1.4426 |
| $\mathrm{C}_{3}=\mathrm{C}_{4}$ | 1.3266 | 1.3474 | 1.3401 |
| $\mathrm{C}_{4}-\mathrm{C}_{4}{ }^{2}$ | 1.4558 | 1.4416 | 1.4416 |

ground state structure are significant. MP(3) fails to correctly describe this part of the ground state potential energy surface, which leads to an unphysical description of the excited state PES. The spin-flip variant of $\operatorname{ADC}(3)$ has been reported to correct the unphysical behavior of $\operatorname{MP}(3)$ in the case of bond-breaking 81. For the ground state equilibrium structure of octatetraene, $\mathrm{SF}-\mathrm{ADC}(3)$ yields reasonable results, which are presented in table 8.4. However, the terminal double bond is described as too short compared to $\operatorname{CCSD}(\mathrm{T})$ and even shorter as in the uncorrelated Hartree-Fock structure. For the excited state, SF-ADC(3) improves over the $\mathrm{ADC}(3)$ result for the fluorescence energy, but, the result is still too low, and the excited state equilibrium geometry is incorrect.

Table 8.4: Two-photon absorption $\delta_{T P}$ cross-sections for the $2^{1} \mathrm{~A}_{g}^{-}$state of octaetraene computed at the $\operatorname{CCSD}(\mathrm{T}) / \mathrm{cc}-\mathrm{pVTZ}$ ground state equilibrium structure using the aug-cc-pVTZ basis. A * indicates results from using a different implementation [47].

|  | $\mathrm{ADC}(2)$ | $\mathrm{ADC}(2)-\mathrm{x}$ | $\mathrm{ADC}(2)^{\star}$ | $\mathrm{ADC}(2)^{\star}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\delta_{T P}$ | 78660 | 1546 | 71170 | 871 |

### 8.1.3 Two-photon absorption

The two-photon absorption cross-sections for octatetraene have already been presented using a $\mathrm{MP}(2) / 6-31 \mathrm{G}^{*}$ optimized ground state structure and the $6-31+\mathrm{G}^{*}$ basis set [47]. Using the implementation in this work larger basis sets could be applied and the TPA cross-sections have been obtained at the CCSD(T)/cc-pVTZ ground state structure. The results for the $2^{1} \mathrm{~A}_{g}^{-}$state using the aug-cc-pVTZ basis set are given in table 8.4 together with the data from the previous work.

### 8.2 Trans-bithiophene

Oligothiophenes play important roles in medical and technical applications. Thiophene derivatives are often used as electron donors in the field of organic solar cells [82-84] and oligo- and polythiophenes are used as imaging agents for the detection of $\beta$-amyloid protein deposits [85], of which the formation plays an important role in degenerative protein misfolding diseases like Alzheimer's disease. The key mechanism, which can also be studied in the bithiophene molecule, is the planarization of the non-planar bithiophene unit upon excitation. It is accompanied by a significant stokes shift in the fluorescence energy and induces conformational changes in its molecular environment.

### 8.2.1 Excited state structure and stokes shift

The first excited state of the trans-bithiophene (bithiophene) molecule has been optimized using $\operatorname{ADC}(2), \operatorname{ADC}(2)-\mathrm{x}$ and $\mathrm{ADC}(3) / \mathrm{cc}-\mathrm{pVDZ}$ and the planarization in the excited state is correctly described. The resulting vertical fluorescence energies are given in table 8.5 together with vertical excitation energies obtained at
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Figure 8.2: Non-planar ground state structure and planar structure of the first excited state of bithiophene.
the MP2/def2-TZVPP ground state structure. The vertical absorption energies of $\mathrm{ADC}(2)-\mathrm{x}$ and $\mathrm{ADC}(3)$ are in good agreement with experimental findings as well as the vertical fluorescence energies at the $\mathrm{ADC}(2)$-x and $\mathrm{ADC}(3)$-optimized structure. The experimentally observed stokes shift of about 0.7 eV is well reproduced by all ADC models.

### 8.2.2 Two-photon absorption

Two-photon absorption spectroscopical measurements revealed an energetically high-lying two-photon allowed excited state [86]. The TPA cross-sections for bithiophene have been computed using $\operatorname{ADC}(2)$ and $\operatorname{ADC}(2)-x / c c-p V D Z$ at the MP2/def2-TZVPP ground state equilibrium structure and the results are given in table 8.5. The $\mathrm{ADC}(2)$ results show an excited state with a large TPA cross-section around 6 eV . However, the $2^{1} \mathrm{~A}_{1}$ and $3^{1} \mathrm{~A}_{1}$ have substantial double excitation character. Thus, they are overestimated by $\operatorname{ADC}(2)$, which can be seen by comparison with $\operatorname{ADC}(2)-\mathrm{x}$, which finds those states at substantially lower energies. $\mathrm{ADC}(2)-\mathrm{x}$ is known to underestimate the doubly excited states and $\operatorname{ADC}(3)$ excitation energies have computed for comparison, which find a 0.55 eV higher excitation energy for the $2^{1} \mathrm{~A}_{1}$ state. Based on the $\operatorname{ADC}(2)-\mathrm{x}$ and $\mathrm{ADC}(3)$ results, the state with the largest two-photon activity can be assigned to the $2^{1} \mathrm{~A}_{1}$ state at 4.96 eV , which is in good agreement with experimental results.

Table 8.5: Vertical fluorescence and absorption energies and oscillator strengths for the $1^{1} \mathrm{~B}_{1}$ state of bithiophene in atomic units using $\operatorname{ADC}(2)$-x and $\mathrm{ADC}(3) / \mathrm{cc}-$ pVDZ . In addition, vertical excitation energies and TPA cross-sections $\delta_{T P}$ in atomic units for the lowest states with $\mathrm{A}_{1}$ symmetry are given. The results have been obtained using the cc-pVDZ basis set for geometry optimizations and TPA cross-sections, which have been computed at the MP2/def2-TZVPP ground state structure. Experimental values have been taken from a: [87, b: [86].

|  | $\mathrm{ADC}(2)$ | $\mathrm{ADC}(2)-\mathrm{x}$ | $\mathrm{ADC}(3)$ | Exp. |
| :---: | :---: | :---: | :---: | :---: |
| $1^{1} \mathrm{~B}_{1}$ |  |  |  |  |
| vert. abs. | 4.74 | 4.14 | 4.58 | $4.13^{a}, 3.86(0-0)^{a}$ |
| osc.str. | 0.47 | 0.36 | 0.43 |  |
| vert. fluo. | 3.81 | 3.23 | 3.63 | $3.40^{b}$ |
| osc. str. | 0.50 | 0.38 | 0.45 |  |
| $2^{1} \mathrm{~A}_{1}$ | 5.50 | 4.41 | 4.96 |  |
| $\delta_{T P}$ | 1262 | 1361 |  | $4.96^{a}, 4.48(0-0)^{b}$ |
| $3^{1} \mathrm{~A}_{1}$ | 6.07 | 4.59 | 5.38 |  |
| $\delta_{T P}$ | 4806 | 122 |  |  |
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## Chapter 9

## Conclusion

### 9.1 Overview

Method development for the quantum chemical description of electronically excited states for medium-sized and large molecular systems is an essential field of modern theoretical chemistry. In this thesis, for the first time analytical derivative expressions for the energy of the algebraic diagrammatic construction scheme of the polarization propagator of third order and extended second order have been derived and presented enclosed in a comprehensive review of analytical derivative theory in quantum chemistry. In addition, an efficient program for the computation of two-photon absorption cross-sections for $\operatorname{ADC}(2)$ and $\mathrm{ADC}(2)$-x has been presented. The computation of TPA cross-sections is based on the implementation of expressions for excited-state one-particle densities obtained through the intermediate state representation approach, which has been outlined in detail. Analytical derivative expressions for $\mathrm{ADC}(2), \mathrm{ADC}(2)-\mathrm{x}$ and $\mathrm{ADC}(3)$, and the introduced scheme for the calculation of the TPA cross-sections employing the DIIS algorithm have been integrated in the adcman module embedded in the Q-Chem package of programs. The integrity of the implemented features has been verified through numerical testing. Furthermore, a numerical scheme for the computation of the complex frequency-dependent electric dipole polarization has been outlined and a preliminary proof-of-principle implementation has been carried out.

The analytical derivatives have been used for excited-state geometry optimizations and have been applied in the first step to small test molecules. Benchmark
calculations on diatomic molecules have been used to evaluate the performance of the excited state equilibrium structures obtained with $\operatorname{ADC}(2), \operatorname{ADC}(2)$ - x and $\mathrm{ADC}(3)$. For the chosen test set, $\operatorname{ADC}(2)$-x showed a systematic improvement over $\operatorname{ADC}(2)$ and both $\operatorname{ADC}(2)-\mathrm{x}$ and $\operatorname{ADC}(3)$ performed comparable to CCSD. Test calculations on small organic molecules revealed limitations of the applicability of $\operatorname{ADC}(2)-\mathrm{x}$ and $\operatorname{ADC}(3)$ for the description of excited state potential energy surfaces, and the origin of the deficiencies has been imputed to the underlying $\mathrm{MP}(2)$ and $\mathrm{MP}(3)$ ground state respectively.

Two model systems have been studied using the newly implemented features. Both systems represent important classes of molecules with various biological functions, and technical and medical applications. In the study of the first one, all-trans-octatetraene, it could be shown that $\operatorname{ADC}(3)$ yields vertical excitation energies, which are in good agreement with experimental results. However, it has been seen that $\operatorname{ADC}(2)-\mathrm{x}$ and $\mathrm{ADC}(3)$ fail to correctly describe the excited state geometry of the first excited state of linear polyenes like octatetraene. The study of bithiophene showed, that $\mathrm{ADC}(3)$ yields accurate results for vertical absorption and fluorescence energies and yields reasonable excited state geometries for the first excited singlet state. In addition, $\mathrm{ADC}(2)$-x and $\mathrm{ADC}(3)$ results predict a two-photon-active excited state in the energy region, in which TPA experiments revealed a one-photon-forbidden state.

### 9.2 Outlook

The newly implemented features in combination with the highly efficient and fully parallel adcman program can be used to study medium-sized and larger organic chromophores. Geometry optimizations with $\operatorname{ADC}(3)$ for systems up to four hundred basis functions can be performed on sufficiently powerful computers within a few days. In addition, comparing the results of computed two-photon absorption cross-sections with $\operatorname{ADC}(2)$ and $\operatorname{ADC}(2)$-x yields qualitative and quantitative insights for two-photon active states with large double excitation character. Furthermore, it is straightforward to extended the two-photon absorption program to the $\operatorname{ADC}(3 / 2)$ model due to the modular structure of the program.

Another promising perspective is the extension of the analytical derivatives to
other ADC variants, i.e. the core-valence separation and ionization and electron affinity ADC.

One of the most interesting questions is, how the deficiencies of the $\operatorname{ADC}(2)-\mathrm{x}$ and $\operatorname{ADC}(3)$ energy derivative can be overcome. In general, the vertical excitation energies of $\operatorname{ADC}(2)-\mathrm{x}$ and especially $\mathrm{ADC}(3)$ are very accurate and the failure to correctly describe certain excited state potential energy surfaces can be attributed to the ground state energy contribution of the total energy. Thus, it is obvious that in order to improve or remediate the excited state derivatives of ADC models, an improved treatment of the ground state energy is necessary. In principle, the combination of any ground state method with ADC is possible, since it plays no role in the hermitian eigenvalue problem. However, $\mathrm{MP}(\mathrm{n})$ is the intrinsic ground state to a given $\mathrm{ADC}(\mathrm{n})$ model and thus, other combinations have no formal justification. Nevertheless, pairing the excitation energy derivatives of ADC with the derivatives of other ground state methods is straightforward since derivatives can simply be added up and the modular structure of the adcman program offers the required flexibility. Thus, this is a route, which should be explored in the future.
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