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#### Abstract

The behavior and dynamics of complex systems are the focus of many research fields. The complexity of such systems comes not only from the number of their elements, but also from the unavoidable emergence of new properties of the system, which are not just a simple summation of the properties of its elements. The behavior of dynamic complex systems relates to a number of well developed models, the majority of which do not incorporate the modularity and the evolutionary dynamics of a system simultaneously. In this work, we deploy a Bayesian model that addresses this issue. Our model has been developed within the Random Finite Set Theory's framework. We introduced the stochastic evolution diagram as a novel mathematical tool to describe the evolutionary dynamics of complex modular systems. It has been shown how it could be used in real world applications. We have extended the idea of Bayesian network for non-stationary dynamic systems by defining a new concept "labeled-edge Bayesian network" and providing a Bayesian Dirichlet (BD) metric as its score function.


## ZUSAMMENFASSUNG

Das Verhalten und Dynamik von komplexen Systemen steht im Fokus von vielen Forschungsbereichen. Die Komplexitt solcher Systeme hngt nicht nur mit der Anzahl von deren Elementen zusammen, sondern auch mit der unvermeidbaren Entstehung neuer Eigenschaften des Systems, welche nicht nur einfache Summation der Eigenschaften seiner Elemente sind. Das Verhalten von dynamisch komplexen Systemen steht mit einer Anzahl von hoch entwickelten Modellen in Verbindung, welche zum grten Teil, die Modularitt und die evolutionre dynamik eines Systems nicht gleichzeitig beinhalten knnen. In dieser Arbeit, wir setzen ein Bayesian Model ein, welches sich mit diesem Problem befasst. Unser Model wurde innerhalb des Random Finite Set Theorie's Rahmenwerk entwickelt. Wir stellen die stochastische Evolution Diagram als eine neue mathematisches Werkzeug vor, um die evolutionre Dynamik von komplex modularen Systemen zu beschreiben. Es wurde auch gezeigt wie es in realen Applikationen eingesetzt werden koennte. Wir haben die Idee von Bayesian Netzwerk fr nicht stationre dynamische Systeme durch Definition eines neuen Konzepts "labeled-edge Bayesian Network" und ein Bayesian Dirichlet (BD) Metric als dessen Auswertungsfunktion erweitert.
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## CHAPTER 1

## INTRODUCTION

The structure and dynamics of complex systems are the focus of many research areas, e.g. biology, physics, social science, economics, and engineering [7, 8, 16, 27, 60]. The complexity of such systems originates not only in a large number of their building elements but also in the intricate interplay between their elements that lead to the emergence of novel system properties. The underlying structure of virtually any complex system can be represented as a network.

Interacting with each other, elements (nodes) of large networks form smaller, discrete sub-networks or modules, with dense internal connections among nodes within modules and sparse connections among modules [51]. Importantly, a module can be assigned an identifiable functional role that separates it from other modules [47, 51]. Examples of functional modules in complex systems are many and varied. They include protein complexes and signaling/metabolic pathways [66], sets of genes with common regulatory programs [2, 61], and communities in social networks [22, 38].

Topologies of the large networks representing real complex systems can be considered stationary only during short periods of time. As time goes, systematic rewiring in these networks occurs due to either exogenous stimuli or internal developmental programs [7, 36]. This evolutionary dynamics can manifest itself in transformations
such as birth of novel modules or the death of the previously existing one. It can also merge or split the modules.

Understanding a complex system is unfeasible without knowing its structure and behavior over time under different conditions [36]. However, the reverse engineering of the evolving non-stationary networks/systems is a major challenge which has recently been addressed by deploying a host of machine learning techniques. For example, traditional clustering algorithms have been extended to evolutionary clustering [9] based on its smooth cost function [9, 80, 84] or Dirichlet process [4, 6, 19, 70, 79]. Nonlinear non-stationary time series typically generated from observations on complex systems have been tackled by employing hidden Markov models [21] and change point algorithms [18, 56, 82]. Time series analysis has often been coupled with graph partitioning techniques employed to reveal either a sequence of dependent networks [40, 56, 64, 82] or a common network reflecting the structure of shared information through time [26].

To our knowledge, none of the existing methods explicitly account for network modularity and historical dependencies among modules when inferring the evolutionary dynamics of complex systems. In this thesis, we introduce a novel framework that addresses this issue by integrating concepts of the hidden set Markov models and statistical formalism of the theory of random finite sets. Our key assumption within this framework is that modules of a large network can be considered as random sets of nodes. Furthermore, at each time point a network with dynamic topology can itself be considered as a random finite set of such random sets. The dependencies among nodes and their parents in this network are modeled as conditional probabilities, implying that in the course of time old dependencies may disappear and new ones may emerge.


Figure 1.1: Examples of emergence, split and merge of modules over time

Taking multivariate time course data as its input, our method allows one to infer evolutionary dynamics by detecting changes in points of time and the corresponding network modules which have been affected. In other words, our method addresses the following questions that can be of great interest for experimenters (Figure 1.1):

- Is there a network module that emerges at some, a priory unknown, time and exists for a certain period? (Figure 1.1 at left)
- Is there a network module that splits into smaller modules and, if so, how many smaller modules and when? (Figure 1.1 at middle)
- Are there network modules that merge into a bigger module and, if so, when does it happen? (Figure 1.1at right)

Answering these questions is facilitated by analyzing the "stochastic evolution diagram" a tool that we introduce to encapsulate information about evolving modular systems. Hence, we call our method BASED, which stands for "BAyesian Stochastic Evolution Diagrams". In addition to formulating the mathematical essentials
of BASED, we validate its plausibility on simulated datasets and demonstrate its performance in real application by using a publicly available microarray timeseries dataset that models TGF-beta-induced epithelial-mesenchymal transition in human lung adenocarcinoma cells [58].

The focus of this research is declared mathematically in chapter 2. Some essential principles required for this thesis are presented in chapter 3. Chapter 4 describes how the characteristics of the declared problem can be formulated in the random finite set framework. Chapter 5 reviews the Bayesian filter as an optimal solution to infer the state of a dynamic system at a point in time. In chapter 6, two approximation methods for the Bayesian filter are reviewed in details. In the chapter 7, a new concept "Stochastic Evolution Diagram (SED)" is defined and have shown how it encapsulates all the information about an evolutionary dynamic system, also it is shown how one can generalizes the idea of HMM to SED. Chapter 8 presents an EM algorithm to identify the SED. Chapter 9 proves how to extend the idea of Bayesian network for non-stationary dynamics system theoretically by using SED. In chapter 10, the accuracy of proposed methods and their applicability in a real world application are tested. Chapter 11 summarizes and discusses about approaches that have addresses problems about evolutionary dynamics. Chapter 11.4 summarizes the work presented in this thesis, and potential future works.

## CHAPTER 2

## PROBLEM DECLARATION

This chapter is devoted to define precisely the terms complex system, modular network, evolutionary dynamic system and evolutionary modular system. In this research, a complex system is understood as a system with a large number of measurable features (e.g., thousands of gene expression profiles, stock market rates, moving objects, etc.), and whose underlying network contains associations between nodes. Associations between nodes may include a similarity function and any mathematically defined correlation. We are interested in the conditional probability dependencies between features (Bayesian network). The terms "complex system" and "underlying network" are exchangeable, similarly applied to any "random variable" and "node". A modular network is a network which is well divided into modules in which there are dense internal connections between nodes within modules but only sparse connections between different modules (Figure 2.1). In many real dynamic complex systems the topology of the underlying network is not static and can evolve over time. In the case of the probability dependency network, a node does not depend on the state of its parents permanently, and it is possible that current dependencies disappear and new dependencies emerge. Figure 2.2 illustrates the evolution of the underlying network's topology within a complex system, where each network temporarily governs


Figure 2.1: An example of a modular network separated into 3 modules.
the dynamic of the system (a network phase). The bottom part of Figure 2.2 illustrates another graphical representation of a time-varying network. In it, the label of each edge indicates its respective lifetime. A system under this scenario undergoes evolutionary dynamics.

Assume that a module in such a network is a subset of the set of nodes. Composition of such a module can vary over time and thus at each point in time this module can be viewed as a random set of nodes. Then the network itself can be viewed at each point in time as a random set of random sets. Mathematically, this can be presented as follows. (It should be emphasized that here we consider only nodes, not edges until chapter 9)

Consider a network with $n$ nodes, and let $X=\left\{x_{1}, \ldots, x_{n}\right\}$ be a set of random variables (nodes). The power set $2^{X}$ is the set of all subsets of $X$, including the empty set $\emptyset$. Loosely speaking, we will consider a random set as a set variable, whose value is one of the elements of the $2^{X}$. The elements of the power set can be taken in such


Figure 2.2: An example of two graphical representations of evolution in topology of networks.


Figure 2.3: Changes in topology of a network with 6 nodes represented by random sets.
a way that it will present propositions concerning the actual state of a module in a network at a particular time, by containing all and only the nodes in which the proposition is true. Thus, we can represent a module of the network at time $k$ as a finite random set. For example, if at time $k, N_{m}^{k}$ nodes belong to the $m$ th module $m o_{m}^{k}=\left\{x_{i_{1}}, \ldots, x_{i_{N_{m}^{k}}}\right\}$, where $x_{i_{j}} \in X$, and if there are $M^{k}$ modules at time $k$, then the network can be represented as follows:

$$
\begin{equation*}
N e t^{k}=\left\{m o_{1}^{k}, \ldots, m o_{M^{k}}^{k}\right\} \tag{2.1}
\end{equation*}
$$

As the topology of the network underlying a complex system evolves in time, the $N e t^{k}$ changes. A change in a random set variable includes changes in size of the set, and the states of its elements. Figure 2.3 illustrates changes in the topology of a network with 6 nodes from time $k-1$ to time $k$. Thus, if we were able to find the most probable sequence of states of the random finite sets $N e{ }^{1}, \ldots$, Net $^{k}$, we could understand the dynamics of the complex systems. Briefly, the state of a network at time $k$ shows how many modules exist, and to which module a node belongs. Theoretically an optimal approach toward module detection, tracking, and
identification is the following generalization of the recursive Bayesian filter:

$$
\begin{align*}
p^{k \mid k-1}\left(\text { Net }^{k} \mid Z^{1: k-1}\right) & =\int f^{k \mid k-1}\left(\text { Net } t^{k} \mid \text { net }\right) p^{k-1 \mid k-1}\left(\text { net } \mid Z^{1: k-1}\right) \delta n e t  \tag{2.2}\\
p^{k \mid k}\left(\text { Net }^{k} \mid Z^{1: k}\right) & =\frac{L^{k}\left(Z^{k} \mid \text { Net } t^{k}\right) p^{k \mid k-1}\left(\text { Net }^{k} \mid Z^{1: k-1}\right)}{\int L^{k}\left(Z^{k} \mid n e t\right) p^{k \mid k-1}\left(\text { net } \mid Z^{1: k-1}\right) \delta n e t}  \tag{2.3}\\
\widehat{N e t}^{M A P} & =\arg \max _{\text {net }} p^{k \mid k}\left(\text { net } \mid Z^{1: k}\right)  \tag{2.4}\\
\widehat{N e t}^{E A P} & =\int \text { net } p^{k \mid k}\left(\text { net } \mid Z^{1: k}\right) \delta n e t \tag{2.5}
\end{align*}
$$

Where $N e t^{k}$ is the network hidden state set. $Z^{k}$ is the observation set at time $k$, and $Z^{1: k}$ are all the observation sets from time 1 to $k . p^{k \mid k}\left(N e t^{k} \mid Z^{1: k}\right)$ is the network posterior density function conditioned by the accumulated observation-sets till time $k$. $p^{k \mid k-1}\left(N e t^{k} \mid Z^{1: k-1}\right)$ is the prediction of the network posterior. $L^{k}\left(Z^{k} \mid N e t^{k}\right)$ is the network likelihood function that describes the likelihood of observing $Z^{k}$ given that the network is in state $N e t^{k} . f^{k \mid k-1}\left(N e t^{k} \mid n e t\right)$ is the Markov transition density function that reflects the probability of the network's transition to state $N e t^{k}$ given that it was at state net at time $k-1$.

The network filter Equations 2.2 and 2.3 are applicable if one is able to define effectively the random set value functions $f^{k \mid k-1}, L^{k}()$ (the Markov transition density function and the likelihood function) as well as the differential and integral calculus for these functions to be able to estimate the network state by means of the expected a posteriori (EAP) or maximum a posteriori (MAP) estimators recursively (Equations 2.4 and 2.5).

The presented network filter cannot be applied like the classical Bayesian filter for a single vector variable in a blind fashion. We require tools of the finite set statistics (FISST) to accommodate set-valued functions, which provide a mathematically consistent and rigorous generalization of the likelihood function and Markov transition
function. In the chapters $3,4,5$, it is reviewed how random set theory provides us FISST to construct these two functions from random set variables. We use a number of analogies between random set statistics and classical statistics (random vector variable) to show the similarities in school of Bayesian thinking in both worlds.

### 2.1 Motivation and Goals

A systematic understanding of a biological system can be done by study of either the structure of system including interactions and biochemical pathways, or of dynamics of the system including the system's behavior over time under different conditions [36]. In reality, dynamic and structure of a system are dependent on each other. A change in dynamics may yield a new structure or vice versa. Our motivation is to show how to analyze a complex system by considering both dynamics and structure. The hope is that investigation will reveal possible change points of the structure as well as a time table for functionality.

Modularity is considered to be one of the main structural properties of biological systems. A biological network module consists of a set of elements (e.g., genes, proteins) and has distinct function [39]. A biological function can rarely be assigned to an individual element. In contrast, biological functions are carried out by modules made up from interaction among many components, and these functions can not easily be predicted by studying the properties of the isolated components [27, 39, 51, 71]. Indeed, most genes and proteins do not have a function on their own; rather; their role is realized through a complex network of interactions with other proteins, genes and molecules [72]. Over the course of a biological process (e.g., cell cycle), the functionalities of each module are dynamic and context dependent at each time. As a
result, it can undergo systematic rewiring, rather than being invariant over time [1]. "Modules can be insulated from or connected to each other. Functional modules need not to be rigid, fixed structures; a given component may belong to different modules at different times" [27].

Evolutionary dynamics (time-evolving topology of underlying network) is the main common dynamical property of most temporal biological processes. The evolutionary behavior of complex networks can be fitted with a number of well developed models [30, 37, 40, 53, 56, 63, 64, 65, 79], but an important challenge (which is still an open question) is how to model temporal large-scale complex networks. As the number of nodes grows in a network, the number of possible network topologies and dimension of network parameters will grow exponentially [79], and computational complexity will be the main challenge.

To our knowledge, none of methods have incorporated explicitly the modularity property to model evolutionary behavior of complex networks. As a result, the investigator cannot fully understand a system. This is particulary true when they are more interested in the global behavior of the nodes in large networks than in the characteristics of an individual node [79] which is frequent case in biological research $[1,17,27,36,39,51,61,71,72]$. We have fused modularity property as a prior knowledge into the introduced evolutionary dynamics model to reduce the computational complexity.

As mentioned before, biological processes can be described as ordered and parallel occurring events. A Gannt chart can be used to illustrate the start and finish time of events and also shows responsible elements of each event. Figure 2.4 depicted an example Gantt chart that it is sorted based on the order of occurring events, and also


Figure 2.4: A Gantt char example. Events are sorted based on time of occuring shows the dependencies between events, for example, Event 3 and 4 will be triggered when Event 1 is done, and Event 5 will be triggered when Event 2 and 4 are done. Figure 2.5 shows the same example, but sorted base on dependencies between events. The biological motivation of this research was to introduce a mathematical framework to detect and identify the occurred events and also reconstruction of interaction of elements responsible for each event. Briefly, we introduced a tool to reconstruct the Gantt chart underlying a dynamical complex system by having a time series observation from the system, and also reconstructing temporal interaction between elements.


Figure 2.5: A Gantt chart example. Events are sorted based on dependencies

## CHAPTER 3

## RANDOM FINITE SETS (RFS)

This section briefly describes some of the fundamental statistical concepts of the Random Finite Set (RFS) theory used to formulate our model.

### 3.1 Almost Parallel Worlds Principles

A rigidly accurate stochastic mathematical foundation for random set-related problems, the point process theory, was formulated several decades ago. However, in 1997 Goodman et al. [24] introduced an "engineering friendly" point process theory called the finite set statistics (FISST), which has attracted a great interest thereafter. A detailed description of FISST can be found in [45]. The basic idea of the finite set statistics is to redefine conventional statistical concepts (e.g., derivative, integral, probability mass function, likelihood, etc.) for a random finite set of variables (e.g., set derivatives, set integral, etc.), or, in other words, to define a framework that mathematically transforms the structure of a set of random variables into a bundled single composite variable (random finite set) representing all properties of the characteristics of the original random variables. This transformation results in the creation of a new "almost-parallel world" [45]. The Almost-Parallel Worlds Principle (APWOP) states that almost any concept or algorithm in conventional statistics can,
in principle, be directly translated into a corresponding concept or algorithm in the random set world [45].

### 3.2 Random Finite Set and Belief Mass Function

Let $U=\left\{x_{1}, \ldots, x_{n}\right\}$ and $n<\infty$. Then a random variable which takes its value from the universal sample space $2^{U}$ is called a random finite set [45]. A measure $\left(\mathbf{X}: 2^{U} \rightarrow\left[\begin{array}{ll}0 & 1\end{array}\right]\right)$ is defined by definition $(\triangleq)$ by assigning probabilities $m_{x}(A) \triangleq P(X=A)=P_{X}(\{A\})$ directly to each $A \in 2^{U}$, and the belief mass function for a random set $A$ is defined as $\beta_{X}(A) \triangleq P(X \subset A)=\sum_{B \subset A} m_{x}(B)$. The belief mass function plays the same role in random finite set statistics as the cumulative distribution plays in random vector statistics [45].

### 3.3 Spatio-Temporal Point Processes and Hidden-Set Markov Model

By definition, module phase is a period of time when the state of a module (a RFS) does not change, but each elements of the module are allowed to evolve over this period. Then a module phase transition is defined as an event when new elements appear or old elements disappear in the module.

Loosely speaking, analogous to a Markov process, a spatio-temporal point process is a memoryless time-varying RFS process, or $p\left(m o_{i}^{k} \mid m o_{i}^{k-1}, \ldots, m o_{i}^{1}\right)=p\left(m o_{i}^{k} \mid m o_{i}^{k-1}\right)$.

Also analogous to the hidden Markov model (HMM), a hidden-set Markov model (HSMM) is a model in which the system is assumed to undergo a point process with unobserved (hidden) states. The rest of chapter is organized as follows. Section 3.4 describes the formulation of a module's motion model and its observation model. In section 3.5, basic needed principles of finite set statistics (FISST) is reviewed.

### 3.4 Motion Model and Observation Model of a Module

As mentioned above, both the state of a module and the observation from a module are considered as random finite sets (RFS). In this section, we formulate the RFS motion and observation models of an evolving module by considering the following two examples:

$$
\begin{aligned}
m o_{i}^{k-1} & =\left\{x_{1}^{k-1}, x_{2}^{k-1}, x_{3}^{k-1}\right\} & & \\
m o_{i}^{k} & =\left\{x_{1}^{k}, x_{2}^{k}, x_{4}^{k}, x_{5}^{k}\right\} & & \text { Example.1 } \\
\dot{Z}^{k} & =\left\{\dot{z}_{1}^{k}, \dot{z}_{2}^{k}\right\} & & \text { Example.2 }
\end{aligned}
$$

In Example 1, for a given module state $m o_{i}^{k-1}$ each $x_{j} \in m o_{i}^{k-1}$ either continues to survive at time $k$ with a probability $\dot{p}_{S}^{k}\left(x_{j}^{k-1}\right)$ (e.g., $x_{1}^{k-1}$ and $x_{2}^{k-1}$ ), or dies with a probability $1-\dot{p}_{S}^{k}\left(x_{j}^{k-1}\right)$ (e.g., $x_{3}^{k-1}$ ). In addition, spontaneous birth of new nodes (e.g., $x_{4}^{k}$ and $x_{5}^{k}$ ) can occur at time $k$ with the corresponding probability.

Thus, the cardinality of the module as a RFS, as well as the state of its nodes, are allowed to evolve. Similarly, in Example 2, which considers the observation state model for a given module $m o_{i}^{k}$, each node (e.g. $x_{1}^{k}$ and $x_{2}^{k}$ ) can get detected by the measurement tools (sensors) that produce observations (e.g., $\dot{z}_{1}^{k}$ and $\dot{z}_{2}^{k}$ ). The sensor also can fail to detect the nodes (e.g., $x_{4}^{k}$ and $x_{5}^{k}$ ), producing no measurements.

Figure 3.1 illustrates the state space of a network module and observation space, whereas Figure 3.2 illustrates the motion model of a module from time $k-1$ to time $k$. The module observation model is illustrated in Figure 3.3.

Let a module at time $k$ have a state $m o_{i}^{k}$. Temporal evolution of the modules state, which involves motion of each individual nodes, as well as birth and death of


Figure 3.1: Hidden-Set Markov Model: illustration of state space and observation space.
nodes, is formulated as follows:

$$
\begin{equation*}
m o_{i}^{k}=\left(\bigcup_{x \in m o_{i}^{k-1}} \dot{S}^{k \mid k-1}(x)\right) \cup \dot{\Gamma}^{k} \tag{3.1}
\end{equation*}
$$

where $\dot{S}^{k \mid k-1}\left(x_{j}^{k-1}\right)$ is a RFS model of a node with a previous state $x_{j}^{k-1}$, that can take on either $\left\{x_{j}^{k}\right\}$ or $\emptyset . \dot{\Gamma}^{k}$ is a model for new nodes appearing in the module at time $k$ spontaneously. $m o_{i}^{k}$ is, therefore, a union of all the survived nodes and all newly born nodes.

The RFS observation model, which accounts for the detection uncertainty, is formulated as follows:

$$
\begin{equation*}
\dot{Z}^{k}=\bigcup_{x \in m o_{i}^{k}} \dot{\Theta}^{k}(x) \tag{3.2}
\end{equation*}
$$

where $\Theta^{k}(x)$ is the model for observations that are captured present nodes in the module. This model takes a value $\dot{z}$ if the node is detected and $\emptyset$ otherwise.


Figure 3.2: Module motion model.


Figure 3.3: Module observation model.

### 3.5 Basic Ideas of the FISST Calculus

The Mahler's finite set statistics [45] generalizes the Bayesian framework for the study of random set-valued variables, and provides a means to estimate the state of a time sequence of random finite sets that are generated from an assumed point process. In this section, a Bayesian formulation of the module filtering problem is presented in the RFS framework. The RFS framework is a systematic and rigorous approach to RFS filtering [41]. The RFS Bayesian recursion is provided as solution to jointly estimate the cardinality of a module and state of its elements.

Suppose that we recursively observe a dynamic module. The following shows how to derive optimal formulae in a Bayesian sense to estimate a modules' cardinality,
and state of module's members. To recall, integral transforms are fundamental to conventional probability, and the ideas of moment generating function and characteristic functions can be used as an alternative route to analytical results compared with working directly with probability density functions or cumulative distribution functions, and recover the $n$th statical moments of a random variable (e.g. Equations 3.3 and 3.4 for random variable $A$ ) from them. Also the probability distribution of a nonnegative integer random variable can be recovered from a probability generating function (p.g.f) (Equation 3.5 for nonnegative integer random variable $J$ ). Similarly, integral transforms can be generalize into random-set language. The probability generating functional (p.g.fl) can be regarded as the generalized probability generating function (p.g.f) to random set statistics.

$$
\begin{array}{ll}
\chi_{A}(x) \triangleq \int_{-\infty}^{\infty} e^{i x a} \cdot p_{A}(a) d a & =E\left[e^{i x A}\right] \\
M_{a}(x) \triangleq \int_{-\infty}^{\infty} e^{x \cdot a} \cdot p_{A}(a) d a & =E\left[x^{A \cdot x}\right] \\
G_{J}(x) \triangleq \sum_{n=0}^{\infty} p_{J}(n) x^{n} & =E\left[x^{J}\right] \tag{3.5}
\end{array}
$$

A spatial point process is defined as a random set of nodes $m o=\left\{x_{1}, x_{2}, \ldots, x_{N}\right\}$ where $x_{i}$ belongs to a measurable space $S$ such as $\mathbb{R}^{d}$ known as state space. Assume probability distribution $p_{m o}$ on measure space $S$ defines the distribution of the module's members, and a cardinality distribution $p_{C}$ determines the total number of nodes and satisfies $\sum_{c=0}^{\infty} p_{C}(c)=1$.

Let $p_{n}\left(y_{i}\right)$ be a probability distribution on state space of a node. For any random set $Y=\left\{y_{1}, y_{2}, \ldots, y_{n}\right\}$ where $|Y|=n$ and $y_{i} \in \mathbb{S}$, define the module probability distribution as following:

$$
\begin{equation*}
p_{m o}(Y) \triangleq n!\cdot p_{C}(n) \cdot p_{n}\left(y_{1}\right) \cdot p_{n}\left(y_{2}\right) \ldots p_{n}\left(y_{n}\right) \tag{3.6}
\end{equation*}
$$

If we assign a Poisson distribution with Poisson parameter $\lambda_{p}$ to $p_{C}\left(p_{C}=\right.$ $\left.e^{-\lambda_{p}} \lambda_{p}^{n} / n!\right)$, then

$$
\begin{equation*}
p_{m o}(Y) \triangleq e^{-\lambda_{p}} \cdot \lambda_{p}^{n} \cdot \prod_{y_{i} \in Y} p_{n}\left(y_{i}\right) \tag{3.7}
\end{equation*}
$$

This is called multidimensional Poisson point process. Any module having $p_{m o}$ as its distribution is a RFS Poisson point process.

If $h\left(x_{i}\right)$ is a nonnegative real-valued function of $x_{i}$ that has not unit of measurement (usually called a test function), let us define the notations $h^{m o}, p_{m o}\left(\left\{x_{1}, x_{2}, \ldots, x_{c}\right\}\right)$ (random set mo distribution) and set integral as follows:

$$
\begin{gather*}
h^{m o} \triangleq \begin{cases}1 & \text { if } m o=\emptyset \\
\prod_{x_{i} \in m o} h\left(x_{i}\right) & \text { otherwise }\end{cases}  \tag{3.8}\\
p_{m o}\left(\left\{x_{1}, x_{2}, \ldots, x_{c}\right\}\right) \triangleq c!\cdot p\left(x_{1}, x_{2}, \ldots, x_{c}\right)  \tag{3.9}\\
\left.\int f(X) \delta X \triangleq f(\emptyset)+\sum_{n=1}^{\infty} \frac{1}{n!} \int f\left(\left\{x_{1}, x_{2}, \cdots, x_{n}\right)\right\}\right) d x_{1} d x_{2} \cdots d x_{n} \tag{3.10}
\end{gather*}
$$

Then the probability generating functional (p.g.fl.) of mo's probability distribution function is

$$
\begin{equation*}
G_{m o}[h]=\mathbb{E}\left[h^{m o}\right] \triangleq \int h^{Y} p_{m o}(Y) \delta Y \tag{3.11}
\end{equation*}
$$

There are two basic properties of p.g.fl. If $N_{m o}$ is the expected value of $|m o|$ (cardinality of module) and if $\sigma_{m o}^{2}$ is its variance, then [45]

$$
\begin{align*}
& N_{m o}=G_{m o}^{\prime}(1)  \tag{3.12}\\
& \sigma_{m o}^{2}=G_{m o}^{\prime \prime}(1)-N_{m o}^{2}+N_{m o} \tag{3.13}
\end{align*}
$$

where $G_{m o}^{\prime}()$ and $G_{m o}^{\prime \prime}()$ are the first and second derivatives of $G_{m o}()$.
The other properties of p.g.fl are following:

- $G_{m o}[0]=p_{m o}(\emptyset)$
- $G_{m o}[1]=\int p_{m o}(Y) \delta Y=1$
- $G_{m o}[h \mid X]=\int h(Y) p_{m o}(Y \mid X) \delta Y$ (Conditioning p.g.fl $)$

A joint probability generating functional of two RFSs $X$ and $Y$ can be defined by

$$
\begin{equation*}
G_{X, Y}[g, h] \triangleq \iint g^{X} \cdot h^{Y} \cdot p_{X, Y}(x, y) \delta X \delta Y \tag{3.14}
\end{equation*}
$$

The p.g.fl. of a module as a Poisson point process is given by [45, page. 373]

$$
\begin{equation*}
G_{m o}[h]=e^{\lambda_{p} \int h(y) p(y) d y-\lambda_{p}} \tag{3.15}
\end{equation*}
$$

### 3.6 Module Filtering

The optimal module Bayesian filter propagates the module posterior distribution $p_{m o}^{k}\left(m o^{k} \mid \dot{Z}^{1: k}\right)$ conditioned on the sets of observations up to time $k, \dot{Z}^{1: k}$, with the following recursion via module Bayesian prediction and module Bayesian update [45]

$$
\begin{align*}
p_{m o}^{k \mid k-1}\left(m o^{k} \mid \dot{Z}^{1: k-1}\right) & =\int f_{m o}^{k \mid k-1}\left(m o^{k} \mid X\right) p_{m o}^{k-1}\left(X \mid \dot{Z}^{1: k-1}\right) \delta X  \tag{3.16}\\
p_{m o}^{k}\left(m o^{k} \mid \dot{Z}^{1: k}\right) & =\frac{p_{m o}^{k \mid k-1}\left(m o^{k} \mid \dot{Z}^{1: k-1}\right) \cdot L_{m o}^{k}\left(\dot{Z}^{k} \mid m o^{k}\right)}{\int p_{m o}^{k \mid k-1}\left(X \mid \dot{Z}^{1: k-1}\right) \cdot L_{m o}^{k}\left(\dot{Z}^{k} \mid X\right) \delta X} \tag{3.17}
\end{align*}
$$

where $f_{m o}^{k \mid k-1}(. \mid$.$) and L_{m o}^{k}(. \mid$.$) are the module transition density and module likelihood$ respectively. The module Bayesian filter alternatively can be written in terms of
p.g.fl.s. The p.g.fl. form of the Bayesian filter is given by [45, chapter.14]

$$
\begin{align*}
G_{m o}^{k \mid k-1}\left[h \mid \dot{Z}^{1: k-1}\right] & =\int G_{f_{m o}^{k \mid k-1}}[h \mid X] \cdot p_{m o}^{k-1}\left(X \mid \dot{Z}^{1: k-1}\right) \delta X \\
& =\iint h^{Y} \cdot f^{k \mid k-1}(Y \mid X) \cdot p_{m o}^{k \mid k-1}\left(X \mid \dot{Z}^{1: k-1}\right) \delta Y \delta X  \tag{3.18}\\
G_{m o}^{k}[h] & =\frac{\frac{\delta F}{\delta Z^{k}}[0, h]}{\frac{\delta F}{\delta Z^{k}}[0,1]}  \tag{3.19}\\
& =\int \frac{h^{Y} \cdot L_{m o}^{k}\left(\dot{Z}^{k} \mid Y\right) \cdot p_{m o}^{k \mid k-1}\left(Y \mid \dot{Z}^{1: k-1}\right)}{\int L_{m o}^{k}\left(\dot{Z}^{k} \mid X\right) \cdot p_{m o}\left(X \mid \dot{Z}^{1: k-1}\right) \delta X} \delta Y \tag{3.20}
\end{align*}
$$

Here

$$
\begin{equation*}
F[l, h] \triangleq \int l^{Y} \cdot G^{k}[l \mid X] \cdot f_{m o}^{k \mid k-1}(X) \delta X \tag{3.21}
\end{equation*}
$$

and

$$
\begin{equation*}
G^{k}[l \mid X] \triangleq \int l^{Z} \cdot L_{m o}^{k}(Z \mid X) \delta Z \tag{3.22}
\end{equation*}
$$

where $G_{m o}^{k \mid k-1}[h]$ is p.g.fl. Bayesian prediction, and $G_{m o}^{k}[h]$ is p.g.fl Bayesian update.

## CHAPTER 4

## NETWORK AS A RANDOM FINITE SET OF MODULES

Thus far, we have shown how to characterize the uncertainty of a module in a network by modeling the module state and the module measurements as random finite sets (RFS). We also formulated the corresponding motion model and observation model, and mentioned that a network itself is a random finite set of modules with its own dynamics (Figure 2.3). Therefore, understanding the dynamics of a complex system that has a dynamic topology underlying network is the problem of characterizing the uncertainty of the underlying network, or in other words, detecting, identifying, classifying and estimating (tracking) the states of modules and their nodes at each time point (Figure 4.1).

### 4.1 Multiple Hidden Set Markov Model

Analogous to the multivariate HMM, the multiple hidden set Markov model jointly characterizes the uncertainty of a random finite set of random finite sets [42]. Mahler [42] has presented a theoretically unified, rigorous, and potentially practical approach to construct an optimal recursive Bayesian estimation for the multiple hidden set Markov models. Figure 4.2 illustrates a two-layered stochastic process of the multiple hidden set Markov model, where the network state-space represents a randomly


Figure 4.1: Example of a sequence of network states in the Network $\times$ Time space. Solid lines are signals that belong to modules.
varying network. The network state space can also have its own motion model (survival, birth and death) and its observation model (detection, missed-detection, and false alarms), which are more complex than a module's dynamic models that were described in chapter 3.4.


Figure 4.2: Multiple Hidden-Set Markov Model: illustration of network state space, module state space, and observation state space.

### 4.2 Motion Model and Observation Model of a Network

Within our framework, a network is viewed as a random set of modules that themselves are random set variables, and the same is true for the observations. However, the dynamics of a network is more complex than that of a module. Consider the following two examples:

$$
\begin{aligned}
N e t^{k-1} & =\left\{m o_{1}^{k-1}, m o_{2}^{k-1}, m o_{3}^{k-1}\right\} & & \\
N e t^{k} & =\left\{m o_{1}^{k}, m o_{2}^{k}, x_{4}^{k}, m o_{5}^{k}\right\} & & \text { Example. } 3 \\
Z^{k} & =\left\{\dot{Z}_{a}, \dot{Z}_{b}, \dot{Z}_{c}, \dot{Z}_{d}\right\} & & \text { Example. } 4
\end{aligned}
$$

First, let us define the network phase transition as an event when new modules appear or old modules disappear in the network. Then the network phase is a period of time during which no network phase transition occurs, but each element of the network is still allowed to evolve.

In Example 3, for a given network state $N e t^{k-1}$ at time $k-1$ each $m o \in N e t^{k-1}$ either continues to survive at time $k$ with a probability $p_{S}^{k}\left(m o^{k-1}\right)\left(\right.$ e.g., $m o_{1}^{k-1}$ and $m o_{2}^{k-1}$ ), or dies with a probability $\left(1-p_{S}^{k}\left(m o^{k-1}\right)\right)$ (e.g., $\left.m o_{3}^{k-1}\right)$. A module dies when all its elements die and this module becomes empty by time $k$. Also, a new module can appear at time $k$ (e.g., $m o_{4}^{k}$ and $m o_{5}^{k}$ ) with a certain probability of birth. New modules can arise from three different scenarios, i.e. 1) by spontaneous birth, 2) spawning from a module at time $k-1$ (splitting of a module to smaller modules), or 3) merging of some modules to a bigger module.

Similar to the module observation model described in chapter 3, in the network observation model for a given network $N e t^{k}$ at time $k$ each module can be detected by the measurement tools that produce observations. The sensors also can fail to detect the module, producing no measurement. In addition, false alarms in the observation set are possible. The uncertainty of the network observation model will increase when there is no information about association between modules and their observations (Example 4).

Figure 4.2 illustrates the state space of a network and corresponding observation space, whereas Figure 4.3 illustrates the network motion model from time $k-1$ to time $k$. The network observation model is illustrated in Figure 4.4.

Let a network at time $k$ have a state $N e t^{k}$. The evolution of the network state, which involves the motion of each individual module, as well as birth and death of modules, is formulated as follows:

$$
\begin{equation*}
N e t^{k}=\left(\bigcup_{m o \in \text { Net }^{k-1}} S^{k \mid k-1}(m o)\right) \cup\left(\bigcup_{m \in \text { Net }^{k-1}} \beta^{k \mid k-1}(m o)\right) \cup \Gamma^{k} \tag{4.1}
\end{equation*}
$$

where $S^{k \mid k-1}\left(m o_{i}^{k-1}\right)$ is a RFS model of a module with a previous state $m o_{i}^{k-1}$, which can take on either $\left\{m o_{i}^{k}\right\}$ or $\emptyset . \Gamma^{k}$ is a model for new modules appearing spontaneously


Figure 4.3: Network motion model.
in the network at time $k . \beta^{k \mid k-1}\left(m o^{k-1}\right)$ denotes the RFS of new modules spawned from $m o^{k-1}$. The idea of merge of an unknown number of modules into one module at each time step is reflected in $S^{k \mid k-1}\left(m o_{i}^{k-1}\right)$. Thus, Net ${ }^{k}$ is a union of all survived modules and all types of new modules.

The network's observation model that accounts for the detection uncertainty and false alarms is formulated as follows:

$$
\begin{equation*}
Z^{k}=\left(\bigcup_{m o \in \text { Net }^{k}} \Theta^{k}(m o)\right) \cup K^{k} \tag{4.2}
\end{equation*}
$$



Figure 4.4: Network observation model.
where $\Theta^{k}(m o)$ is the model for observations captured from the present modules in the networks. This model takes a value $\dot{Z}$ if the module is detected and $\emptyset$ otherwise. $K^{k}$ is a set of observed false alarms that has its own model.

### 4.3 Spatio-Temporal Cluster Process and General Cluster Process

A random cluster approach is widely used to model systems which undergo phase transitions or, more generally, systems with a graph structure. Cluster processes are a concept in the theory of point processes, and are described as a superposition of point processes of a cluster [69].

Let Net $=\left\{m o_{1}, m o_{2}, \cdots, m o_{M}\right\}$ where $m o_{1}, m o_{2}, \cdots, m o_{M}$ are statistically independent cluster processes. The probability density of Net is related to the probability density of $m o_{1}, m o_{2}, \cdots, m o_{M}$ as follows: (Fundamental convolution formula [45,
page.385])

$$
\begin{equation*}
p_{\text {Net }}=\sum_{m_{1} \uplus m_{2} \uplus \cdots \uplus m_{M}=\text { Net }} p_{m_{1}}\left(m_{1}\right) \cdot p_{m o s_{2}}\left(m_{2}\right) \cdots p_{m o s_{M}}\left(m_{M}\right) \tag{4.3}
\end{equation*}
$$

where the summation is taken over all mutually disjoint modules $m o_{1}, m o_{2}, \cdots, m o_{M}$ of Net such that $m o_{1} \cup m o_{2} \cup \cdots \cup m o_{M}=$ Net.

Cluster processes are a superposition of cluster centers (an unseen point process, we refer to them as parent processes), to which are associated a random number of nodes (a.k.a. daughter processes).

### 4.4 Network Filtering

The optimal network Bayesian filter propagates the network posterior density $p_{\text {Net }}^{k}\left(N e t^{k} \mid Z^{k}\right)$ conditioned on the sets of observations up to time $k, Z^{1: k}$, with the following recursion via network Bayesian prediction and network Bayesian update [69].

$$
\begin{align*}
p_{\text {Net }}^{k \mid k-1}\left(\text { Net }^{k} \mid Z^{1: k-1}\right) & =\int f^{k \mid k-1}\left(\text { Net }^{k} \mid n e t\right) p^{k-1 \mid k-1}\left(\text { net } \mid Z^{1: k-1}\right) \delta n e t  \tag{4.4}\\
p_{\text {Net }}^{k \mid k}\left(\text { Net }^{k} \mid Z^{1: k}\right) & =\frac{L^{k}\left(Z^{k} \mid \text { Net } t^{k}\right) p^{k \mid k-1}\left(\text { Net }^{k} \mid Z^{1: k-1}\right)}{\int L^{k}\left(Z^{k} \mid n e t\right) p^{k \mid k-1}\left(\text { net } \mid Z^{1: k-1}\right) \delta n e t} \tag{4.5}
\end{align*}
$$

A network can be considered as general cluster processes that are characterized by a component (a module) process p.g.fl, $G_{m o}$, within a parent cluster (a network) center p.g.fl, $G_{\text {Net }},[68]$.

$$
\begin{equation*}
G_{\text {Net }}\left[G_{m o}[h \mid .]\right] \tag{4.6}
\end{equation*}
$$

where $G_{m o}[h \mid$.$] is the p.g.fl of the daughter process for any particular realization of the$ parent processes. $G_{m o}[h \mid$.$] is treated as an argument of G_{\text {Net }}$. We refer to realization of parent process as virtual leader modeling and it is described in detail in chapter
5.2. It was shown by Swain and Clark [69], the p.g.fl. forms of prediction and update formula, $p_{N e t}^{k \mid k-1}\left(N e t^{k} \mid Z^{1: k-1}\right)$ and $p_{N e t}^{k \mid k}\left(N e t^{k} \mid Z^{1: k}\right),($ Equations 4.4, 4.5) are

$$
\begin{align*}
G_{N e t}^{k \mid k-1}[h] & =G_{\Gamma}^{k \mid k-1}[h] G_{N e t}^{k-1 \mid k-1}[\Phi[h]]  \tag{4.7}\\
G_{N e t}^{k \mid k}[h] & =\frac{\frac{\delta F}{\delta Z^{k}}[0, h]}{\frac{\delta F}{\delta Z^{k}}[0,1]} \tag{4.8}
\end{align*}
$$

where

$$
\begin{align*}
G_{N e t}^{k-1 \mid k-1}[\Phi[h]] & =G_{\text {Net }}\left[G_{m o}[\Phi[h] \mid \cdot]\right]=G_{\text {Net }}\left(s_{p}\left[G_{m o}\left(s_{d}[\Phi[h] \mid \cdot]\right)\right]\right)  \tag{4.9}\\
F[g, h] & =G_{\text {Net }}\left(s_{p}\left[G_{m o}\left(s_{d}\left[h \cdot G_{L}[g \mid \cdot] \mid \cdot\right]\right)\right]\right)  \tag{4.10}\\
G_{L}[g \mid \cdot] & =\int g(z) L_{z}(.) d z \tag{4.11}
\end{align*}
$$

$G_{\Gamma}^{k \mid k-1}[h]$ is the p.g.fl for the set of newly emerging modules, $s_{p}(u)=s^{k-1 \mid k-1}(u)$ is the p.d.f for parent processes describing motion model of survived modules, and $s_{d}(w \mid u)=s^{k-1 \mid k-1}(w \mid u)$ is the p.d.f. for the daughter process describing node motion models. Complete proofs of Equations 4.7 and 4.8 are provided in [69].

## CHAPTER 5

## RFS BAYESIAN ESTIMATORS

Estimating the state of a random set is a complex procedure and different statistical and non-statistical methods have been proposed for this propose. Depending on the application, different methods have different goals, e.g., realtime response, low computational cost, or mathematically optimal solution.

An optimal filter propagates the joint probability density of the elements of a random set given the data. Due to the dynamics of random sets, the conventional Bayesian filter is not applicable just by concatenating the elements and forming a random vector variable in a blind fashion and the classical Bayesian optimal state estimators are not applicable in general random finite set situations; therefore, a new estimator must be defined and demonstrated its statistical optimality behavior. In conventional statistics, assuming the prior distribution is unform, the maximum likelihood estimator (MLE) will be a special case of maximum a posteriori (MAP) and, as such, is optimal and convergent, but in random finite case is not true [41]. The MLE of a random finite set is defined as follows:

$$
\begin{equation*}
\left\{\hat{x}_{1}, \hat{x}_{2}, \cdots, \hat{x}_{n}\right\}^{M L E} \triangleq \arg \max _{n, x_{1}, x_{2}, \cdots, x_{n}} f\left(Z \mid\left\{x_{1}, x_{2}, \cdots, x_{n}\right\}\right) \tag{5.1}
\end{equation*}
$$

In chapters 3 and 4, it is shown how the optimal Bayesian random finite set filter is capable of recursive propagation of the RFS p.g.fl. in time. However, it is not practical
to obtain a sequence of states of RFS due to computational issues. Several computationally feasible approaches have been proposed as an alternative to approximate RFS Bayesian recursive estimator such as Marginal Multitarget Estimator (MaME) and Joint Multitarget Estimator (JoME) [41, 45]. Analogous to the Kalman filter, which is the most successful approximation method for matching the two first order moments (mean and covariance) of the Bayesian estimator, the first moment of the recursive RFS Bayesian estimator is the Probability Hypothesis Density (PHD) [43], denoted as $v^{k}(x)$ at time $k . v^{k}$ is an intensity function associated with RFS posterior. $\int_{S} v^{k}$ is the expected number of elements of a RFS in the hyper-space $S$.

The problem of our interest, to some extent is similar to the problem of multigroup multi-target tracking problem, but we do consider probabilistic associations between targets. We have used RFS framework to benefit from its mathematical tools, its flexibility and stay in rigorous framework. Although the classical approaches for multi-target tracking such as the multiple hypothesis tracker (MHT )[55] and the joint probabilistic data association filter (JPDAF)[3] could be used to estimate the simplified version of our problem, and also some multi-target tracking algorithms consider interacting targets [23].

### 5.1 Probability Hypothesis Density filter

The intensity function, or probability hypothesis density (PHD), of a point process is found by taking the functional derivative of the p.g.fl. evaluated at $h=1$. For example PHD of a Poisson point process (Equation 3.15) is

$$
\begin{equation*}
v(x)=\left.\frac{\delta}{\delta x} G_{m o}[h]\right|_{h=1}=\lambda_{p} p(y) \tag{5.2}
\end{equation*}
$$

where $\lambda_{p}$ is the expectation of cardinality of a module distributed according to $p(y)$

As mentioned in chapter 3, the RFS Bayesian recursion (Equations 3.16 and 3.17) can alternatively be stated in terms of p.g.fl (Equations 3.18 and 3.20). Let $\dot{v}^{k}$ and $\dot{v}^{k \mid k-1}$ denote respective intensities (PHD) associated with $G_{m o}^{k \mid k-1}\left[h \mid Z^{1: k-1}\right]$ and $G_{m o}^{k}[h]$ in the module prediction and the update recursive posterior. It has been shown that the posterior intensity can be propagated recursively in time via the PHD [43]:

$$
\begin{align*}
\dot{v}^{k \mid k-1}(x) & =\dot{\gamma}^{k}(x)+\int \dot{p}_{S}^{k}(\zeta) \dot{f}_{m o}^{k \mid k-1}(x \mid \zeta) \dot{v}^{k-1}(\zeta) d \zeta  \tag{5.3}\\
\dot{v}^{k \mid k}(x) & =\left[1-\dot{p}_{D}^{k}(x)\right] \dot{v}^{k \mid k-1}(x)+\sum_{\dot{z} \in \dot{Z}^{k}} \frac{\dot{p}_{D}^{k}(x) L_{m o}^{k}(\dot{z} \mid x) \dot{v}^{k \mid k-1}(x)}{\dot{p}_{D}^{k}(\zeta) L_{m o}^{k}(\dot{z} \mid \zeta) \dot{v}^{k \mid k-1}(\zeta) d \zeta} \tag{5.4}
\end{align*}
$$

where $\dot{\gamma}^{k}()$ is the intensity of the RFS spontaneous birth of a new node. $\dot{p}_{S}^{k}(x)$ is the probability that a node still belongs to the module. $\dot{p}_{D}^{k}(x)$ is the probability of having an observation from a node (detection). $f_{m o}^{k \mid k-1}(. \mid x)$ is the transition density function. The PHD filter has been drive from difrent perspectives, a FISST perspective can be found in [43] and a measure theoretic probability perspective is provided in [74].

A graphical presentation of the PHD filter is depicted in Figure 5.1(a). A random finite set and the number of its elements are shown as a plate, with the elements number in the corner of the plate. The shaded circles indicate observable parameters. The directed edges between variables indicate dependencies between the variables. The dashed edges indicate dependency between hidden variable and observable variables in case of detection.

### 5.2 Bayesian Estimator for Multiple Hidden-Set Markov Model (MHSMM)

Let us define Level 1 data fusion as a problem of detecting, identifying and tracking a module (Figures 3.1 and 5.1(a)), and Level 2 data fusion as a problem of detecting, identifying and tracking a random set of modules (Figures 4.2 and 5.1(b)). Mahler [42]
has proposed a generalized and computationally tractable strategy for multiple hidden set Markov model (MHSMM), and has shown that this is a PHD of the RFS of hidden sets. In other words, the integral over PHD of MHSMM is the expected number of hidden sets. Swain and Clark [69] have derived the first moment approximation of the independent multiple hidden-set Markov model (MHSMM) Bayesian filter based on the concept of PHD filter for the hidden set Markov model. The posterior intensity can be propagated recursively in time via the PHD [69]:

$$
\begin{equation*}
v^{k \mid k-1}(\mu, x)=\gamma^{k \mid k-1}(\mu, x)+\iint v^{k-1 \mid k-1}(m, n) p_{S}(m, n) f^{k \mid k-1}(\mu, x \mid m, n) d m d n \tag{5.5}
\end{equation*}
$$

where
$\gamma^{k \mid k-1}(\mu, x)=$ the intensity function of the network, which describes spontaneously emerging modules at time $k$

$$
\begin{equation*}
v^{k-1 \mid k-1}(m, n)=\text { intensity function of the network at time } k-1 \tag{5.6}
\end{equation*}
$$ $p_{S}(m, n)=$ the joint probability a node $n$ survival in a module $m$

$f^{k \mid k-1}(\mu, x \mid m, n)=$ the Markovian transition density for a node state $x$ in module $\mu$ given node state $w$ in module state $u$ at time $k$

$$
\begin{equation*}
v^{k \mid k}(\mu, x)=\sum_{\mathfrak{P} \in \mathcal{P}\left(Z^{k}\right)} \omega_{\mathfrak{B}} \underbrace{\sum_{W \in \mathfrak{P}} \frac{s_{1}(\mu) L_{m o}(W \mid \mu)}{s_{1}\left[L_{m o}(W)\right]}}_{\text {intensity update for virtual leader }} \overbrace{\sum_{\dot{z} \in W} \frac{s_{2}(x \mid \mu) L_{\dot{z}}(z \mid x, \mu)}{s_{2}\left[L_{\dot{z}} \mid \mu\right]}}^{\text {intensity update for node }} \tag{5.10}
\end{equation*}
$$

where

$$
\begin{align*}
\omega_{\mathfrak{P}} & =\frac{|\mathfrak{P}|!\rho_{\mu}(|\mathfrak{P}|) \Pi_{W \in \mathfrak{P}} s_{1}\left[L_{m o}(W)\right]}{\sum_{Q \in \mathcal{P}(Z)}|Q|!\rho_{\mu}(|Q|) \Pi_{W \in Q} s_{1}\left[L_{m o}(W)\right]}  \tag{5.11}\\
L_{m o}(W \mid \mu) & =|W|!\rho_{x}(|W| \mid \mu) \Pi_{\dot{z} \in W} s_{2}\left[L_{\dot{z}} \mid \mu\right] \tag{5.12}
\end{align*}
$$

and

$$
\begin{align*}
L_{\dot{z}} & =\text { a node likelihood for individual measurements } \dot{z} \in W  \tag{5.13}\\
s_{1}(\mu)=s^{k \mid k-1}(\mu) & =\text { p.d.f of parent (virtual)process }  \tag{5.14}\\
s_{2}(x \mid \mu)=s^{k \mid k-1}(x \mid \mu) & =\text { p.d.f of daughter (node) process }  \tag{5.15}\\
\rho_{\mu}, \rho_{x} & =\text { predicted cardinalities of parent and daughter processes } \tag{5.16}
\end{align*}
$$

A partition of a observation set $Z^{k}$ is defined as set of subsets of $Z^{k}$ such that those subsets have not any intersect and the union of all is equal to $Z^{k} . \mathcal{P}\left(Z^{k}\right)$ in Equation 5.10 is the set of all partitions of the observation set $Z^{k}$.

### 5.3 Simplified MHSMM

The first moment density of the network Bayesian update (Equation 5.10) is presented under assumption of no false alarm and missed detection. Considering the false alarm and missed detection cases increases the complexity of the problem and computationally will be very expensive. If the problem is only to detect, estimate, and identify hidden sets and their elements, but not to precisely estimate the states of elements of the hidden sets, then MHSMM will be simplified to a HSMM, but still will preserve its dynamics (birth, split and merge). Figure 5.1(c) illustrates the plate notation of the simplified version of RFS Bayesian estimator for MHSMM. This simplification is based on a hypothetical proposition that any module of a network can be parameterized mathematically.

A group of elements (e.g., a module composed of network nodes) unavoidably develops properties which are not a simple summation of the properties of its elements (a phenomenon widely known as emergence). Hypothetically, the nodes of a module
are coordinated. The way they are coordinated can change over time, and can be described with the help of a "virtual leader". A wide variety of parameters can be used as virtual leaders, for instance geometric centroid [12] or parameters of the probability distribution of nodes of a module (Figure 7.1). Given that definition of a virtual leader can be formulated, one can apply the PHD filter between the network state space and the module space (the upper and the middle levels in Figure 4.2).

Let us assume that nodes of a module belong to a Gaussian distribution, $\left\{x_{i} \sim\right.$ $\left.\mathcal{N}\left(\mu_{j}, \sigma_{j}^{2}\right) \mid x_{i} \in m o_{j}\right\}$. Then we can use $\mu_{j}$ and $\sigma_{j}$ as the virtual leader of $m o_{j}$. Consider $v^{k}$ and $v^{k \mid k-1}$ as the respective intensities (PHD) associated with $p^{k \mid k-1}\left(N \epsilon^{k} \mid Z^{k-1}\right)$ and $p^{k \mid k}\left(N e^{k} \mid Z^{k}\right)$ in the prediction and the update recursive posterior (Equations 4.4 and 4.5). The posterior intensity can be propagated recursively in time via the PHD:[75]

$$
\begin{align*}
v^{k \mid k-1}(\mu) & =\int p_{S}^{k}(\zeta) f^{k \mid k-1}(\mu \mid \zeta) v^{k-1}(\zeta) d \zeta+\int \beta^{k \mid k-1}(\mu \mid \zeta) v^{k-1}(\zeta) d \zeta+\gamma^{k}(\mu)  \tag{5.17}\\
v^{k}(\mu) & =\left[1-p_{D}^{k}(\mu)\right] v^{k \mid k-1}(\mu)+\sum_{z \in \mathcal{Z}^{k}} \frac{p_{D}^{k}(\mu) g^{k}(z \mid \mu) v^{k \mid k-1}(\mu)}{\kappa^{k}(z)+\int p_{D}^{k}(\zeta) g^{k}(z \mid \zeta) v^{k \mid k-1}(\zeta) d \zeta} \tag{5.18}
\end{align*}
$$

where $\kappa^{k}$ is the intensity of the false alarm. The difference between $\dot{v}^{k}(x)$ (Equations 5.3 and 5.4) and $v^{k}(\mu)$ (Equations 5.17 and 5.18) comes from the difference in motion and observation models of a module and a network (Figures 3.2, 3.1, 4.3, 4.4). Also it is required to have an tranformation function that transform nodes' observation to virtual leaders' observation. In following, an example shows a transformation.

$$
\begin{align*}
Z=\left\{\dot{z}_{1}, \dot{z}_{2}, \dot{z}_{3}, \dot{z}_{4}, \dot{z}_{5}, \dot{z}_{6}, \dot{z}_{7}, \dot{z}_{8}\right\} \xrightarrow{\text { partition }} W & =\left\{\left\{\dot{z}_{1}, \dot{z}_{4}, \dot{z}_{7}\right\},\left\{\dot{z}_{3}, \dot{z}_{5}\right\},\left\{\dot{z}_{2}, \dot{z}_{6}, \dot{z}_{8}\right\}\right\} \text { Ex. } 5 \\
\xrightarrow{\text { transform }} \mathcal{Z} & =\left\{z_{1}, z_{2}, z_{3}\right\} \tag{5.19}
\end{align*}
$$

To have virtual leaders observation set $\mathcal{Z}$, one can partition off nodes observation set with any proper clustering algorrithm (e.g. $W$ in Example 5) then uses the computed
clustering parameters as representors of partion's elements (e.g. $\mathcal{Z}$ in example 5). For example, a part in a partition can be transform to a virtual leader's observation by assigning it to a distribution, or computing its mean, or median.


Figure 5.1: Plate model of the PHD filter.

## CHAPTER 6

## IMPLEMENTATION

This chapter discusses how the two main methods used for approximation of the PHD filter ( SMC-PHD filter [76] and Gaussian Mixture PHD filter (GM-PHD) [75]) are applied as an solution for estimation of a random finite set state. We used the RFS framework to benefit from its rigorous mathematical tools and its flexibility. As it is mentioned before, the problem of inferring the state of a random finite set given its dynamic is, to some extent, similar to the problem of multi-target tracking problem. Although modified versions of classical approaches for multi-target tracking such as the multiple hypothesis tracker (MHT ) [3] or the joint probabilistic data association filter (JPDAF) [3], could potentially be used to solve our problem,

### 6.1 Gaussian Mixture PHD Filter

The GM-PHD is a closed form solution for the PHD filter (Equestions 5.17 and 5.18) under the following assumptions [75]:

- Virtual leaders have linear Gaussian motion model and observation model during their life time.
- The intensity function of the spontaneous and spawned births of modules are Gaussian mixtures.
- There is state independent probability of survival and detection.

These assumptions are formulated for the problem of our interest as follows:

$$
\begin{align*}
f^{k \mid k-1}(\mu \mid \zeta) & =\mathcal{N}\left(\mu ; F \zeta, Q^{k-1}\right)  \tag{6.1}\\
L^{k}(z \mid \mu) & =\mathcal{N}\left(z ; H \mu, R^{k}\right)  \tag{6.2}\\
p_{S}^{k} & =p_{S}  \tag{6.3}\\
p_{D}^{k} & =p_{D} \tag{6.4}
\end{align*}
$$

where $\mu$ is a module's virtual leader state, $F$ is the state transition matrix, $Q^{k-1}$ is the process noise covariance, $H$ is the observation matrix, and $R^{k}$ is the observation noise covariance. The intensities of the spontaneous and spawned births are assumed to be Gaussian mixtures of the form

$$
\begin{align*}
\gamma^{k}(\mu) & =\sum_{i=1}^{J_{\gamma}^{k}} \omega_{\gamma, i}^{k} \mathcal{N}\left(\mu ; m_{\gamma, i}^{k}, P_{\gamma, i}^{k}\right)  \tag{6.5}\\
\beta^{k \mid k-1}(\mu \mid \zeta) & =\sum_{j=1}^{J_{\beta}^{k}} \omega_{\beta, j}^{k} \mathcal{N}\left(\mu ; F_{\beta} \zeta+d_{\beta, j}, Q_{\beta, j}^{k}\right) \tag{6.6}
\end{align*}
$$

where $J_{\gamma}^{k}$ is the number of new virtual leaders spontaneous births and $\omega_{\gamma, i}^{k}, m_{\gamma, i}^{k}$, $P_{\gamma, i}^{k}$ are the weight, the mean, and the covariance of their intensity, respectively. $m_{\gamma, i}^{k}, i=1, \ldots, J_{\gamma}^{k}$ correspond to the $J_{\gamma}^{k}$ highest concentration. The covariance matrix $P_{\gamma, i}^{k}$ determines the spread of the birth intensity around $m_{\gamma, i}^{k}$, and $\omega_{\gamma, i}^{k}$ is a weight given to the new virtual leader originated from $m_{\gamma, i}^{k}[75]$. Similarly, $J_{\beta}^{k}, \omega_{\beta, j}^{k}, F_{\beta}, d_{\beta, j}^{k-1}$, and $Q_{\beta, j}^{k-1}$ determine the shape of the spawning intensity of a virtual leader with a previous state $\zeta$ [75]. Spawned virtual leaders at time $k$ are an affine function $\left(F_{\beta} \zeta+d_{\beta, j}\right)$ of a virtual leader (parent) at state $\zeta$ at time $k-1$ [75]. The general form of GM-PHD filter can be found in [75] in details.

### 6.1.1 GM-PHD Prediction

Given the assumptions listed above, the predicted intensity from time $k-1$ to time $k$ is a Gaussian mixture [75]:

$$
\begin{equation*}
v^{k \mid k-1}(\mu)=v_{S}^{k \mid k-1}(\mu)+v_{\beta}^{k \mid k-1}(\mu)+\gamma^{k}(\mu) \tag{6.7}
\end{equation*}
$$

where

$$
\begin{align*}
v_{S}^{k \mid k-1}(\mu) & =p_{S}^{k} \sum_{j=1}^{J^{k-1}} \omega_{j}^{k-1} \mathcal{N}\left(\mu ; m_{S, j}^{k \mid k-1}, P_{S, j}^{k \mid k-1}\right)  \tag{6.8}\\
m_{S, j}^{k \mid k-1} & =F^{k-1} m_{j}^{k-1}  \tag{6.9}\\
P_{S, j}^{k \mid k-1} & =Q^{k-1}+F^{k-1} P_{j}^{k-1} F^{k-1} T  \tag{6.10}\\
v_{\beta}^{k \mid k-1}(\mu) & =\sum_{j=1}^{J^{k-1}} \sum_{l=1}^{J_{\beta}^{k}} \omega_{j}^{k-1} \omega_{\beta, l}^{k} \mathcal{N}\left(\mu ; m_{\beta,(j, l)}^{k \mid k-1}, P_{\beta,(j, l)}^{k \mid k-1}\right)  \tag{6.11}\\
m_{\beta,(j, l)}^{k \mid k-1} & =F_{\beta, l}^{k-1} m_{i}^{k-1}+d_{\beta, l}^{k-1}  \tag{6.12}\\
P_{\beta,(i, j)}^{k \mid k-1} & =Q_{\beta, l}^{k-1}+F_{\beta, l}^{k-1} P_{\beta, j}^{k-1}\left(F_{\beta, l}^{k-1}\right)^{T} \tag{6.13}
\end{align*}
$$

### 6.1.2 GM-PHD Update

The posterior intensity at time $k$ is also a Gaussian mixture [75]:

$$
\begin{equation*}
v^{k}(\mu)=\left(1-p_{D}^{k}\right) v^{k \mid k-1}(\mu)+\sum_{z \in Z^{k}} v_{D}^{k}(\mu ; z) \tag{6.14}
\end{equation*}
$$

where

$$
\begin{align*}
v_{D}^{k}(\mu ; z) & =\sum_{j=1}^{J^{k \mid k-1}} \omega_{j}^{k}(z) \mathcal{N}\left(\mu, m_{j}^{k \mid k}(z), P_{j}^{k \mid k}\right)  \tag{6.15}\\
\omega_{j}^{k}(z) & =\frac{p_{D}^{k} \omega_{j}^{k \mid k-1} q_{j}^{k}(z)}{\kappa^{k}(z)+p_{D}^{k} \sum_{l \mid=1}^{J k-1} \omega_{l}^{k \mid k-1} q_{l}^{k}(z)}  \tag{6.16}\\
q_{j}^{k}(z) & =\mathcal{N}\left(z ; H^{k} m_{j}^{k \mid k-1}, R^{k}+H^{k} P_{j}^{k \mid k-1} H^{k^{T}}\right)  \tag{6.17}\\
m_{j}^{k \mid k}(z) & =m_{j}^{k \mid k-1}+K_{j}^{k}\left(z-H^{k} m_{j}^{k \mid k-1}\right)  \tag{6.18}\\
P_{j}^{k \mid k} & =\left[I-K_{j}^{k} H^{k}\right] P_{j}^{k \mid k-1}  \tag{6.19}\\
K_{j}^{k} & =P_{j}^{k \mid k-1} H^{k^{T}}\left(H^{k} P_{j}^{k \mid k-1} H^{K^{T}}+R^{k}\right)^{-1} \tag{6.20}
\end{align*}
$$

### 6.2 Merge of Modules

Merging of modules occurs when they get so close (similar) to each other. Vo and Ma [75], introduced a heuristic pruning algorithm ro reduce the number of Gaussian components propagated to the next time step. In theory, it approximates some of the close Gaussian component by a single Gaussian component.

Let $\mathrm{I}^{k}$ indicate indices of modules at time $k$, and $I \subset \mathrm{I}^{k}$ indicate indices of modules that have got closed together. These modules can be approximated with one Gaussian component as follows [75]:

$$
\begin{align*}
\tilde{\omega}_{l}^{k} & =\sum_{i \in I} \omega_{i}^{k}  \tag{6.21}\\
\tilde{m}_{l}^{k} & =\frac{1}{\tilde{\omega}_{l}^{k}} \sum_{i \in I} \omega_{i}^{k} m_{i}^{k}  \tag{6.22}\\
\tilde{P}_{l}^{k} & =\frac{1}{\tilde{\omega}_{l}^{k}} \sum_{i \in I} \omega_{i}^{k}\left(P_{i}^{k}+\left(\tilde{m}_{l}^{k}-m_{i}^{k}\right)\left(\tilde{m}_{l}^{k}-m_{i}^{k}\right)^{T}\right) \tag{6.23}
\end{align*}
$$

### 6.3 State Estimation

For a RFS $\mathcal{N e} t^{k}$ with a probability distribution $p$, the integral of $v^{k \mid k}$ over the network state space gives the expected number of modules of $\mathcal{N} e t^{k}$. Hence, $\hat{M}^{k}=$ $\int v(\mu) \partial \mu$. The local maxima of the intensity $v^{k \mid k}$ are the highest local concentration of the modules, and hence the $\left[\hat{M}^{k}\right]$ highest peaks from the intensity function can be selected as the estimation of the state of each module's virtual leader ([.] means rounded number).

Given the Gaussian mixture intensities $v^{k \mid k-1}$ and $v^{k \mid k}$, the corresponding expected number of virtual leaders (number of modules) $\hat{M}^{k \mid k-1}$ and $\hat{M}^{k}$ can be obtained by summing up the appropriates weights [75]:

$$
\begin{array}{r}
\hat{M}^{k \mid k-1}=\hat{M}^{k-1 \mid k-1}\left(p_{S}^{k}+\sum_{j=1}^{J_{\beta}^{k}} \omega_{\beta, j}^{k}\right)+\sum_{j=1}^{J_{\gamma}^{k}} \omega_{\gamma, j}^{k} \\
\hat{M}^{k \mid k}=\hat{M}^{k \mid k-1}\left(1-p_{D}^{k}\right)+\sum_{z \in Z^{k}} \sum_{j=1}^{J^{k \mid k-1}} \omega_{j}^{k}(z) \tag{6.25}
\end{array}
$$

In parametric state estimation, state of virtual leaders are represented as mixture of Gaussian models with parameters mean, covariance and mixing proportions (weights). Theoretically, the $\hat{M}^{k}$ highest components are the locations of the virtual leaders, but since each peak also is described by the weight and covariance, it is possible that a peak correspond to a Gaussian component with a weak weight but a large height, a better alternative is to first filter out the Gaussian components with small weight first [75];

One of the main criticisms of the PHD filter is that there is no means of associating the same virtual leader between time frames. But this is of advantage for our problem,
because our main goals are the number and the locations of virtual leaders. It is trivial to identify the trajectories of different virtual leader by tracking their members.

### 6.3.1 Gaussian Mixture Implementation of PHD Recursion

The steps of GM-PHD filter implementation is described in Algorithm 1 as given in [75]

Data: $\left\{\omega_{i}^{k-1}, m_{i}^{k-1}, P_{i}^{k-1}\right\}_{i=1}^{J^{k-1}}$ and $Z^{k}$
Result: $\left\{\omega_{i}^{k}, m_{i}^{k}, P_{i}^{k}\right\}_{i=1}^{J^{k}}$
Step 1. prediction for birth modules;
$i=0$;
for $j=1$ to $J_{\gamma}^{k}$ do
$i:=i+1 ;$
$\omega_{i}^{k \mid k-1}:=\omega_{j, \gamma}^{k}, \quad m_{i}^{k \mid k-1}:=m_{j, \gamma}^{k}, \quad P_{i}^{k \mid k-1}:=P_{j, \gamma}^{k} ;$
end
for $j=1$ to $J_{\beta}^{k}$ do
for $\ell=1$ to $J^{k-1}$ do
$i:=i+1$;
$\omega_{i}^{k \mid k-1}:=\omega_{j, \beta}^{k} \times \omega_{l}^{k-1} ;$
$m_{i}^{k \mid k-1}:=d_{j, \beta}^{k-1}+F_{j, \beta}^{k-1} \times m_{l}^{k-1} ;$
$P_{i}^{k \mid k-1}:=Q_{j, \beta}^{k-1}+F_{j, \beta}^{k-1} \times P_{l}^{k-1} \times\left(F_{j, \beta}^{k-1}\right)^{T} ;$
end
end
Step 2. prediction for existing modules;
for $j=1$ to $J^{k-1}$ do
$i:=i+1 ;$
$\omega_{i}^{k \mid k-1}:=p_{S} \times \omega_{j}^{k-1} ;$
$m_{i}^{k \mid k-1}:=F^{k-1} \times m_{j}^{k-1} ;$
$P_{i}^{k \mid k-1}:=Q^{k-1}+F^{k-1} \times P_{j}^{k-1} \times\left(F^{k-1}\right)^{T} ;$
end
$J^{k \mid k-1}:=i \quad \% J_{\gamma}^{k}+J^{\beta}+J^{k-1} ;$
\%Continue...;
Algorithm 1: Psedocode for GM-PHD Filter

```
\%Continue from previous page;
Step 3. construction of PHD update components;
for \(j=1\) to \(J^{k \mid k-1}\) do
    \(\eta_{j}^{k \mid k-1}:=H m_{j}^{k \mid k-1} ; \quad S_{j}^{k}:=R^{k}+H P_{j}^{k \mid k-1}\left(H^{k}\right)^{T} ;\)
    \(K_{j}^{k}:=P_{j}^{k \mid k-1}\left(H^{k}\right)^{T}\left[S_{j}^{k}\right]^{-1} ; \quad P_{j}^{k \mid k}\left[I-K_{j}^{k} H^{k}\right] P_{j}^{k \mid k-1} ;\)
end
Step 4. update ;
for \(j=1\) to \(J^{k \mid k-1}\) do
    \(\omega_{j}^{k}:=\left(1-p_{D}^{k}\right) \omega_{j}^{k \mid k-1} ;\)
    \(m_{j}^{k}:=m_{j}^{k \mid k-1} ; \quad P_{j}^{k}:=P_{j}^{k \mid k-1} ;\)
end
\(l:=0\);
foreach \(z \in Z^{k}\) do
        \(\ell:=\ell+1\);
        for \(j=1\) to \(J^{k \mid k-1}\) do
            \(\omega_{\ell J^{k \mid k-1}+j}^{k}:=p_{D} \omega_{j}^{k \mid k-1} \mathcal{N}\left(z ; \eta_{j}^{k \mid k-1}, S_{j}^{k}\right) ;\)
            \(m_{\ell J \mid k-1+j}^{k}:=m_{j}^{k \mid k-1}+K_{j}^{k}\left(z-\eta_{j}^{k \mid k-1}\right) ;\)
            \(P_{\ell J k \mid k-1+j}^{k}:=P_{j}^{k \mid k} ;\)
        end
        for \(j=1\) to \(J^{k \mid k-1}\) do
        \(\omega_{\ell J k \mid k-1+j}^{k}:=\frac{\omega_{\ell J}^{k} k \mid k-1+j}{K^{k}(z)+\sum_{i=1}^{k k \mid k-1} \omega_{\ell J}^{k} k \mid k-1+i} ;\)
    end
end
    \(J^{k}:=(\ell+1) J^{k \mid k-1}\);
```

Algorithm 2: Psedocode for GM-PHD Filter (continued)

### 6.4 Sequential Monte Carlo Implementation of PHD Filter

The sequential Monte Carlo implementation of PHD filter [76] was proposed as a practical suboptimal alternative to the optimal PHD filter. Briefly, the sequential Monte Carlo (SMC) propagates particles in the prediction stage using a prior distribution, dynamic model and noise process of the system, then each particle will
be assigned a weight calculated based on likelihood of particle (statistical distance of particle to the set of observation). The weighted particles are representation of the PHD and the sum of weight gives the estimated cardinality. For any $k \geq 1$, let $\left\{\ddot{\omega}_{i}^{k}, \ddot{x}_{i}^{k}\right\}_{i=1}^{j^{k}}$ be the particle representation of intensity function $\left(v^{k}\right)$. Algorithm 3 summarizes SMC implementation of PHD filter as given in [76]. The particle are sampled from two importance (or proposal) densities $q^{k}\left(. \mid \ddot{x}_{i}^{k-1}, Z^{k}\right)$ and $q_{b}^{k}\left(. \mid Z^{k}\right)$. $\ddot{J}_{b}^{k}$ denotes new particles arise from the birth process. $\phi^{k \mid k-1}$ is the survived and spawned intensity function and $\gamma^{k}()$ is the spontaneous birth intensity function.

```
At time \(k \geq 1\);
Step 1. Prediction;
for \(i=1\) to \(\ddot{J}^{k-1}\) do
        Sample \(\tilde{\ddot{x}}_{i}^{k} \sim q^{k}\left(. \mid \ddot{x}_{i}^{k-1}, Z^{k}\right)\);
        \(\tilde{\tilde{\omega}}_{i}^{k \mid k-1}=\frac{\phi^{k \mid k-1}\left(\tilde{\tilde{x}}_{i}^{k}, Z^{k}\right)}{q^{k}\left(\tilde{x}_{i}^{k} \mid \dot{x}_{i}^{k-1}, Z^{k}\right)} \ddot{\omega}_{i}^{k-1} ;\)
end
    \(\ddot{J}_{b}^{k}=\ddot{J}_{\gamma}^{k}+\ddot{J}_{\beta}^{k}\);
    for \(i=\ddot{J}^{k-1}+1\) to \(\ddot{J}^{k-1}+\ddot{J}_{b}^{k}\) do
        Sample \(\tilde{\ddot{x}}_{i}^{k} \sim q_{b}^{k}\left(. \mid Z^{k}\right) ;\)
        \(\tilde{\tilde{\omega}}_{i}^{k \mid k-1}=\frac{1}{\tilde{J}_{b}^{k}} \frac{\gamma_{b}^{k}\left(\tilde{\dot{x}}_{i}^{k}\right)}{\left.q_{i}^{k} \mid Z^{k}\right)} ;\)
    end
    Step 2. Update ;
    foreach \(z \in Z^{k}\) do
        \(C^{k}(z)=\sum_{j=1}^{\tilde{j}^{k-1}+\tilde{J}_{b}^{k}} p_{D}^{k}\left(\tilde{x}_{j}^{k}\right) L^{k}\left(z \mid \tilde{\tilde{x}}_{j}^{k}\right) \tilde{\ddot{\omega}}_{j}^{k \mid k-1} ;\)
    end
    for \(i=1\) to \(\ddot{J}^{k-1}+\ddot{\breve{J}}_{b}^{k}\) do
        \(\tilde{\tilde{\omega}}_{i}^{k}=\left[\left(1-p_{D}^{k}\left(\tilde{\dot{x}}_{i}^{k}\right)\right)+\sum_{z \in Z^{k}} \frac{\left.p_{D}^{k} \tilde{\tilde{x}}_{i}^{k}\right) L^{k}\left(z \mid \tilde{\dot{x}}_{j}^{k}\right)}{\kappa^{k}(z)+C^{k}(z)}\right] \tilde{\tilde{\omega}}_{i}^{k \mid k-1} ;\)
end
Step 3. Resampling ;
\(\hat{M}^{k \mid k}=\sum_{j=1}^{\tilde{j}^{k-1}+\tilde{J}_{b}^{k}} \tilde{\omega}_{j}^{k} ;\)
Resample \(\left\{\frac{\tilde{\dot{\omega}}_{i}^{k}}{\tilde{M}^{k \mid k}}, \tilde{x}_{i}^{k}\right\}_{i=1}^{\tilde{j}^{k-1}+\ddot{J}_{b}^{k}}\) to get \(\left\{\frac{\ddot{\omega}_{i}^{k}}{\bar{M}_{k \mid k}^{k}}, \ddot{x}_{i}^{k}\right\}_{i=1}^{\ddot{J}^{k}}\);
Multiply the weights by \(\hat{M}^{k \mid k}\) to get \(\left\{\ddot{\omega}_{i}^{k}, \ddot{x}_{i}^{k}\right\}_{i=1}^{\dot{J} k}\);
```

Algorithm 3: Psedocode for SMC-PHD Filter

### 6.5 Smoothing Algorithms for the PHD Filter

As forward-backward algorithm (a.k.a smoother) is an inference algorithm in HMM to improve the estimation result, one can extended it for the PhD filter to correct the unexpected changes on the state estimations. This inference task is usually called smoothing. Briefly the idea of smoother is computing $p\left(N e t^{k} \mid Z^{1: T}\right)$ instead of $p\left(N e t^{k} \mid Z^{1: k}\right)$, where $Z^{1: T}$ means observations up to time $T$ and $Z^{1: k}$ means observations up to time $k$ and $T>k$.

Nandakumaran et al. [48,50] has proposed approximate backward PHD filter smoothers under Poisson assumption and applied it on sonar data [49]. Mahler et al. [46] derived the backward PHD smoother recursion mathematically and Vo et al. [77] proposed a closed form solution to the PHD filter under linear Gaussian assumption. Also Hernández [29] has derived two smoothing algorithms and provided their sequential Monte Carlo implementations.

Clark and Vo [13] have proven the GM-PHD filter maintains a suitable approximation error in each time step, and its error converges to zero uniformly as the number of Gaussian components tends to infinity. Also Clark and Bell [11] have provided mathematical proofs for SMC-PHD filter and bounds for the mean square error.

In case of PHD filter, the sensor noise and uncertainty of a RFS's cardinality propagate in time. In order to improve these limitations, Mahler [44] derived a generalization of the PHD recursion known as the cardinalized PHD (CPHD) filter by relaxing the first order assumption on the cardinality of a RFS. CPHD filter jointly propagates the intensity function and the cardinality distribution.

## CHAPTER 7

## STOCHASTIC EVOLUTION DIAGRAM (SED)

The trajectory of each virtual leader can be projected on a $d$-dimensional coordinate space ( $d$ is the number of parameters which represent coordinates of a virtual leader). For example, assume that virtual leaders are 1-dimensional, the footprints in Figure 7.1 show the states of such modules.

Similar to the multivariate Markov model of time series that reconstructs Markov chains, the multiple hidden set Markov model reconstructs the stochastic evolution diagram. We introduce this term to denote a collection of Markov chains, of which some chains are tied together at certain time points.

A Markov chain can be considered as a directed spatiotemporal graph where each vertex represents the state of the system at a particular time. Defined formally, the stochastic evolution diagram is a directed spatiotemporal graph where each node belongs to the $\mathbb{R}^{|d|} \times \mathbb{T}$ space, $\mathbb{R}$ is the real number space, $|d|$ is the dimension of coordinates of virtual leader, and $\mathbb{T}$ is the time space. The vertices of this graph represent states of each module of the system. If the indegree or outdegree of a vertex is not one, it is a change-point (network phase transition) and the edges represent a Markov chain of the estimated states of the modules' virtual leaders. A schematic example of a stochastic evolution diagram for 1-dimensional virtual leaders is illustrated in

Figure 7.2. The stochastic evolution diagram visualizes all information about the state of the system, such as lifetime of modules (birth, death, split and merge time), members of modules and number of modules at each time. Consider the following


Figure 7.1: Schematic illustration of a stochastic evolution diagram, where the bold blue lines are trajectories of modules' virtual leaders. The footprints are projections of virtual leaders on the coordinate system.

Markov chain from Figure 7.2

$$
\begin{equation*}
\left\{x_{2}, x_{3}, x_{4}, x_{5}\right\} \xrightarrow{\text { split }}\left\{x_{1}, x_{2}, x_{3}\right\} \xrightarrow{\text { split }}\left\{x_{1}, x_{2}\right\} \tag{7.1}
\end{equation*}
$$



Figure 7.2: The Stochastic Evolution Diagram (only vertices that are change-points are shown by bold blue circles).

This expression shows that, before the network phase transition at time 5 there was a module with four elements, but at time 5 the module split into two modules, and a new element $x_{1}$ became a new member. After the phase transition the module was following steady rules for its dynamics up to the next network phase transition at time 12. Although two network transitions happened at time 9 and 10 , they did not affect on that module. Also, one can examine the features of the system individually


Figure 7.3: HMM.
and track their effective time (a feature is effective when it belongs to a module). For example, $x_{6}$ only belongs to the underlying network from time 2 to 17 .

### 7.1 Generalization of HMM Step by Step

In this section, I will explain the generalized model of the Hidden Markov Model. I use a multi-target tracking example and present how to generalize the hidden Markov model step by step. In this research, a model generalization means introducing a new model which has fewer limiting assumptions than the old one. In conventional HMM, there are two assumptions. Here is a simple object tracking example:

Suppose the HMM is used to track objects. In such a model one needs to assume that:

1. Each target always exists in the space (probability of survival $\left(p_{S}\right)$ is one)
2. The sensor always detects the objects in the space and has a noisy observation (probability of detection $\left(p_{D}\right)$ is one).

These two assumptions result in a Markov chain (Figure 7.3).
The first-step generalization of the HMM is as follows:


Figure 7.4: Appearing and disappearing a target. Black circles and green circles in the hidden state space represent state of the target when it is out of field of view and in the field of view respectively.

1. There is a possibility of disappearing of the object in the space at any time $\left(p_{S} \leqslant 1\right)$, and there is a possibility of new objects to appear at any time.
2. It is possible that an object exists in the space but the sensor doesn't detect the object because of its temporary defection $\left(p_{D} \leqslant 1\right)$.

The two assumptions above yield a segmented Markov chain or, in other words, a Markov chain which is disjointed at some time points (phase transition times; Figures 7.4 and 7.5). Black circles and green circles in the hidden state space represent state of the target when it is out of field of view and in the field of view respectively. For the second-step generalization, consider the multi-target tracking scenario, where each target not only can appear and disappear, but also targets can merge into a single target (Figure 7.6). Conversely, a target can split to some smaller target (Figure 7.7).

Figures $7.4,7.6$ and 7.7 are probability graphical representations of Figure 1.1.


Figure 7.5: Appearing and disappearing targets.


Figure 7.6: Merge of two targets into a bigger target.


Figure 7.7: Split of a target to two smaller targets.

## CHAPTER 8

## IDENTIFICATION OF THE STOCHASTIC EVOLUTION DIAGRAM (SED)

We begin this chapter with a review of hidden Markov model (HMM) elements and focus on the three fundamental problems for HMM design and identification. Briefly these are the problems, 1) evaluation of the probability of an observed sequence given a specific HMM, 2) inferring the highest probable sequence of hidden state variables, 3) how to learn model parameters to maximize the likelihood function.

### 8.1 HMM Elements

Let $h=\left\{x^{1}, \cdots, x^{T}\right\}$ and $O=\left\{z^{1}, \cdots, z^{T}\right\}$ construct a HMM depicted in Figure 7.3 and $x^{i} \in \mathbb{S}$ and $z^{i} \in \mathbb{O}$ represent hidden state variables and observation variables. $\mathbb{S}$ is the state space and $\mathbb{O}$ is the observation space. An HMM is characterized by the following:

1. The state transition function $f($.$) , that returns probability of reaching from one$ state to another one in a single step.
2. The observation function $\mathcal{L}^{k}($.$) , that returns probability of observing a partic-$ ular value when a hidden variable is in a particular state.
3. The initial state $p^{1}$.

An HMM identification requires to specify $\mathbb{S}, \mathrm{O}, f(), \mathcal{L}(), p^{1}$. For convenience the compact variable $\lambda=\left\{f(), \mathcal{L}(), p^{1}\right\}$ is defined. In the next section, a brief review of the three fundamental problem for HMM identification is presented. In the section 8.2, it is shown how one can extend these problems for SED identification.

### 8.1.1 Evaluation of an Observation Sequence Probability

The first problem is how to compute the probability of an observation sequence, $O=\left\{z^{1}, \cdots, z^{T}\right\}$, given $\lambda$ ?

Consider $h \in \mathbb{H}$ where $\mathbb{H}$ is the all possible state sequence space. The probability of $O$ given $\lambda$ is computable by marginalizing joint probability over state sequence space $\mathbb{H}$.

$$
\begin{equation*}
p(O \mid \lambda)=\sum_{h \in \mathbb{H}} p(O, h \mid \lambda)=\sum_{h \in \mathbb{H}} p(O \mid h, \lambda) p(h \mid \lambda) \tag{8.1}
\end{equation*}
$$

where

$$
\begin{align*}
p(O \mid h, \lambda) & =\prod_{k=1}^{T} \mathcal{L}^{k}\left(z^{k} \mid x^{k}\right)  \tag{8.2}\\
p(h \mid \lambda) & =p^{1}\left(x_{1}\right) \prod_{k=2}^{T} f\left(x^{k} \mid x^{k-1}\right) \tag{8.3}
\end{align*}
$$

### 8.1.2 Inferring Optimal State Sequence

Depending on the definition of the optimal state sequence, there are several ways of finding an optimal sequence. One possible definition is to find a state sequence, which is maximizing $p(h, O \mid \lambda)$.

$$
\begin{equation*}
\hat{h}=\arg \max _{x^{1}, \cdots, x^{T}} p(h, O \mid \lambda) \tag{8.4}
\end{equation*}
$$

There are various filtering algorithms for estimating highest probable sequence $\hat{h}$. Veterbi algorithm [73] and Kalman filter [33] are two well developed methods applied in many real world applications.

### 8.1.3 Maximum Likelihood Estimation (Learning $\lambda$ )

The third problem is about how to choose $\lambda$ such that its likelihood, $\mathcal{L}(\lambda \mid O)$, is maximized. Generally, there is no analytical solution, however one can use iterative procedures (e.g.expectation-maximization (EM) [15]) or gradient techniques. Ghahramani and Hinton [20] have proposed an EM algorithm for linear dynamic systems, and Roweis and Ghahramani [57] have proposed an EM algorithm for nonlinear dynamic systems. The EM algorithm for linear systems is described in details in the section 8.4.

### 8.2 Stochastic Evolution Diagram (SED) Identification

In this section, it is shown how to identify stochastic evolution diagram (SED). All parameters and variables of SED as a model are divided into three compact variables. Let $\theta=\left\{p_{S}, p_{D}, c\right\}$ indicates the probability of survival, detection, and false alarm rate (Figures 4.3, 4.4 and $5.1(\mathrm{c})) . \lambda=\left\{f(), \mathcal{L}^{k}()\right\}$ indicates all the other parameters of motion and observation models, and $\mathcal{S}$ indicates all hidden variables which represents structure of the stochastic evolution diagram (hidden states of virtual leaders). Let
$h=\{\mathcal{S}, \theta\}$, and denote the stochastic evolution diagram model as $\Psi=\{h, \lambda\}$. Then,

$$
\begin{align*}
\Psi & =\{h, \lambda\}  \tag{8.5}\\
h & =\{\mathcal{S}, \theta\}  \tag{8.6}\\
\theta & =\left\{p_{S}, p_{D}, c\right\}  \tag{8.7}\\
\mathcal{S} & =\left\{\mu_{i}^{k} \mid i<\hat{M}^{k}, 1 \leq k \leq T\right\}  \tag{8.8}\\
\lambda & =\{f(), \mathcal{L}()\} \tag{8.9}
\end{align*}
$$

Analogous to HMM, for our model, we aim to solve the following three problems: 1) what is the probability of an observation sequence $\mathcal{Z}^{1: T}$ given $\left.\lambda, p\left(\mathcal{Z}^{1: T} \mid \lambda\right) ; 2\right)$ what is the most probable SED state given $\mathcal{Z}^{1: T}$ and $\lambda, p\left(\mathcal{S} \mid \lambda, \mathcal{Z}^{1: T}\right)$; and 3) how can one learn $\lambda$ to maximize the likelihood $\mathcal{L}\left(\lambda \mid \mathcal{Z}^{1: T}\right)$.

We wish to calculate the log likelihood function of an observation sequence, $\mathcal{L}\left(\lambda \mid \mathcal{Z}^{1: T}\right)$. It can be done by marginalizing joint probability distribution of $\mathcal{Z}^{1: T}$ and $h$ in following way:

$$
\begin{equation*}
\mathcal{L}\left(\lambda \mid \mathcal{Z}^{1: T}\right)=\ln \int_{\mathbb{H}} p\left(h, \mathcal{Z}^{1: T} \mid \lambda\right) \partial h \tag{8.10}
\end{equation*}
$$

where $\mathbb{H}$ is the evolution diagram space $(h \in \mathbb{H})$. Typically it is difficult to compute analytically the marginal likelihood. Below we describe the solution for the introduced problems and show how to maximize the log likelihood function. We followed the same approach that [57] used for identification of nonlinear dynamic systems.

Assume $\mathcal{Q}(h)$ is the distribution of the hidden variables $h$. Using concavity property of the $\log$ function and Jensen's inequality, we will have:

$$
\begin{align*}
\ln \int_{\mathbb{H}} p\left(h, \mathcal{Z}^{1: T} \mid \lambda\right) \partial h & =\ln \int_{\mathbb{H}} \mathcal{Q}(h) \frac{p\left(h, \mathcal{Z}^{1: T} \mid \lambda\right)}{\mathcal{Q}(h)} \partial h  \tag{8.11}\\
& \geqslant \int_{\mathbb{H}} \mathcal{Q}(h) \ln \frac{p\left(h, \mathcal{Z}^{1: T} \mid \lambda\right)}{\mathcal{Q}(h)} \partial h  \tag{8.12}\\
& =\int_{\mathbb{H}} \mathcal{Q}(h) \ln p\left(h, \mathcal{Z}^{1: T} \mid \lambda\right) \partial h-\int_{\mathbb{H}} \mathcal{Q}(h) \ln \mathcal{Q}(h) \partial h  \tag{8.13}\\
& =\mathcal{F}(\mathcal{Q}, \lambda) \tag{8.14}
\end{align*}
$$

We apply the expectation-maximization algorithm [15] to maximize $\mathcal{F}$ as a lower bound of $\log$ likelihood function $\mathcal{L}$. In the EM algorithm, the objective function has two compact variables ( $h$ and $\lambda$ ) and the method alternates between two steps to maximize the objective function with respect to the two compact variables, respectively, by holding the other one fixed. The algorithm starts from a initial parameter $\lambda_{0}$ and iteratively applies the following steps:


The following subsections describe calculating each of these.

### 8.3 E-step: Learning the Structure ( $h$ )

The function $\mathcal{F}$ is at its maximum in E-step when $\mathcal{Q}(h)=p\left(h \mid \mathcal{Z}^{1: T}, \lambda\right)=p\left(\mathcal{S}, \theta \mid \mathcal{Z}^{1: T}, \lambda\right)$ [57]. In stationary dynamic systems, the problem of estimating the state of hidden variables to maximize the E-step of EM algorithm corresponds exactly to the smoothing or filtering problems [57]. If we assume that $\theta$ is given, one can apply filtering to
infer $\mathcal{S}$. Due to dependency of $\mathcal{S}$ on $\theta$, we have

$$
\begin{equation*}
p\left(\mathcal{S}, \theta \mid \mathcal{Z}^{1: T}, \lambda\right)=p\left(\mathcal{S} \mid \theta, \mathcal{Z}^{1: T}, \lambda\right) \times p(\theta) \tag{8.17}
\end{equation*}
$$

By applying model selection methods and searching in space $\Theta$, where $\theta \in \Theta$, one can maximize $\mathcal{Q}$ by maximizing the products on the right side of Equation 8.17. In section 8.3.2 three model selection criteria are provided. In contrast to the EM algorithm for identification of dynamic systems that the E-step is just an inference problem, here in our case it is a model selection problem that includes inferring the structure of the evolution diagram as well.

Consider $\mathcal{S}=\mathcal{N} e t^{1: T}=\left\{\mathcal{N} e t^{1}, \ldots, \mathcal{N} e t^{T}\right\}$. We should emphasize again that although variable $\mathcal{N}$ et stands for a network, but it denotes a random finite set of modules' virtual leaders and just considers nodes. In the next chapter, it is shown how to include the edges in the model. Here, we just show how to estimate number of modules and their members at each time step. Given $\lambda$ and $\theta$, finding the fittest structure $\mathcal{S}$ that has generated the observation, has serval solutions. But first the optimality criteria should be declared. We wish to find a sequence of network state that maximizes $p\left(\mathcal{N e} t^{1}, \cdots, \mathcal{N} e t^{T} \mid \mathcal{Z}^{1: T}, \lambda, \theta\right)$ :

$$
\begin{equation*}
\widehat{\mathcal{N} e t}^{1: T}=\left\{\mathcal{N} e t^{1: T} \mid \arg \max _{\mathcal{N} e t^{1}, \ldots, \mathcal{N e t}^{T}} p\left(\mathcal{N e} t^{1}, \cdots, \mathcal{N} e t^{T} \mid \mathcal{Z}^{1: T}, \lambda, \theta\right)\right\} \tag{8.18}
\end{equation*}
$$

### 8.3.1 Inferring the Stochastic Evolution Diagram's Structure

The problem of inferring the stochastic evolution diagram's structure given $\lambda$ and $\theta$ is the problem of estimating fittest sequence of a random finite set state. This problem is discussed in details in chapters 5 and 6. The main two methods used for approximation of the PHD filter are the SMC-PHD filter [76] and the Gaussian

Mixture PHD filter (GM-PHD) [75]. Both methods can be applied as an approximate solution for estimation of the structure $\mathcal{S}$ of the evolution diagram.

For a RFS $\mathcal{N e} t^{k}$ with a intensity function (PHD) $v$, the integral of $v^{k}$ over the network state space gives the expected number of modules. Hence, $\hat{M}^{k}=\int v^{k}(\mu) \partial \mu$ $\left(\hat{M}^{k}\right.$ denotes estimated number of modules at time $\left.k\right)$. The local maxima of the intensity $v$ are the highest local concentration of the modules, and hence the $\left[\hat{M}^{k}\right]$ highest peaks from the intensity function can be selected as the estimation of the state of each module ([.] means rounded number).

Given the Gaussian mixture intensities $v^{k \mid k-1}$ and $v^{k}$, the corresponding expected number of virtual leaders (number of modules) $\hat{M}^{k \mid k-1}$ and $\hat{M}^{k}$ can be obtained by summing up the appropriates weights [75]:

$$
\begin{align*}
\hat{M}^{k \mid k-1} & =\hat{M}^{k-1}\left(p_{S}^{k}+\sum_{j=1}^{J_{\beta}^{k}} \omega_{\beta, j}^{k}\right)+\sum_{j=1}^{J_{\gamma}^{k}} \omega_{\gamma, j}^{k}  \tag{8.19}\\
\hat{M}^{k} & =\hat{M}^{k \mid k-1}\left(1-p_{D}^{k}\right)+\sum_{z \in Z^{k}} \sum_{j=1}^{J^{k \mid k-1}} \omega_{j}^{k}(z) \tag{8.20}
\end{align*}
$$

The PHD filter gives the expected location of the virtual leaders. One of the main criticisms of the PHD filter is that there is no means of associating the same virtual leader between time frames. But this is an advantage for our problem, because our main concerns are the number of virtual leaders and their states. It is trivial to identify the trajectories of different modules by looking into overlaps between modules' members.

Thus far, we have shown how to estimate the structure of the evolution diagram. To summarize, the structure is the life time of parameters of a network, and the corresponding virtual leader. Life-time parameters of a network such as the module's
birth time, death time, spawning and merging times are considered as change points. The SMC-PHD and GM-PHD filter implementations are described in chapter 6.

### 8.3.2 Learning $\theta$

We followed a model selection approach to find $\theta$ that maximizes locally the $\log$ likelihood function given $\lambda$. Any information criterion techniques applicable for mixture models [59, 62, 83] such as BIC, AIC and DIC can be employed to penalize the model complexity. For example, assume $A I C^{k}$ is an defined AIC score function for mixture of modules at time $k$. The score assigned to a structure for a specified $\theta$ can be obtained by averaging $A I C^{k}$ over the entire time.

### 8.4 M-step: Learning Model Parameters ( $\lambda$ )

The structure of an evolution diagram is a directed graph, which is decomposable to its pathes $\mathcal{S}_{E}$. A path $q \in \mathcal{S}_{E}$ is a Markov chain from a root to a leaf. Roots are nodes with zero indegree, and leaves are nodes with zero outdegree. In other words, roots are birth times of modules $\left(t_{b}\right)$ and leaves are death times $\left(t_{d}\right)$. A path $q$ is a sequence of hidden states of the virtual leaders of modules. For example, $q=\left\{\mu^{t_{b}}, \mu^{t_{b}+1}, \ldots, \mu^{t_{d}}\right\}$. It has discussed in section 8.1.3 a likelihood function for a Markov chain such as $q=\left\{\mu^{t_{b}}, \mu^{t_{b}+1}, \ldots, \mu^{t_{d}}\right\}$ if there are an observation from each hidden variable $\left(p_{D}=1\right)$. So, if we consider the missed observation case ( $p_{D} \leq 1$ )
the likelihood function for a Markov chain will be generalized as follows:

$$
\begin{align*}
& \mathcal{L}_{q}\left(\lambda \mid \mathcal{Z}^{1: T}\right)=\ln \left(p\left(\mu^{t_{b, q}}\right) \prod_{k=t_{b, q}+1}^{t_{d, q}} f\left(\mu_{q}^{k} \mid \mu_{q}^{k-1}\right) \prod_{k=t_{b, q}}^{t_{d, q}} \mathcal{L}^{k}\left(\mathcal{Z}^{k} \mid \mu_{q}^{k}\right)\right)  \tag{8.21}\\
& \mathcal{L}_{q}\left(\lambda \mid \mathcal{Z}^{1: T}\right)=\ln (p\left(\mu_{q}^{t_{b, q}}\right) \prod_{k=t_{b, q}+1}^{t_{d, q}} f\left(\mu_{q}^{k} \mid \mu_{q}^{k-1}\right) \prod_{k=t_{b, q}}^{t_{d, q}} \overbrace{\left(\prod_{x_{i}^{k} \in o_{q}\left(m o^{k}\right)} \dot{\mathcal{L}}^{k}\left(\dot{z}^{k} \mid x_{i}^{k}\right)\right)^{\eta^{k}}}^{\mathcal{L}^{k}()})  \tag{8.22}\\
& \mathcal{L}_{q}\left(\lambda \mid \mathcal{Z}^{1: T}\right)=\ln \left(p\left(\mu_{q}^{t_{b, q}}\right) \prod_{k=t_{b, q}+1}^{t_{d, q}} f\left(\mu_{q}^{k} \mid \mu_{q}^{k-1}\right) \prod_{k=t_{b, q}}^{t_{d, q}}\left(\prod_{x_{i}^{k} \in o_{q}\left(m o^{k}\right)} \dot{\mathcal{L}}^{k}\left(\dot{z}^{k} \mid \mu_{q}^{k}\right)\right)^{\eta^{k}}\right)  \tag{8.23}\\
& \mathcal{L}_{q}\left(\lambda \mid \mathcal{Z}^{1: T}\right)=\ln \left(p\left(\mu_{q}^{t_{b}}\right) \prod_{k=t_{b, q}+1}^{t_{d, q}} f\left(\mu_{q}^{k} \mid \mu_{q}^{k-1}\right) \prod_{k=t_{b, q}}^{t_{d, q}} \mathcal{L}^{k}\left(H \mid o_{q}\left(m o^{k}\right)\right)\right)  \tag{8.24}\\
& \mathcal{L}_{q}\left(\lambda \mid \mathcal{Z}^{1: T}\right)=\ln \left(p\left(\mu^{t_{b, q}}\right)\right)+\sum_{k=t_{b, q}+1}^{t_{d, q}} \ln \left(f\left(\mu_{q}^{k} \mid \mu_{q}^{k-1}\right)\right)+\sum_{k=t_{b, q}}^{t_{d, q}} \ln \left(\mathcal{L}^{k}\left(H \mid o_{q}\left(m o^{k}\right)\right)\right. \tag{8.25}
\end{align*}
$$

A virtual leader's observation model $\left(\mathcal{L}^{k}()\right)$ is defined as the average of nodes' loglikelihoods for all those nodes which are detected and also belong to the module that is leaded by the virtual leader $\mu_{q}^{k}$ (Equation 8.22). The equation 8.22 is the likelihood function when we are interested in to estimate the virtual leaders's state and nodes's state both, $\eta_{k}=1 /\left|o_{q}\left(m o^{k}\right)\right|$ is a normalization factor, function $o_{q}\left(m o^{k}\right)$ returns elements with available observations, which belong to a module on path $q$ at time $k$. |.| returns the cardinality of a set. As we simplified the problem in section 5.3, we don't estimate nodes' state, and just approximate them by their virtual leader's state $\left(x_{i}^{k} \simeq \mu_{q}^{k}\right)$, so the Equation 8.22 will be simplified to Equation 8.23.

If we assume that the node's observation is a linear Gaussian (in case of detection), it is possible to replace $\dot{\mathcal{L}}^{k}()$ by Equation 6.2. $\mathcal{L}^{k}\left(H \mid o_{q}\left(m o^{k}\right)\right.$ in Equation 8.24 denotes
the virtual leader's observation model.

$$
\begin{align*}
\mathcal{L}^{k}\left(H \mid o_{q}\left(m o^{k}\right)\right. & =\left(\prod_{x_{i}^{k} \in o_{q}\left(m o^{k}\right)} \dot{\mathcal{L}}^{k}\left(\dot{z}^{k} \mid x_{i}^{k}\right)\right)^{\eta^{k}}  \tag{8.26}\\
\dot{\mathcal{L}}^{k}(\dot{z} \mid x) & \simeq \mathcal{N}\left(\dot{z} ; H \mu_{q}^{k}, R_{k}\right) \tag{8.27}
\end{align*}
$$

Assume $\widehat{\mathcal{L}}$ is the likelihood function of the stochastic evolution diagram.

$$
\begin{align*}
& \widehat{\mathcal{L}}\left(\lambda \mid \mathcal{S}_{E}, \mathcal{Z}\right)=E\left[\mathcal{L}_{q}(\lambda \mid \mathcal{Z})\right]=\sum_{q \in \mathcal{S}_{E}} \mathcal{L}_{q}(\lambda \mid \mathcal{Z}) f_{\lambda}(q)  \tag{8.28}\\
& \widehat{\mathcal{L}}\left(\lambda \mid \mathcal{S}_{E}, \mathcal{Z}\right)=\sum_{q \in \mathcal{S}_{E}} f_{\lambda}(q)\left(\sum_{k=t_{b, q}+1}^{t_{d, q}} \ln \left(f\left(\mu^{k} \mid \mu^{k-1}\right)\right)+\sum_{k=t_{b, q}}^{t_{d, q}} \ln \left(\mathcal{L}^{k}\left(H \mid o_{q}\left(m o^{k}\right)\right)\right)+\ln \left(p\left(\mu^{t_{b, q}}\right)\right)\right) \tag{8.29}
\end{align*}
$$

It is defined as expectation of SED all pathes' likelihood. In simpler words, it is weighted sum of all pathes' likelihood. $f_{\lambda}(q)$ is a probability distribution associated with each path:

$$
\begin{equation*}
f_{\lambda}(q)=\frac{\|q\|}{\sum_{q_{i} \in \mathcal{S}_{E}}\left\|q_{i}\right\|} \tag{8.30}
\end{equation*}
$$

$\left\|q_{i}\right\|$ returns the longevity of the life time of path $q_{i}$.
Based on Equations (6.1) and (6.2), one can drive the conditional densities for the transition, observation and initial state as follows:

$$
\begin{align*}
\ln \left(f\left(\mu^{k} \mid \mu^{k-1}\right)\right) & =-\frac{d}{2} \ln (2 \pi)-\frac{1}{2} \ln (|Q|)-\frac{1}{2}\left[\mu^{k}-F \mu^{k-1}\right]^{\prime} Q^{-1}\left[\mu^{k}-F \mu^{k-1}\right]  \tag{8.31}\\
\ln \left(\mathcal{L}^{k}\left(H \mid o_{q}\left(m o^{k}\right)\right)\right) & =p\left(z^{k} \mid \mu^{k}\right)=-\frac{d^{\prime}}{2} \ln (2 \pi)-\frac{1}{2} \ln (|R|)-\frac{1}{2}\left[z^{k}-H \mu^{k}\right]^{\prime} R^{-1}\left[z^{k}-H \mu^{k}\right]  \tag{8.32}\\
\ln \left(p\left(\mu^{t_{b}}\right)\right) & =-\frac{d}{2} \ln (2 \pi)-\frac{1}{2} \ln \left(\left|P_{t_{b}}\right|\right)-\frac{1}{2}\left[\mu^{t_{b}}-F \mu^{0}\right]^{\prime} P_{t_{b}}^{-1}\left[\mu^{t_{b}}-F \mu^{0}\right] \tag{8.33}
\end{align*}
$$

Ghahramani and Hinton [20] have shown how to estimate $F, H, Q, R$ and $V$ for a linear dynamic system by setting to zero the corresponding partial derivative of the
expected $\log$ likelihood. It is assumed that each path is a linear dynamic system, hence we have:

$$
\begin{align*}
\frac{\partial \mathcal{L}_{q}}{\partial H} & =-\sum_{k=t_{b, q}}^{t_{d, q}} R^{-1} Z^{k} \mu^{k^{\prime}}+\sum_{t_{b, q}}^{t_{d, q}} R^{-1} H P^{k}=0  \tag{8.34}\\
\widehat{H}_{q} & =\left(\sum_{k=t_{b, q}}^{t_{d, q}} z^{k} \mu^{k^{\prime}}\right)\left(\sum_{k=t_{b, q}}^{t_{d, q}} P^{k}\right)^{-1}  \tag{8.35}\\
& =\left(\sum_{k=t_{b, q}}^{t_{d, q}} \eta^{k} \sum_{x_{i}^{k} \in o_{q}\left(m o^{k}\right)} \dot{z}^{k} \mu_{q}^{k^{\prime}}\right)\left(\sum_{k=t_{b, q}}^{t_{d, q}} P^{k}\right)^{-1}  \tag{8.36}\\
\widehat{H}_{\mathcal{S}_{E}} & =\sum_{q \in \mathcal{S}_{E}} \widehat{H}_{q} f_{\lambda}(q) \tag{8.37}
\end{align*}
$$

where $\widehat{H}_{q}$ is the new estimated observation matrix based only path $q$. $\mu^{\prime}$ denotes $\mu$ transpose. $\widehat{H}_{\mathcal{S}_{E}}$ is the new estimated observation matrix based on the structure of $\mathcal{S}_{E}$. We can follow the same fashion for $\frac{\partial \mathcal{L}_{q}}{\partial R^{-1}}, \frac{\partial \mathcal{L}_{q}}{\partial F}$ and $\frac{\partial \mathcal{L}_{q}}{\partial Q^{-1}}$ :

$$
\begin{align*}
\widehat{R}_{q} & =\frac{1}{t_{d, q}-t_{b, q}} \sum_{k=t_{b, q}}^{t_{d, q}}\left(z^{k} z^{k^{\prime}}-\widehat{H}_{q} \mu_{q}^{k} z^{k^{\prime}}\right)  \tag{8.38}\\
\widehat{R}_{\mathcal{S}_{E}} & =\sum_{q \in \mathcal{S}_{E}} \widehat{R}_{q} f_{\lambda}(q)  \tag{8.39}\\
\widehat{F}_{q} & =\left(\sum_{k=t_{b, q}+1}^{t_{d, q}} P^{k \mid k-1}\right)\left(\sum_{k=t_{b, q}+1}^{t_{d, q}} P^{k-1}\right)^{-1}  \tag{8.40}\\
\widehat{F}_{\mathcal{S}_{E}} & =\sum_{q \in \mathcal{S}_{E}} \widehat{F}_{q} f_{\lambda}(q)  \tag{8.41}\\
\widehat{Q}_{q} & =\frac{1}{t_{d, q}-t_{b, q}-1}\left(\sum_{k=t_{b, q}+1}^{t_{d, q}} P^{k}-\widehat{F}_{q} \sum_{k=t_{b, q}+1}^{t_{d, q}} P^{k \mid k-1}\right)  \tag{8.42}\\
\widehat{Q}_{\mathcal{S}_{E}} & =\sum_{q \in \mathcal{S}_{E}} \widehat{Q}_{q} f_{\lambda}(q) \tag{8.43}
\end{align*}
$$

One can directly take partial derivative from $\widehat{\mathcal{L}}$

$$
\begin{align*}
\widehat{\mathcal{L}}\left(\lambda \mid \mathcal{S}_{E}, \mathcal{Z}\right)= & \sum_{q \in \mathcal{S}_{E}} f_{\lambda}(q) \sum_{k=t_{b, q}+1}^{t_{d, q}} \ln \left(f\left(\mu_{q}^{k} \mid \mu_{q}^{k-1}\right)\right)+\sum_{q \in \mathcal{S}_{E}} f_{\lambda}(q) \sum_{k=t_{b, q}}^{t_{d, q}} \sum_{x_{i}^{k} \in m o_{q}^{k}} \ln \left(\mathcal{L}^{k}\left(z^{k} \mid \mu_{q}^{k}\right)\right)+ \\
& \sum_{q \in \mathcal{S}_{E}} \sum_{k=t_{b, q}}^{t_{d, q}} \ln \left(\eta^{k}\right) f_{\lambda}(q)+\sum_{q \in \mathcal{S}_{E}} \ln \left(p\left(\mu^{t_{b, q}}\right)\right) f_{\lambda}(q) \tag{8.44}
\end{align*}
$$

In the next two following chapters, theoritical and practical application of stochastic evolotion diagram (SED) will be dicussted. In chapter 9, it is shown how teoritically extend idea of Bayesian network for non-stationary dynamical system. In chapter 10, direct application of SED in high dimentional nonstationary dynamical systems is presented.

## CHAPTER 9

## EVOLUTION OF BAYESIAN NETWORKS UNDERLYING COMPLEX SYSTEMS

Several methods have been recently proposed to infer dynamic topology of different types of networks (Bayesian network, Gaussian Graphical Models, etc.). Depending on the assumptions about the system of interest, and also the type of the network, one can have different models. Herein, we show how to reconstruct the sequence of the Bayesian networks from a time series produced by an underlying random cluster processes system.

Before describing how to reconstruct the underlying Bayesian networks, one needs to answer the following question: what is the relationship between the finite set statistics (FISST) and the conventional probability? The importance of this question is determined by the fact that the FISST is based on the belief mass function.Vo et al. [76] have shown that "the set derivative of a belief mass function of a RFS is closely related to its probability density". This relationship allows us to factorize the belief mass function of a RFS to its Bayesian network form.

### 9.1 Preliminaries

A Bayesian network (BN) describes a unique joint probability distribution over a fixed number of variables of a static system. The mathematical representation of a Bayesian network $B$ given the graph $G$ and parameters $\Theta$ is as follows:

$$
\begin{equation*}
p\left(x_{1}, \cdots, x_{n}\right)=\prod_{i=1}^{n} p\left(x_{i} \mid \pi\left(x_{i}\right)\right) \tag{9.1}
\end{equation*}
$$

where $X=\left\{x_{1}, \cdots, x_{n}\right\}$ denotes the set of variables, $p$ denotes joint probability distribution, $G$ is a Directed Acyclic Graph (DAG) whose nodes correspond to $X$ components, $\pi\left(x_{i}\right)$ is the set of parents of $x_{i}$, and $\Theta$ represents the set of parameters that quantify the graph. Formally, a BN for $X$ is a pair $B=(G, \Theta)$.

The Dynamic Bayesian network (DBN) is the extension of BN to model temporal processes. To present the idea of Bayesian networks for time series data, we should obtain the joint probability distribution over the random variables $\left\{X^{1} \cup \cdots \cup X^{T}\right\}$, where $X^{k}=\left\{x_{1}^{k}, \cdots, x_{n}^{k}\right\}$ and $T$ is the number of time samples; in other words, we need to factorize $p\left(x_{1}^{1}, \cdots, x_{n}^{T}\right)$. Apparently, such a distribution is high-dimensional and extremely complex.

By assuming that the temporal process is the first order Markovian, $p$ can be factorized in the following way:

$$
\begin{equation*}
p\left(X^{1}, \cdots, X^{T}\right)=\prod_{k=1}^{T} p\left(X^{k} \mid X^{k-1}\right) \tag{9.2}
\end{equation*}
$$

It also is assumed that the process is stationary, which means that $\forall k_{1}, k_{2} \leqslant T p\left(X^{k_{1}} \mid X^{k_{1}-1}\right)=$ $p\left(X^{k_{2}} \mid X^{k_{2}-1}\right)$. Under this condition, $p\left(X^{k} \mid X^{k-1}\right)$ can also be decomposed into the Bayesian network form:

$$
\begin{equation*}
p\left(X^{k} \mid X^{k-1}\right)=\prod_{i=1}^{n} p\left(x_{i}^{k} \mid \pi\left(x_{i}^{k}\right)\right) \tag{9.3}
\end{equation*}
$$

We then obtain a DBN model from equations (9.2) and (9.3) in the form:

$$
\begin{equation*}
p(\underbrace{x_{1}^{1}, \cdots, x_{n}^{T}}_{n \times T \text { variables }})=\prod_{k=1}^{T} \prod_{i=1}^{n} p\left(x_{i}^{k} \mid \pi\left(x_{i}^{k}\right)\right) \tag{9.4}
\end{equation*}
$$

where $\pi\left(x_{j}^{1}\right)=\phi$. The term "dynamic" in DBN does not mean that the topology of BN evolves over time. Instead, it only emphasizes that the underlying Bayesian network of a dynamic system is under assumptions of stationarity and the first order Markovian process.

### 9.2 The Fittest Sequence of BNs

Assume an unknown non-stationary process that generates a multivariate time series data $Z$ of $n$ random variables for $T$ discrete time points. In this context, the term "non-stationary process" means that the conditional dependency between random variables is partially stationary and changes over time. The researcher aims at learning a sequence of Bayesian networks $\mathbf{G}=\left\{\operatorname{Net}_{1} \cdots \operatorname{Net}_{\Phi}\right\}$, not only one Bayesian network. Let us assume that $N e t_{\phi}$ can be replaced by $N e t_{\phi+1}$ if a network phase transition occurs. As was described in chapter (4.2), when a network phase transition happens in a system, it can affect only some modules of the network or even all of them, and then we can expect to have topology change only in the affected modules. A sequence of networks can have two graphical representations: first, as a sequence of Bayesian networks, where each network represents the topology of BN in one specific phase; second, as one network with labeled edges, where the label of each


Figure 9.1: An example of two graphical representations of evolution in topology of networks.
edge represents the lifetime of that edge. Figure 9.1 demonstrates the evolution of a simple Bayesian network using these two approaches.

### 9.3 Modeling

Just as we have extended the BN for Markovian and stationary dynamic systems to the DBN, in this section we extend the BN for non-stationary time series produced from complex systems. To do this, we generalize the first order Markov process assumption to random cluster processes, and instead of reconstructing the multivariate Markov chains, we reconstruct multiple set Markov chains (chapter 7). Then we can
factorize the complete joint probability distribution of all variables and the phase as:

$$
\begin{equation*}
p\left(x_{1}^{1}, \cdots, x_{n}^{T}, \text { phase } \mid Z\right)=p\left(x_{1}^{1}, \cdots, x_{n}^{T} \mid \text { phase }, Z\right) p(\text { phase } \mid Z) \tag{9.5}
\end{equation*}
$$

where $p(p h a s e \mid Z)$ is the phase distribution. The stochastic evolutionary diagram which is defined in chapter 7 is able to provide the phase distribution.

According to the definition of complex systems, the joint probability distribution can be factorized to components of a complex system as follows:

$$
\begin{equation*}
p\left(x_{1}^{1}, \cdots, x_{n}^{T} \mid \text { phase }, Z\right)=\prod_{l=1}^{N_{c}} p\left(C_{l}\right) \tag{9.6}
\end{equation*}
$$

where $N_{c}$ is the total number of random cluster processes. $C_{l}$ is the set of all random variables that belong to the $l$ th random cluster process. In other words, $C_{l}=\left\{x_{i^{\prime}}^{k^{\prime}} \mid 1 \leqslant\right.$ $\left.i^{\prime} \leqslant n, 1 \leqslant k^{\prime} \leqslant T, x_{i^{\prime}}^{k^{\prime}} \in m_{l}^{k_{l}^{\prime}}\right\}$, and by assuming that each component (process) is a random cluster process, we will have:

$$
\begin{equation*}
p\left(C_{l}\right)=\prod_{k=1}^{T} p\left(m o s_{l}^{k} \mid m o_{l}^{k-1}\right) \tag{9.7}
\end{equation*}
$$

Then from Equations (9.6) and (9.7)

$$
\begin{equation*}
p\left(x_{1}^{1}, \cdots, x_{n}^{T} \mid p h a s e, Z\right)=\prod_{k=1}^{T} \prod_{l=1}^{N_{c}} p\left(m o_{l}^{k} \mid m o_{l}^{k-1}\right) \tag{9.8}
\end{equation*}
$$

Also, if we assume that each random cluster process is stationary during its life time, $p\left(C_{l}\right)$ can be factorized in the Bayesian network form:

$$
\begin{equation*}
p\left(C_{l}\right)=\prod_{k=1}^{T} \prod_{i=1}^{n} \mathbf{p}^{l}\left(x_{i}^{k} \mid \pi^{l}\left(x_{i}^{k}\right)\right) \tag{9.9}
\end{equation*}
$$

where

$$
\mathbf{p}^{l}\left(x_{i}^{k} \mid \pi^{l}\left(x_{i}^{k}\right)\right)= \begin{cases}p\left(x_{i}^{k} \mid \pi^{l}\left(x_{i}^{k}\right)\right) & x_{i}^{k} \in \text { mo }_{l}^{k}  \tag{9.10}\\ 1 & \text { otherwise }\end{cases}
$$

and $\pi^{l}\left(x_{i}^{k}\right) \subset m_{k-1}^{\sigma_{1}(l)}$, where $\sigma_{1}(l)$ is an index function; it returns the index of a module at time $k$ which belongs to the $l$ th random cluster process. $\pi^{l}$ is a subset of the parent configuration of $x_{i}^{k}$.

Equation (9.9) is similar to Equation (9.4) but stands for a random cluster process. For all the random cluster processes, we will have

$$
\begin{gather*}
p\left(x_{1}^{1}, \cdots, x_{n}^{T} \mid \text { phase }, Z\right)=\prod_{k=1}^{T} \prod_{l=1}^{N_{c}} \prod_{i=1}^{n} \mathbf{p}^{l}\left(x_{i}^{k} \mid \pi^{l}\left(x_{i}^{k}\right)\right)  \tag{9.11}\\
=\prod_{k=1}^{T} \prod_{m=1}^{\hat{M}^{k}} \prod_{x_{i}^{k} \in m o_{m}^{k}} p\left(x_{i}^{k} \mid \pi^{l}\left(x_{i}^{k}\right)\right)
\end{gather*}
$$

where $\hat{M}^{k}$ is the number of alive modules at time $k$ (as defined in the section 6.3). Equations (9.11) and (9.12) are equal, but the Equation (9.12) is computationally more efficient. In a special case, when there is no phase transition and all random variables belong to a module, Equation (9.12) will be equal to Equation (9.4). This shows that a Markovian and stationary dynamic system is a simplified version of our complex systems of our interest, and the presented way of factorizing the joint probability distribution generalizes the DBN .

### 9.4 Bayesian Dirichlet (BD) Metric

Figure 9.1 shows that it is possible to present a sequence of Bayesian networks by a labeled-edge Bayesian network. Let the triple $\mathbf{G}=\left(G_{T}, G_{P}, \Psi\right)$ parameterize a labeled-edge Bayesian network, in which $G_{T}$ is a DAG denoting the Bayesian network topology, and $G_{P}$ is a vector whose values denote the conditional probability assignments associated with the Bayesian network topology $G_{T}[14] . \Psi$ contains all
information encapsulated in the stochastic evolution diagram. In this section, similar to works of [28] and [14], we present a metric for evaluating the probabilities of different DAGs given the discrete data and the stochastic evolution diagram. Suppose the variables $X=\left\{x_{1}^{1}, \ldots, x_{n}^{T}\right\}$ is a set of $n$ discrete features observed during $T$ time samples, where a feature $x_{i}$ can have $s_{i}$ possible states or values: $\left\{v_{i, 1}, \ldots, v_{i, s_{i}}\right\}$. Let $\mathcal{D}$ denote discretized $Z$ and $w_{i}$ denote a list of the unique instantiations for parents of $x_{i}$ as seen in $\mathcal{D}$, and $w_{i j}$ denote the $j$ th unique instantiation of $\pi_{i}$ relative to $\mathcal{D}$, and there are $q_{i}$ such unique instantiations of $\pi_{i}$ (we are following the notation of [14]). Let $\pi_{i}^{l}$ be a set of elements of $\pi_{i}$, which also belong to the cluster process $l$; then $\pi_{i}^{l} \subset \pi_{i}$, and let $w_{i j}^{l}$ denote the instantiation of $\pi_{i}^{l}$. $N_{i j s}^{l}$ is defined as a number that is proportionate to cases in the time series in which the feature $x_{i} \in C_{l}$ holds on the value $v_{i, s}$, and $\pi_{i}^{l}$ is instantiated as $w_{i j}^{l} . N_{i j s}^{l}$ is formulated as follows:

$$
\begin{equation*}
N_{i j s}^{l}=\frac{1}{\left|\pi_{i}\right|} \sum_{k=2}^{T} \Delta^{k} \tag{9.13}
\end{equation*}
$$

where

$$
\Delta^{k}= \begin{cases}\left|w_{i j}^{l}\right| & \pi_{i}^{l}=w_{i j}^{l}  \tag{9.14}\\ 0 & \text { otherwise }\end{cases}
$$

and |.| means the cardinality of the set. The expression $\pi_{i}^{l}=w_{i j}^{l}$ means that $\pi_{i}^{l}$ is instantiated as $w_{i j}^{l}$.

If we are able to obtain $p\left(G_{T}, \mathcal{D} \mid \Psi\right)$, we can rank the probabilities of different topologies. A BD metric of the likelihood function $p\left(D \mid G_{T}, G_{P}\right)$ can be proved by marginalizing $p\left(G_{T}, G_{P}, \mathcal{D} \mid \Psi\right)$ as follows:

$$
\begin{equation*}
p\left(G_{T}, \mathcal{D} \mid \Psi\right)=p\left(G_{T} \mid \Psi\right) \int p\left(\mathcal{D} \mid G_{T}, G_{P}\right) f\left(G_{P} \mid G_{T}, \Psi\right) d G_{P} \tag{9.15}
\end{equation*}
$$

The closed form expression for the BD metric is obtained as:

$$
\begin{align*}
p\left(\mathcal{D} \mid G_{T}, \Psi\right)=\prod_{l=1}^{N_{c}} \prod_{x_{i} \in C_{c}} & \prod_{j=1}^{q_{i}} \frac{\Gamma\left(\alpha_{i j}\right)}{\Gamma\left(N_{i j}^{l}+\alpha_{i j}\right)} \\
& \prod_{s=1}^{s_{i}} \frac{\Gamma\left(N_{i j s}^{l}+\alpha_{i j s}\right)}{\Gamma\left(\alpha_{i j s}\right)} \tag{9.16}
\end{align*}
$$

where $N_{i j}^{l}=\sum_{s=1}^{s_{i}} N_{i j s}^{l}, \alpha_{i j s} \mathrm{~s}$ are Dirichlet hyper-parameters of prior probability distribution of the DAG topology, $\alpha_{i j}=\sum_{s=1}^{s_{i}} \alpha_{i j s}$, and $\Gamma($.$) is a gamma function.$ The proof is provided in appendix A

## CHAPTER 10

## RESULTS ON SIMULATED AND REAL DATASETS

In this chapter, we examine the applicability, accuracy, and performance of the presented identification method of the stochastic evolution diagram. The proposed methods in chapter 8 to infer and learn model parameters are tested on simulated examples. The method was applied first to a simple example of a simulated complex system with 150 features over 400 time steps, then the performance evaluated on 100 randomly generated scenarios. Furthermore, inferring the structure of the evolution diagram given the parameters $\theta$ and $\lambda$ also applied to a time course gene expression data set obtained from a cell culture model of TGF- $\beta$-induced epithelial-mesenchymal transition (EMT) [58]

I would like to emphasize that the main goal of this work was to formulate the framework for evolutionary dynamics of complex systems, show how to identify the system theoretically by defining the inference and learning problems and show that the stochastic evolution diagram is obtainable mathematically.

### 10.1 Simulated Dataset

The $i$ th feature at time $k$ has been defined by a state vector $x_{i}^{k}=\left[s_{i}^{k}, v_{i}^{k}\right]$, where $s_{i}^{k} \in\{$ active, inactive $\} \times[0,100]$ space (a feature is active when it belongs to a module)
and $v_{i}^{k} \in[0,2]$ represents a kinetic variable (e.g., velocity). The measurement has been denoted by $z_{i}^{k} \in\{\emptyset \cup[0,100]\}$ ( $\emptyset$ means there is no measurement from the feature).

For simplicity, I assume there is a maximum one spawning module birth, and four spontaneous module births at each time step. The birth process for actual modules is a Poisson RFS with a Gaussian mixtures intensities. The false alarm rate for observations is modeled as a Poisson RFS $K^{k}$ with intensity $\kappa^{k}(z)=\lambda_{c} V u(z)$, where $u($.$) is the uniform density over [ 0,100$ ] space, and $\lambda_{c}=10 \times 10^{-2}$ is the average number of detected false alarm modules per unit per observation that relates to 10 false alarms returned over the observation space. $V=100$ is the volume of the observation space.

Figure 10.1 (top left) shows true trajectories of modules' virtual leaders. Figure 10.1 (down left) illustrates some signals that cause birth of a module at time 150 (emergence), and Figure 10.1 (top right) shows signals that split from a module to a smaller module at time 100 and then die at time 250. A signal is plotted in two colors, green color means the feature belongs to a module and it is active, and gray color means the feature is inactive. Figure 10.1 (down right) shows a noisy observation from some features.

As the number of components in the posterior intensity (in GM-PHD filter) can increase without limit, it is necessary to define some threshold to make the algorithm computationally faster. I defined a truncation threshold $\mathfrak{T}$ to discard Gaussian components with weak weights and also have set a threshold $\mathfrak{J}_{\max }$ for maximum allowable number of Gaussian terms in the posterior intensities. Moreover, I introduced a threshold $\mathfrak{r}$ to use as a radius of a region where components should be merged to a single component. The threshold $\mathfrak{M}_{S}$ is the minimum number of elements of a set to


Figure 10.1: Example scenario examined in the simulation study (top left). Emergence of a module (bottom left). Split and death of a module (top right). Observation signals (bottom right). Green color shows that a signal is active, while grey color shows that it is not. Blue lines are trajectories of virtual leaders. Red line represent noisy observed data. The horizontal axis is time and the vertical axis is the state space.
consider it as a module. In this example thresholds are set as $\mathfrak{T}=10^{-5}, \mathfrak{J}_{\text {max }}=20$, $\mathfrak{r}=5$, and $\mathfrak{M}_{S}=20$.

Features and also virtual leaders follow the linear Gaussian dynamics (Equation 6.1) and the observation model (Equation 6.2) with

$$
F=\left[\begin{array}{cc}
1 & \Delta  \tag{10.1}\\
0 & 1
\end{array}\right], \quad Q=\left[\begin{array}{ll}
0.06 & 0.12 \\
0.12 & 0.25
\end{array}\right], \quad H=\left[\begin{array}{l}
1 \\
0
\end{array}\right], \quad R=4
$$

where $\Delta=1$ is the sampling period. For simplicity, I limit the probability of survival and probability of detection to the discrete $[0.9,1]$ space and fixed the false alarm rate.

Figure 10.2 shows the results of detecting, tracking, and identification of virtual leaders. The method successfully detected spontaneous births, spawned births, and merged modules. It also detected some unexpected short trajectories that appeared due to the random generation of signals. I set a threshold to filter out trajectories shorter than 10 time steps. Parameters of the transition model and of the observation


Figure 10.2: Estimated trajectories of the module virtual leader after filtering out the short trajectories. The green lines are true trajectories and black lines are estimated state of trajectories. The horizontal axis is time and the vertical axis is the state space.
model were learned as follows:

$$
\begin{array}{ll}
\widehat{F}=\left[\begin{array}{ll}
1.022 & 0.984 \\
0.002 & 0.990
\end{array}\right], \quad \widehat{Q}=\left[\begin{array}{ll}
0.080 & 0.108 \\
0.108 & 0.212
\end{array}\right], \quad \widehat{H}=\left[\begin{array}{l}
0.988 \\
0.002
\end{array}\right], \\
\widehat{R}=5.764, \quad P_{S}=0.98, \quad P_{D}=0.94 \tag{10.2}
\end{array}
$$

### 10.2 Evaluation of Different Scenarios

In this section, we evaluated the performance of our method using 100 randomly generated scenarios. The experimental settings are the same as in the previous example (section 10.1), but scenarios are not fixed. The wasserstein metric has been used to capture the state estimation errors and cardinality errors. The wasserstein metric provides a tool for measuring the distance between two nonempty finite sets, as described in [31].

Let $\hat{X}^{k}$ and $X^{k}$ be finite sets of the estimated state and true state of the system at time $k$, respectively. Standard performance evaluation methods such as the mean square distance-error are not applicable to estimate the state of a random set. Figure 10.3 shows the expectation of the wasserstien $L_{\infty}$ distance [31] for 100 experiments run with setting that were described in section 10.1. Given a weighted complete bipartite graph $G=\left(X^{k} \cup \hat{X}^{k} ; X^{k} \times \hat{X}^{k}\right)$, where edge $x_{i} \widehat{x_{j}}$ has weight $c\left(x_{i} \widehat{x_{j}}\right)$, Wasserstein distance is the solution for finding a matching $\mathbb{M}$ from $X^{k}$ to $\hat{X}^{k}$ with a minimum weight, or in other words, it is the solution for generalizations of optimal assignment problems. The Wasserstein distance is defined as follows [10]:

$$
\begin{equation*}
d_{\infty}^{W}\left(X^{k}, \hat{X}^{k}\right)=\inf _{C} \max _{x_{i} \in X^{k}, \hat{x}_{j} \in \hat{X}^{k}} \tilde{C}_{i j} d_{p}\left(x_{i}, \hat{x}_{j}\right) \tag{10.3}
\end{equation*}
$$

where $d_{p}(x, y)$ is the order $p$ Euclidian distance (Minkowski distance), $\tilde{C}_{i j}=1$ if $C_{i j}>0$ and $\tilde{C}_{i j}=0$ if $C_{i j}=0$, and $C$ is an $\left|X^{k}\right| \times\left|\hat{X}^{k}\right|$ matrix $\left\{C_{i j}\right\}$ such that

$$
\begin{aligned}
& \forall i=1 \cdots\left|X^{k}\right|, \forall j=1 \cdots\left|\hat{X}^{k}\right|: \\
& \sum_{i=1}^{\left|X^{k}\right|} C_{i j}=\frac{1}{\left|\hat{X}^{k}\right|}, \sum_{i=1}^{\left|\hat{X}^{k}\right|} C_{i j}=\frac{1}{\left|X^{k}\right|}
\end{aligned}
$$

Figure 10.4 shows the $E\left[\left|\left|\widehat{X}^{k}\right|-\left|X^{k}\right|\right|\right]$.


Figure 10.3: Averaged $( \pm \sigma)$ Wasserstein metric ( $c=15, \mathrm{p}=1$ ) for each experiment in the simulation study.

### 10.3 Application to a Real Dataset

In this section I demonstrate the performance of BASED in application to a real dataset. We used publicly available microarray time series data that model transforming growth factor beta-induced epithelial-mesenchymal transition (EMT) in a human lung cancer cell line [58]. During EMT, epithelial cells acquire migratory phenotype typical of cancer cells due to de novo expression of mesenchymal-specific proteins. TGF-beta has been shown to play a key role in this transition by triggering certain


Figure 10.4: Average number of modules and its estimation in each simulated experiment (top). Absolute Errors of the estimates of module numbers in each experiment, and their variation $( \pm \sigma)$ (bottom)
signaling pathways leading to down-regulation of epithelia-specific proteins [34, 35]. Sartor et al. [58] have explored in details the timing of cell-type transition, and therefore their dataset represents a very suitable model system for testing our method. Gene expression data were downloaded from the NCBI's Gene Expression Omnibus (accession number GSE17708). The data were already preprocessed as described in [35] and thus could be directly fed into BASED. However, to reduce the amount of noise we filtered genes with the lowest variance, resulting in 6320 genes entering the analysis. The thresholds used for reconstruction of the evolution diagram were the same as in simulation experiments described in section 10.1. A total of 9 time points
were available, including control (no TGF-beta added to the cell culture) and $0.5,1$, $2,4,8,16,24$, and 72 hour post treatment. As it can be seen from the reconstructed evolution diagram (Figure 10.5), the experimental system was in a steady state until 2 h after treatment with TGF-beta. However, a considerable rewiring in the network representing gene associations occurred from 2 to about 16 hour post treatment, leading the system to a new steady state. This dynamics reconstructed with the help of BASED corresponds to the cell's epithelial-mesenchymal transition and is in full agreement with timing discussed in the original work by [58] (e.g., see Figure 3 in their paper). This result demonstrates the ability of our method to detect critical time-resolved events in complex systems described with thousands of variables.


Figure 10.5: Stochastic evolution diagram reconstructed from the data of [58].

### 10.4 From Time Series to Gannt Chart Workflow

In particular, biological processes often represent a complex sequence of parallel events and sub-processes. Localizing these events in time and constructing the corresponding temporal maps can generate many interesting hypotheses for further testing, such as transcriptional regulatory events. I have shown how to reconstruct the underlying Gantt chart of epithelial-mesenchymal transition by using the stochastic evolution diagram.


Figure 10.6: Workflow of the experiment

The Figure 10.6 shows the designed workflow that I followed. First I applied our method on time series gene expression profiles obtained from TGF-beta-induced epithelial-mesenchymal transition (EMT) in human lung cancer cells with 9 time samples over course of 72 hours [58], then filtered out genes with low-variance expression levels. In the second step, I reconstructed the evolution diagram and removed the small and short lifetime modules (less than three consecutive time step), then divided it to segments in such a way that each segment is a collection of all genes that belong to a path between two consecutive critical points (i.e. birth, death, split, and merge). In Figure 10.7, ellipses show four segments of SED (stochastic evolution diagram )for example.

In the third and fourth, I have annotated each segments with functional GO terms by DAVID [32], reduced redundant GO terms by REViGO [67], and then I picked top significant GO terms with p-value less than 0.05 .

Finally, as I have mentioned before, biological processes can be described as ordered and synchronized events. A Gannt chart can be used to illustrate the start and finish time of events and shows assigned elements of each event. Figure 10.8 shows the Gannt chart that summarizes the generated hypothesis about lifetime of each function. Numbers on the green bars are segments numbers, i.e. the corresponding function is linked to genes that belong to the respective segments.


Figure 10.7: Obtained evolution diagram and four segments of it.


Figure 10.8: Reconstructed Gannt Chart of gene expression data (part one). A number is assigned to each group of genes (numbers written on green segments).


Figure 10.9: Reconstructed Gannt Chart of gene expression data (part two). A number is assigned to each group of genes (numbers written on green segments).

## CHAPTER 11

## DISCUSSION

As the name suggests, stationary systems are always governed by a constant set of rules. In contrast, systems undergoing evolutionary dynamics are controlled by non-constant sets of rules over the duration of development. This second type of complex systems was the focus of the present thesis. In this chapter, I provide a brief overview over the methods that have been used to infer the evolutionary dynamics of non-stationary systems. Figure 11.1 has summarized the three main domains that have modeled complex systems and their relations to our model, BASED.

### 11.1 Clustering

Clustering is a fundamental approach in machine learning and statistical data analysis. Traditional clustering algorithms have recently been extended to "evolutionary clustering", which considers a complex system as composed of evolving collections of objects. The goal of the evolutionary clustering is to detect, identify, classify, and track these collections over time [9]. The following two groups of approaches used for evolutionary clustering seem to be particularly important.


Figure 11.1: Three main domains of models that describe complex systems, and the relation of our method, BASED, to these domains.

### 11.1.1 Smooth Function Approaches

Several algorithms have introduced temporal smooth functions reflecting the trajectories of clusters (but not individual members of the clusters). In the method of Chakrabarti et al. [9], the smoothness is constrained in the sense that the numbers of clusters are not allowed to evolve dramatically. The cost function is optimized with regard to the the snapshot quality and history quality, which are the measures of how well the data are clustered at a specific time point and how smooth the current clustering configuration is as compared to the configurations at adjacent time points, respectively. Conceptually similar extensions have been made to the the k-means algorithm [9, 80, 84], agglomerative hierarchical clustering [9, 80], Gaussian mixture and multinomial mixture models [84], and spectral clustering of time series [80].

### 11.1.2 Approaches Based on the Dirichlet Process

The Dirichlet process mixture model (DPM) is able to learn the number of components of a mixture distribution from the observations. It has been extended to address the evolutionary clustering problem in several ways. The latent Dirichlet allocation (LDA) has been proposed by [6] to model a known number of topics in a body of text, and later to capture the evolution of topics in a sequentially organized corpus of documents [5]. Similar LDA-based methods can be found in studies by [25] and [78].

Teh et al. [70] have proposed a hierarchical nonparametric Bayesian solution to model a sequence of mixture models such that the mixtures' components are allowed to be shared in the sequence.

Many authors attempted to extend the idea of hidden Markov model (HMM) for infinite number of states. Beal et al. [4] have defined a non-parametric Bayesian HMM by a two-level hierarchical Dirichlet process and have introduced the infinite hidden Markov model (iHMM), also called HDP-HMM. Xu et al. [81], Teh et al. [70], Fox et al. [19] and Ni et al. [52] have modified and developed the iHMM to have more effective and efficient learning from the data.

### 11.2 Time Series Analysis

Time series generated from a natural system are typically non-linear and nonstationary, and the idea of probabilistic time series analysis is the presentation of hidden switching Markov model for time series, which is a generalization of both State Space Model (SSM) or stochastic linear dynamics systems [21]. These approaches segment the data into some regimes. A wide range of statistical methods is applicable for non-linear non-stationary time series produced by complex systems. In a series of his publications on time-series segmentation (a.k.a. change-point detection), Fearnhead [18] has demonstrated that, in comparison to an earlier approach of Punskaya et al. [54], his dynamic programming algorithm based on Bayesian inference improves the accuracy of computation of the posterior distribution for the number and location of change-points in time-series. Xuan and Murphy [82] have further extended Fearnhead's algorithm [18] for decomposable multivariate time-series (change-points occur for all components of the multivariate vector at the same time) by estimating the graph structure for each segment. Robinson and Hartemink [56] have generalized the problem and considered the change-point effects for subsets of variables, and have used rjMCMC to estimate a joint posterior probability over all networks.

### 11.3 Networks and Graph-Based Methods

Representation of the system under study by a network which shows the associations between variables (nodes) has attained particularly attention in studies of high-dimensional complex systems. There are two main categories of network analysis. In the first category the topology of the network is known and the goal is to study the network by applying network-related statistical methods. In the second category, the constructed underlying network can be used as a prior knowledge to analyze the system.

Since 2000, a number of network models have been used to reveal either a sequence of dependent networks $[40,56,82]$ or a common network that would reflect the structure of shared information through time [26]. The paper by Robinson and Hartemink [56] provides a summary of the related works on reconstructing a sequence of networks.

### 11.4 Conclusion and future work

The behavior of complex systems can be fitted with a number of well developed models. However, these models tend to either consider only the modularity of a system, ignoring the evolution of the modules, or describe the dynamics of the system without taking its modularity into account. As a result, the investigator cannot fully understand the structure and dynamics of the system. To address this issue, I used the framework of Random Set Theory and developed a model that allows to describe the dynamics of complex systems more realistically by reconstructing their stochastic evolution diagrams. This generalized model can be applied in various research fields
that deal with complex systems. In particular, we tested our model on simulated data as well as real dataset that contains time series of gene expression levels.

In this work, we attempted to examine an evolving complex system as a dynamic system of dynamic systems, and the general idea was to consider all random variables of a complex system as elementary particles with unknown lifetime. The dynamic behavior of the systems was modeled by considering both their modularity and evolutionary characteristics. In the Random Set Theory's framework I developed a corresponding model and defined a few new concepts such as the hidden set Markov model and the multiple hidden sets Markov model, and used the concept of random cluster processes in the finite set statistics (FISST). I introduced the concept of the stochastic evolution diagram, and also derived a BD metric to score a labeled-edge Bayesian network (a sequence of Bayesian networks). Using this novel model, an investigator can reconstruct the stochastic evolution diagram and find the highest probable labeled-edge Bayesian network to understand the structure and dynamics of complex systems. The stochastic evolution diagram and the labeled-edge Bayesian network models can be applied in various research fields that deal with time series with a large number of random variables.

## APPENDIX A

## PROOF OF BD METRIC FROM CHAPTER 9

## A. 1 Problem Definition

It is possible to present a sequence of Bayesian networks by a labeled-edge Bayesian network (Figure 9.1). Let the triple $\mathbf{G}=\left(G_{T}, G_{P}, \Psi\right)$ parameterize a labeled-edge Bayesian network, where $G_{T}$ is a DAG denoting the Bayesian network topology, and $G_{P}$ is a vector whose values denote the conditional probability assignments associated with Bayesian network topology $G_{T}[14] . \Psi$ is all information encapsulated in the stochastic evolution diagram. In this section, similar to works of Heckerman et al. [28] and Cooper and Herskovits [14], we present a metric for evaluating the probabilities of different DAGs given the discrete data and the stochastic evolution diagram. Suppose the variables $X=\left\{x_{1}^{1}, \ldots, x_{n}^{T}\right\}$ be a set of $n$ discrete observed features during $T$ time samples, where a feature $x_{i}$ can have $s_{i}$ possible states or values: $\left\{v_{i, 1}, \ldots, v_{i, s_{i}}\right\}$. Let $w_{i}$ denote a list of the unique instantiations for parents of $x_{i}$ as seen in $\mathcal{D}$, and $w_{i j}$ denote the $j$ th unique instantiation of $\pi_{i}$ relative to $\mathcal{D}$, and there are $q_{i}$ such unique instantiations of $\pi_{i}$ (we have followed the notation of Cooper and Herskovits [14]). Let $\pi_{i}^{l}$ to be a set of elements of $\pi_{i}$ which also belong to the cluster process $l$, then $\pi_{i}^{l} \subset \pi_{i}$, and let $w_{i j}^{l}$ denotes instantiation of $\pi_{i}^{l}$. $N_{i j s}^{l}$ is defined as a
number which is proportionate to cases in the time series in which the feature $x_{i} \in C_{l}$ holds on the value $v_{i, s}$ and the $\pi_{i}^{l}$ is instantiated as $w_{i j}^{l} . N_{i j s}^{l}$ is formulated below:

$$
\begin{equation*}
N_{i j s}^{l}=\frac{1}{\left|\pi_{i}\right|} \sum_{k=2}^{T} \Delta^{k} \tag{A.1}
\end{equation*}
$$

where

$$
\Delta^{k}= \begin{cases}\left|w_{i j}^{l}\right| & \pi_{i}^{l}=w_{i j}^{l}  \tag{A.2}\\ 0 & \text { otherwise }\end{cases}
$$

and $|$.$| means the cardinality of the set.$
If we are able to obtain the $p\left(G_{T}, \mathcal{D} \mid \Psi\right)$, we can rank the probabilities of different topologies. We have proven a BD metric of likelihood function $p\left(D \mid G_{T}, G_{P}\right)$ by marginalizing $p\left(G_{T}, G_{P}, \mathcal{D} \mid \Psi\right)$ as follows:

$$
\begin{equation*}
p\left(G_{T}, \mathcal{D} \mid \Psi\right)=p\left(G_{T} \mid \Psi\right) \int_{G_{P}} p\left(\mathcal{D} \mid G_{T}, G_{P}\right) f\left(G_{P} \mid G_{T}, \Psi\right) d G_{P} \tag{A.3}
\end{equation*}
$$

We have obtained the closed form expression below for the BD metric:

$$
\begin{array}{r}
p\left(G_{T}, \mathcal{D} \mid \Psi\right)=p\left(G_{T} \mid \Psi\right) \prod_{l=1}^{N_{c}} \prod_{x_{i} \in C_{l}} \prod_{j=1}^{q_{i}} \frac{\Gamma\left(\alpha_{i j}\right)}{\Gamma\left(N_{i j}^{l}+\alpha_{i j}\right)} \\
\prod_{s=1}^{s_{i}} \frac{\Gamma\left(N_{i j s}^{l}+\alpha_{i j s}\right)}{\Gamma\left(\alpha_{i j s}\right)} \tag{A.4}
\end{array}
$$

where $N_{i j}^{l}=\sum_{s=1}^{s_{i}} N_{i j s}^{l}, \alpha_{i j s}$ s are Dirichlet hyper-parameters of prior probability distribution of the DAG topology, $\alpha_{i j}=\sum_{s=1}^{s_{i}} \alpha_{i j s}$, and $\Gamma($.$) is the gamma function.$

## A. 2 Proof

To derive the equation A.4, I followed Cooper and Herskovits's [14] procedure:

$$
\begin{equation*}
p\left(G_{T}, D \mid \Psi\right)=\int_{G_{P}} p\left(D \mid G_{T}, G_{P}\right) f\left(G_{P} \mid G_{T}, \Psi\right) p\left(G_{T} \mid \Psi\right) d G_{P} \tag{A.5}
\end{equation*}
$$

Here $f($.$) is the conditional probability density function over G_{P}$ given $G_{T}$. $p\left(G_{T} \mid \Psi\right)$ is a constant within equation A.5, we can move it outside of the integral.

$$
\begin{equation*}
p\left(G_{T}, D \mid \Psi\right)=p\left(G_{T} \mid \Psi\right) \int_{G_{P}} p\left(D \mid G_{T}, G_{P}\right) f\left(G_{P} \mid G_{T}, \Psi\right) d G_{P} \tag{A.6}
\end{equation*}
$$

By assuming the undergoing process is random cluster process

$$
\begin{equation*}
p\left(G_{T}, D \mid \Psi\right)=p\left(G_{T} \mid \Psi\right) \int_{G_{P}}\left[\prod_{l=1}^{N_{c}} \prod_{k=2}^{\mathbb{K}} p\left(R_{k} \mid G_{T}, N_{p}, \Psi\right)\right] f\left(G_{P} \mid G_{T}\right) d G_{P} \tag{A.7}
\end{equation*}
$$

where $R_{k}=m o_{k}^{l} \cup m o_{k-1}^{l}$, we can write $p\left(R_{k} \mid G_{T}, N_{p}, \Psi\right)$ in its Bayesian network form as:

$$
\begin{align*}
p\left(G_{T}, D \mid \Psi\right)= & p\left(G_{T} \mid \Psi\right) \int_{G_{P}}\left[\prod_{l=1}^{N_{c}} \prod_{k=2}^{\mathbb{K}} \prod_{x_{i, k} \in m o_{k}^{l}} p\left(x_{i, k}=d_{i, k} \mid \pi_{i}^{l}=w_{i, \sigma_{2}(i, k-1)}^{l}, G_{P}, \Psi\right)\right] \times \\
& f\left(G_{P} \mid G_{T}\right) d G_{P} \tag{A.8}
\end{align*}
$$

$d_{i, k}$ denotes the value assigned to the $x_{i, k}$ in D. $\sigma_{2}(i, k-1)$ is an index function such that the initiation of $\pi_{i}^{l}$ at time $k-1$ is the $\sigma_{2}(i, k-1)$ th element of $w_{i}^{l}$.

By grouping the terms, we can rewrite the inner product in equation A. 8 as:

$$
\begin{align*}
p\left(G_{T}, D \mid \Psi\right)= & p\left(G_{T} \mid \Psi\right) \int_{G_{P}}\left[\prod_{l=1}^{N_{c}} \prod_{x_{i} \in C_{l}} \prod_{j=1}^{q_{i}} \prod_{s=1}^{s_{i}} p\left(x_{i}=v_{i, s} \mid \pi_{i}^{l}=w_{i j}^{l}, G_{P}, \Psi\right)^{N_{i j s}^{l}}\right] \times \\
& f\left(G_{P} \mid G_{T}\right) d G_{P} \tag{A.9}
\end{align*}
$$

$N_{i j s}^{l}$ in equation (A.9) can be interpreted as the prior observation count for events governed by $p\left(x_{i}=v_{i, s} \mid \pi_{i}^{l}=w_{i j}^{l}, G_{P}, \Psi\right)$. An important point is the random variable $x_{i, k}$ in equation(A.8) which is changed to the feature $x_{i}$ in equation(A.9) because of the stationarity assumption during the life time of each random cluster processes.

Let $\theta_{i j s}=p\left(x_{i}=v_{i, s} \mid \pi_{i}^{l}=w_{i j}^{l}, G_{P}, \Psi\right)$, then the $\left(\theta_{i j 1}, \ldots, \theta_{i j s_{i}}\right)$ is a list of probabilities. Let $f\left(\theta_{i j 1}, \ldots, \theta_{i j s_{i}}\right)$ denote the probability density function over $\left\{\theta_{i j 1}, \ldots, \theta_{i j s_{i}}\right\}$.

The function $f($.$) is called a second-order probability distribution because it is a prob-$ ability distribution over a probability distribution [14].
$f\left(\theta_{i j 1}, \ldots, \theta_{i j s_{i}}\right)$ is independent of the distribution $f\left(\theta_{i^{\prime} j^{\prime} 1}, \ldots, \theta_{i^{\prime} j^{\prime} s_{i}}\right)$ for $1 \leqslant i, i^{\prime} \leqslant$ $n, 1 \leqslant j \leqslant q_{i}, 1 \leqslant j^{\prime} \leqslant q_{i^{\prime}}$, and $i j \neq i^{\prime} j^{\prime}$, because we are indifferent regarding which numerical probabilities to assign to the Bayesian network with topology $G_{T}$. Then

$$
\begin{equation*}
f\left(G_{P} \mid G_{T}\right)=\prod_{l=1}^{N_{c}} \prod_{x_{i} \in C_{l}} \prod_{j=1}^{q_{i}} f\left(\theta_{i j 1}, \ldots, \theta_{i j s_{i}}\right) \tag{A.10}
\end{equation*}
$$

By substituting $\theta_{i j s}$ for $p\left(x_{i}=v_{i, s} \mid \pi_{i}^{l}=w_{i j}^{l}, G_{P}, \Psi\right)$ in equation A.9, and substituting equation A. 10 into equation A.9, we obtain:

$$
\begin{gather*}
p\left(G_{T}, D \mid \Psi\right)=p\left(G_{T} \mid \Psi\right) \int \underbrace{\ldots}_{\theta_{i j s}} \int\left[\prod_{l=1}^{N_{c}} \prod_{x_{i} \in C_{l}} \prod_{j=1}^{q_{i}} \prod_{s=1}^{s_{i}} \theta_{i j s}^{N_{i j s}^{l}}\right] \\
{\left[\prod_{l=1}^{N_{c}} \prod_{x_{i} \in C_{l}} \prod_{j=1}^{q_{i}} f\left(\theta_{i j 1}, \ldots, \theta_{i j s_{i}}\right)\right] d \theta_{1111}, \ldots, d \theta_{n, q_{n}, s_{n}}}  \tag{A.11}\\
p\left(G_{T}, D \mid \Psi\right)=p\left(G_{T} \mid \Psi\right) \prod_{l=1}^{N_{c}} \prod_{x_{i} \in C_{l}} \prod_{j=1}^{q_{i}} \int \underbrace{\ldots \operatorname{A.11)}}_{\theta_{i j s}} \int\left[\prod_{s=1}^{s_{i}} \theta_{i j s}^{N_{i j s}^{l}}\right] f\left(\theta_{i j 1}, \ldots, \theta_{i j s_{i}}\right) d \theta_{i j 1}, \ldots, d \theta_{i j s_{i}} \tag{A.12}
\end{gather*}
$$

We assume $f\left(\theta_{i j 1}, \ldots, \theta_{i j s_{i}}\right)$ has a Dirichlet distribution:

$$
\begin{equation*}
f\left(\theta_{i j 1}, \ldots, \theta_{i j s_{i}}\right)=\frac{\Gamma\left(\alpha_{i j}\right)}{\prod_{s=1}^{s_{i}} \Gamma\left(\alpha_{i j s}\right)} \theta_{i j 1}^{\alpha_{i j 1}-1} \times \cdots \times \theta_{i j s_{i}}^{\alpha_{i j s_{i}}-1} \tag{A.13}
\end{equation*}
$$

where $\alpha_{i j}=\sum_{s}^{s_{i}} \alpha_{i j s}$. By substituting equation (A.13) in equation (A.12)

$$
\begin{equation*}
p\left(G_{T}, D \mid \Psi\right)=p\left(G_{T} \mid \Psi\right) \prod_{l=1}^{N_{c}} \prod_{x_{i} \in C_{l}} \prod_{j=1}^{q_{i}} \frac{\Gamma\left(\alpha_{i j}\right)}{\prod_{s=1}^{s_{i}} \Gamma\left(\alpha_{i j s}\right)} \int \ldots \int\left[\prod_{s=1}^{s_{i}} \theta_{i j s}^{N_{i j s}^{l}+\alpha_{i j s}-1}\right] d \theta_{i j 1}, \ldots, d \theta_{i j s_{i}} \tag{A.14}
\end{equation*}
$$

The multiple integral in equation (A.14) is a Dirichlet integral, and has the following solution:

$$
\begin{equation*}
p\left(G_{T}, D \mid \Psi\right)=p\left(G_{T} \mid \Psi\right) \prod_{l=1}^{N_{c}} \prod_{x_{i} \in C_{l}} \prod_{j=1}^{q_{i}} \frac{\Gamma\left(\alpha_{i j}\right)}{\prod_{s=1}^{s_{i}} \Gamma\left(\alpha_{i j s}\right)} \times \frac{\prod_{s=1}^{s_{i}} \Gamma\left(N_{i j s}^{l}+\alpha_{i j s}\right)}{\Gamma\left(N_{i j}^{l}+\alpha_{i j}\right)} \tag{A.15}
\end{equation*}
$$

By re-formulating the equation (A.15):

$$
\begin{equation*}
p\left(G_{T}, D \mid \Psi\right)=p\left(G_{T} \mid \Psi\right) \prod_{l=1}^{N_{c}} \prod_{x_{i} \in C_{l}} \prod_{j=1}^{q_{i}} \frac{\Gamma\left(\alpha_{i j}\right)}{\Gamma\left(N_{i j}^{l}+\alpha_{i j}\right)} \prod_{s=1}^{s_{i}} \frac{\Gamma\left(N_{i j s}^{l}+\alpha_{i j s}\right)}{\Gamma\left(\alpha_{i j s}\right)} \tag{A.16}
\end{equation*}
$$

Or:

$$
\begin{equation*}
p\left(D \mid G_{T}, \Psi\right)=\prod_{l=1}^{N_{c}} \prod_{x_{i} \in C_{l}} \prod_{j=1}^{q_{i}} \frac{\Gamma\left(\alpha_{i j}\right)}{\Gamma\left(N_{i j}^{l}+\alpha_{i j}\right)} \prod_{s=1}^{s_{i}} \frac{\Gamma\left(N_{i j s}^{l}+\alpha_{i j s}\right)}{\Gamma\left(\alpha_{i j s}\right)} \tag{A.17}
\end{equation*}
$$

## APPENDIX B

## SYSMBOLS

| Notation | Description |
| :---: | :---: |
| $k$ | time index (always superscript) |
| $i, j$ | a feature or a module index (always subscript) |
| $T$ | time sample length |
| T | time space |
| $x_{i}$ | $i$ th feature |
| $\hat{x}_{i}$ | $i$ th feature state estimation |
| $x_{i}^{k}$ | $i$ th feature at time $k$ |
| $X$ | a set of random variables |
| $2^{X}$ | power set of set $X$ |
| $\emptyset$ | empty set |
| $m o$ | a random finite set that represents a module |
| $m i_{i}^{k}$ | $i$ th module at time $k$ |
| $\mathcal{N} e t$ | a random finite set that represents a network |
| $n e t$ | a RFS state variable belongs to network state space |
| $\mathcal{N e} t^{k}$ | state of the network at time $k$ |
| $p()$. | probability distribution |
| $p^{k \mid k-1}()$. | predicted probability distribution form time $k-1$ to $k$ |
| $p^{k \mid k}()$. | updated probability distribution at time $k$ |
| $p_{n}()$. | a node probability distribution |
| $p_{m o}$ | a module probability distribution |
| $Z$ | observation set |
| $Z^{k}$ | observation at time $k$ |
| $Z^{1: k}$ | observations from time 1 to $k$ |
| $\bar{Z}$ | a modules' observation set |
| $\dot{z}$ | a nodes' observation |
| $z$ | a virtual leaders' observation set |
| $\mathcal{Z}$ | virtual leaders observation |
| $\mathcal{P}(Z)$ | the set of all partitions of set $Z$ |
|  |  |


| Notation | Description |
| :---: | :---: |
| $N_{m}^{k}$ | number of nodes that belong to module $m$ at time $k$ |
| $\hat{N}_{m}^{k}$ | estimated number of nodes that belong to module $m$ at time $k$ |
| $M^{k}$ | number of modules in the network at time $k$ |
| $\hat{M}^{k}$ | estimated number of modules in the network at time $k$ |
| $f^{k \mid k-1}()$. | Markov transition density function |
| $f_{m o}^{k \mid k-1}()$. | a modules' Markov transition density function |
| $L^{k}(. \mid)$. | network likelihood function |
| $L_{m o}^{k}(. \mid)$. | modules' likelihood function |
| $p_{S}^{k}()$ | a modules' probability of survive from time $k-1$ to $k$ |
| $\dot{p}_{S}^{k}()$ | a nodes' probability of survive from time $k-1$ to $k$ |
| $p_{D}^{k}()$ | a modules' probability of detection |
| $\dot{p}_{D}^{k}()$ | a nodes' probability of detection |
| $\mathbb{R}$ | real number |
| $\mathbb{R}^{d}$ | $d$ dimensional Euclidean space |
| $p_{C}()$ | a cardinality distribution |
| $\pi\left(x_{i}\right)$ | set of $x_{i}^{\prime}{ }^{\prime}{ }^{\prime}$ s parent in a Bayesian network |
| $h()$ | a test function |
| $\mathbb{E}[]$ | expectation operator |
| $c_{m o}$ | module cardinality expected value |
| $\sigma_{m o}{ }^{2}$ | module cardinality variance |
| $G_{m o}[h]$ | p.g.fl of a modules' probability distribution function |
| $G_{m o}^{\prime}()$ | first derivative of $G_{m o}[]$ |
| $G_{m o}^{\prime \prime}()$ | second derivative of $G_{m o}[]$ |
| $G_{X, Y}[g, h]$ | a joint p.g.flof two RFSs |
| $\beta^{k \mid k-1}$ | spawned birth model of a module |
| $\Gamma$ | spontaneous birth model of a module |
| $\bar{\Gamma}$ | spontaneous birth model of a node |
| $S^{k \mid k-1}$ | survival model of a module |
| $\bar{S}^{k \mid k-1}$ | survival model of a node |
| $\Theta^{k}$ | detection model of a module |
| $\bar{\Theta}^{k}$ | detection model of a node |
| $K^{k}$ | false alarm model |


| Notation | Description |
| :---: | :---: |
| $v^{k \mid k-1}()$ | a network probability intensity function (PHD) prediction |
| $\dot{v}^{k \mid k}()$ | a module probability intensity function (PHD) update |
| $\dot{v}^{k \mid k-1}()$ | a module probability intensity function (PHD) prediction |
| $\gamma^{k}()$ | intensity of a new module spontaneous birth |
| $\dot{\gamma}^{k}(x)$ | intensity of a node spontaneous birth |
| $\mathcal{S}$ | SED state |
| $\mathbb{S}$ | HMM state space |
| $\mathbb{O}$ | HMM observation space |
| $\mathbb{H}$ | all possible state sequence space |
| $\mathbb{H}$ | all possible SED state space |
| $\mathcal{L}$ | likelihood function |
| $\mathcal{L}_{q}$ | likelihood of Markov chain $q$ |
| $\mathcal{L}^{k}$ | likelihood at time $k$ |
| $\dot{\mathcal{L}}^{k}$ | a node's log-likelihood at time $k$ |
| $\lambda_{p}$ | Poisson parameter |
| $\Psi$ | stochastic evolution diagram |
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