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Abstract

In the present work, we study discretisation schemes for continuous-time stochastic optimal
control problems with time delay. The dynamics of the control problems to be approximated
are described by controlled stochastic delay (or functional) differential equations. The value
functions associated with such control problems are defined on an infinite-dimensional
function space.

The discretisation schemes studied are obtained by replacing the original control pro-
blem by a sequence of approximating discrete-time Markovian control problems with finite
or finite-dimensional state space. Such a scheme is convergent if the value functions as-
sociated with the approximating control problems converge to the value function of the
original problem.

Following a general method for the discretisation of continuous-time control problems,
sufficient conditions for the convergence of discretisation schemes for a class of stochastic
optimal control problems with delay are derived. The general method itself is cast in a
formal framework.

A semi-discretisation scheme for a second class of stochastic optimal control problems
with delay is proposed. Under standard assumptions, convergence of the scheme as well
as uniform upper bounds on the discretisation error are obtained. The question of how
to numerically solve the resulting discrete-time finite-dimensional control problems is also
addressed.
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Zusammenfassung

In der vorliegenden Arbeit untersuchen wir Schemata zur Diskretisierung von zeitsteti-
gen stochastischen Kontrollproblemen mit Zeitverzögerung. Die Dynamik solcher Probleme
wird von gesteuerten stochastischen Differentialgleichungen mit Gedächtnis beschrieben.
Die zugehörigen Wertfunktionen sind auf einem unendlich-dimensionenalen Funktionen-
raum definiert.

Man erhält die Diskretisierungsschemata, die wir betrachten, indem man das Ausgangs-
problem durch eine Folge approximierender zeitdiskreter Markovscher Kontrollprobleme
ersetzt, deren Zustandsraum endlich-dimensional oder endlich ist. Ein solches Schema ist
konvergent, wenn die Wertfunktionen der approximierenden Steurungsprobleme gegen die
Wertfunktion des ursprünglichen Problems streben.

Indem wir eine allgemeine Methode zur Diskretisierung zeitstetiger Kontrollprobleme
anwenden, erhalten wir hinreichende Bedingungen für die Konvergenz von Diskretisierungs-
schemata für eine Klasse von stochastischen Steuerungsproblemen mit Zeitverzögerung. Die
Methode zur Konvergenzanalyse selbst wird in einen formalen Rahmen gefasst.

Wir führen dann ein Semidiskretisierungsschema für eine zweite Klasse von stochasti-
schen Steuerungsproblemen mit Zeitverzögerung ein. Unter üblichen Annahmen werden
die Konvergenz des Schemas, aber auch gleichmäßige obere Schranken für den Diskreti-
sierungsfehler hergeleitet. Schließlich widmen wir uns der Frage, wie die resultierenden
endlich-dimensionalen Steuerungsprobleme numerisch gelöst werden können.



iii

Danksagung

Für den Vorschlag des Gebietes, in das die vorliegende Arbeit fällt, und die Betreuung und
ununterbrochene Unterstützung in allen fachlichen und auch außerfachlichen Fragen danke
ich Prof. Markus Reiß. Mein Dank gebührt Prof.ssa Giovanna Nappo von der Universi-
tät “La Sapienza” für die fruchtbare Zusammenarbeit und ihre Gastfeundschaft während
meines Aufenthalts in Rom von April bis September 2006. Für die Unterstützung bei der
Organisation dieses Aufenthalts danke ich Prof. Peter Imkeller.

Den Mitgliedern der Forschungsgruppe “Stochastische Algorithmen und Nichtparame-
trische Statistik” am Weierstraß Institut (WIAS) in Berlin und den Mitgliedern der Sta-
tistikgruppe an der Universität Heidelberg danke ich für die angenehme gemeinsam ver-
brachte Zeit.

Für wertvolle Hinweise zur Theorie deterministischer Kontrollprobleme danke ich Prof.
Maurizio Falcone. Für fachliche Gespräche, Anregungen und Unterstützung danke ich
Stefan Ankirchner, Christian Bender, Christine Grün, Jan Johannes, Alexander Linke,
Jan Neddermeyer, Eva Saskia Rohrbach und Karsten Tabelow.

Finanzielle Unterstützung von Seiten der Deutschen Forschungsgemeinschaft (DFG)
und des ESF-Programms “Advanced Methods in Mathematical Finance” erkenne ich dan-
kend an.

Schließlich und endlich danke ich Stella für ihre Geduld und ihr Verständnis.



iv



Contents

Notation and abbreviations vii

1 Introduction 1
1.1 Stochastic optimal control problems with delay . . . . . . . . . . . . . . . . 1

1.1.1 Stochastic delay differential equations . . . . . . . . . . . . . . . . . 2
1.1.2 Optimal control problems with delay . . . . . . . . . . . . . . . . . . 5

1.2 Examples of optimal control problems with delay . . . . . . . . . . . . . . . 8
1.2.1 Linear quadratic control problems . . . . . . . . . . . . . . . . . . . 8
1.2.2 A simple model of resource allocation . . . . . . . . . . . . . . . . . 10
1.2.3 Pricing of weather derivatives . . . . . . . . . . . . . . . . . . . . . . 12
1.2.4 Delay problems reducible to finite dimension . . . . . . . . . . . . . 13

1.3 Approximation of continuous-time control problems . . . . . . . . . . . . . . 15
1.4 Aim and scope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2 The Markov chain method 21
2.1 Kushner’s approximation method . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2 An abstract framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.2.1 Optimisation and control problems . . . . . . . . . . . . . . . . . . . 26
2.2.2 Approximation and convergence . . . . . . . . . . . . . . . . . . . . . 31

2.3 Application to stochastic control problems with delay . . . . . . . . . . . . . 33
2.3.1 The original control problem . . . . . . . . . . . . . . . . . . . . . . 34
2.3.2 Existence of optimal strategies . . . . . . . . . . . . . . . . . . . . . 36
2.3.3 Approximating chains . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.3.4 Convergence of the minimal costs . . . . . . . . . . . . . . . . . . . . 45
2.3.5 An auxiliary result . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

2.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3 Two-step time discretisation and error bounds 51
3.1 The original control problem . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.2 First discretisation step: Euler-Maruyama scheme . . . . . . . . . . . . . . . 58
3.3 Second discretisation step: piecewise constant strategies . . . . . . . . . . . 63
3.4 Bounds on the total error . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.5 Solving the control problems of degree (N,M) . . . . . . . . . . . . . . . . . 72
3.6 Conclusions and open questions . . . . . . . . . . . . . . . . . . . . . . . . . 77

v



vi CONTENTS

A Appendix 79
A.1 On the Principle of Dynamic Programming . . . . . . . . . . . . . . . . . . 79
A.2 On the modulus of continuity of Itô diffusions . . . . . . . . . . . . . . . . . 81
A.3 Proofs of “constant coefficients” error bounds . . . . . . . . . . . . . . . . . 85

Bibliography 95



vii

Notation and abbreviations

a ∧ b the smaller of the two numbers a, b

a ∨ b the bigger of the two numbers a, b

1A indicator function of the set A

bxc Gauß bracket of the real number x, that is, the largest integer
not greater than x

dxe the least integer not smaller than the real number x

N the set of natural numbers starting from one

N0 the set of all non-negative integers

Z the set of all integers

B(X) the space of all bounded real-valued functions on the set X

C(X,Y ) the space of all continuous functions from the topological
space X to the topological space Y

C(X) the space of all continuous real-valued functions on the topo-
logical space X

D(I) the Skorohod space of all real-valued càdlàg functions on the
interval I

C in Chapter 3: the space C([−r, 0],Rd)

CN in Chapter 3: the space C([−r− r
N , 0],Rd)

Ĉ(N) in Chapter 3: the space of all ϕ ∈ C which are piecewise
linear w. r. t. the grid {k r

N | k ∈ Z} ∩ [−r, 0]

AT transpose of the matrix A

càdlàg right-continuous with left-hand limits (French acronym)

iff if and only if

w. r. t. with respect to
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Chapter 1

Introduction

In this thesis, discretisation schemes for the approximation of continuous-time stochastic
optimal control problems with time delay in the state dynamics are studied. Optimal
control problems of this kind are infinite-dimensional control problems in a sense to be
made precise below; they arise in engineering, economics and finance, among others.

We will derive results about the convergence of discretisation schemes. For a more
specific semi-discretisation scheme, a priori bounds on the discretisation error will also be
obtained. Such results are useful in the numerical solution of the original control problems.

Section 1.1 presents the class of optimal control problems we will be concerned with. In
Section 1.2, some examples of optimal control problems with delay are given. Section 1.3
provides an overview over approaches and some results from the literature related to the
discretisation of continuous-time optimal control problems – with or without delay. The
organisation of the main part of the present work, its aim and scope are specified in
Section 1.4

1.1 Stochastic optimal control problems with delay

Here, we introduce the type of optimal control problems we will be concerned with in
this thesis. An optimal control problem is composed of two parts: a controlled system
and a performance criterion. Given an initial condition of the system and a strategy, the
system produces a unique output. A numerical value is assigned to each output according
to the performance criterion. In this way, the “performance” of any strategy for any given
initial condition is measured. The objective is to find strategies which perform as good as
possible, and to calculate optimal performance values.

A controlled system is usually modelled as a discrete- or continuous-time (parametrised)
dynamical system. In continuous time, controlled systems are often described by some
kind of differential equation. The continuous-time controlled systems we are interested
in, here, are modelled as stochastic (or deterministic) delay differential equations. We
describe this class of equations in Subsection 1.1.1; a standard reference is Mohammed
(1984). In Subsection 1.1.2, the class of stochastic optimal control problems with delay
we study in this work is introduced. If the time delay is zero, then those problems reduce
to ordinary stochastic optimal control problems. For this latter class of problems a well-
developed theory exists; see, for instance, Yong and Zhou (1999) or Fleming and Soner

1



2 CHAPTER 1. INTRODUCTION

(2006). Basic optimality criteria, in particular the Principle of Dynamic Programming, are
also mentioned in Subsection 1.1.2.

1.1.1 Stochastic delay differential equations

An ordinary Itô stochastic differential equation (SDE) is an equation of the form

(1.1) dX(t) = b
(
t,X(t)

)
dt + σ(t,X(t)

)
dW (t), t ≥ 0,

where b is the drift coefficient, σ the diffusion coefficient and W (.) a Wiener process. When
the diffusion coefficient σ is zero, then Equation (1.1) takes on the form of an ordinary
differential equation (ODE).

Let the state space be Rd. The unknown function X(.) in Equation (1.1) is then an
Rd-valued stochastic process with continuous or càdlàg1 trajectories. The drift coefficient
b is a function [0,∞) × Rd → Rd, the diffusion coefficient σ a matrix-valued function
[0,∞) × Rd → Rd×d1 , and W is a d1-dimensional Wiener process defined on a filtered
probability space (Ω,F ,P) adapted to the filtration (Ft)t≥0. In the notation, we often
omit the dependence on ω ∈ Ω.

Equation (1.1) is to be understood as an integral equation. Standard assumptions on
the coefficients b, σ guarantee that the initial value problem

(1.2) X(t) =

{
X(0) +

∫ t
0 b
(
s,X(s)

)
ds +

∫ t
0 σ(s,X(s)

)
dW (s), t > 0,

x, t = 0,

possesses, for each x ∈ Rd, a unique strong solution, that is, there is a unique (up to indis-
tinguishability) Rd-valued stochastic process X = (X(t))t≥0 with continuous (or càdlàg)
trajectories which is defined on (Ω,F ,P) and adapted to the filtration (Ft)t≥0 such that
Equation (1.2) is satisfied. The initial condition may also be stochastic, namely an F0-
measurable Rd-valued random variable.

Standard assumptions guaranteeing (strong) existence and uniqueness of solutions to
Equation (1.2) are that b, σ are jointly measurable, Lipschitz continuous in the second
variable (uniformly in the first) and that they satisfy a condition of sublinear growth in
the second variable uniformly in the first; see paragraph 5.2.9 in Karatzas and Shreve
(1991: p. 289), for example.

An important property of solutions of SDEs is that they are Markov processes w. r. t.
the given filtration. Another equally important property is that they are continuous semi-
martingales with semi-martingale decomposition given by the SDE itself.

In addition to the notion of strong solution, there is the notion of weak solution to
an SDE. While strong solutions must live on the given probability space and must be
adapted to the given filtration, weak solutions are only required to exist on some suitable
stochastic basis; for example, the given filtration may be the one induced by the driving
Wiener process, but solutions exist only when they are adapted to some larger filtration.
Thus, there are two notions of existence and also two notions of uniqueness for an SDE,
cf. Karatzas and Shreve (1991: Sects. 5.2 & 5.3).

1A function defined on an interval is càdlàg iff it is right-continuous with limits from the left.
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The basic existence and uniqueness results carry over to the case of random coefficients,
that is, b, σ are defined on [0,∞)×Rd ×Ω, provided b, σ are (Ft)-adapted.2 A controlled
SDE can be represented in the form

(1.3) dX(t) = b
(
t,X(t), u(t)

)
dt + σ(t,X(t), u(t)

)
dW (t), t ≥ 0,

where u(.) is a control process, that is, an (Ft)-adapted function [0,∞) × Ω → Γ. Here,
Γ is a separable metric space, called the space of control actions. The coefficients in
Equation (1.3) are deterministic functions [0,∞) × Rd × Γ → Rd and [0,∞) × Rd × Γ →
Rd×d1 , respectively. For any given control process u(.), however, b(., ., u(.)), σ(., ., u(.)) are
adapted random coefficients.

A control process u(.) such that the initial value problem corresponding to the controlled
equation, here Equation (1.3), has a unique solution for each initial condition of interest
will be called an admissible strategy or, simply, a strategy.

Throughout this thesis, we will represent control processes and strategies as (Γ-valued)
functions defined on [0,∞)×Ω, that is, defined on the product of time and scenario space.
In the deterministic case, control processes reduce to functions [0,∞) → Γ, so-called
open-loop controls. In the literature, control processes are often represented as feedback
controls, that is, as deterministic functions defined on the product of time and state space.
This representation, though being “natural” for the control of Markov processes, leads to
technical difficulties already for discrete-time control problems, see Bertsekas and Shreve
(1996). Feedback controls give rise to control processes in the form considered here.

Systems with delay are characterised by the property that their future evolution, as
seen from any instant t, depends not only on t and the current state at t (and possibly
the control), but also on states of the system a certain amount of time into the past. We
will assume throughout that the system has bounded memory ; thus, there is some finite
r > 0 such that the future evolution of the system as seen from time t depends only on t

and system states over the period [t−r, t]. The parameter r is the maximal length of the
memory or delay.

Stochastic delay differential equations (SDDEs) model systems with delay. The drift
and diffusion coefficient of an SDDE are functions of time and trajectory segments (and,
possibly, the control action). For an Rd-valued function ψ = ψ(.) living on the time interval
[−r,∞), the segment of length r at time t ∈ [0,∞) is the function

ψt : [−r, 0] → Rd, ψt(s) := ψ(t+s), s ∈ [−r, 0].

If ψ is a continuous function, then the segment ψt at time t is a continuous function defined
on [−r, 0]. Likewise, if ψ is a càdlàg function, then the segment ψt at time t is a càdlàg
function defined on [−r, 0].

Accordingly, if (X(t))t≥−r is an Rd-valued stochastic process with continuous trajecto-
ries, then the associated segment process (Xt)t≥0 is a stochastic process taking its values in
C := C([−r, 0],Rd), the space of all Rd-valued continuous functions on the interval [−r, 0].
In this work, the space C will always be equipped with the supremum norm induced by
the standard norm on Rd.

2Strictly speaking, the statement about SDEs with random coefficients is true only if existence and
uniqueness are understood in the strong sense. The notions of weak existence and weak uniqueness make
sense also for solutions to controlled SDEs (with or without delay), cf. Section 3.1.
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The segment process associated with an Rd-valued stochastic process with càdlàg tra-
jectories takes its values in the space D0 := D([−r, 0],Rd) of all Rd-valued càdlàg functions
on [−r, 0]. We will refer to the space of trajectory segments as the segment space. As
segment space we will choose either D0 or C. Notice that both spaces depend on the di-
mension d and the maximal length of the delay r; both d and r may vary. In the notation
just introduced, an SDDE is of the form

(1.4) dX(t) = b
(
t,Xt

)
dt + σ(t,Xt

)
dW (t), t ≥ 0.

The coefficients b, σ are now functions defined on [0,∞) × D or, in the case of random
coefficients, on [0,∞) × D × Ω, where D is the segment space. In order to obtain unique
solutions, as initial condition we have to prescribe not a point x ∈ Rd, but an initial segment
ϕ ∈ D. The initial segment might also be stochastic, namely a D-valued F0-measurable
random variable.

Let the segment space be the space C of continuous functions. Theorem II.2.1 in
Mohammed (1984: p. 36) gives sufficient conditions such that, for each initial segment ϕ ∈
C, the initial value problem

(1.5) X(t) =

{
X(0) +

∫ t
0 b
(
s,Xs

)
ds +

∫ t
0 σ(s,Xs

)
dW (s), t > 0,

ϕ(t), t ∈ [−r, 0],

possesses a unique strong solution. Sufficient conditions are that the coefficients b, σ are
measurable, are Lipschitz continuous in their segment variable under the supremum norm
on C uniformly in the time variable, satisfy a linear growth condition and, in case they are
random, are (Ft)-progressively measurable.

Existence and uniqueness results for SDDEs can also be derived from the existence
and uniqueness results for general functional SDEs as given, for instance, in Protter
(2003: Ch. 5). There, the coefficients of the SDE are allowed to be random and to de-
pend on the entire trajectory of the solution from time zero up to the current time. Initial
conditions, however, are not trajectory segments, but points in Rd (or Rd-valued random
variables). Hence, to transfer the results, the drift and diffusion coefficient of the SDDE
have to be redefined according to the given initial condition.

A controlled SDDE can be represented in the form

(1.6) dX(t) = b
(
t,Xt, u(t)

)
dt + σ(t,Xt, u(t)

)
dW (t), t ≥ 0,

where u(.) is a Γ-valued control process as above and b, σ are deterministic functions defined
on [0,∞)×D×Γ. Existence and uniqueness are again a consequence of the general results
applied to the random coefficients b(., ., u(.)), σ(., ., u(.)).

Observe that, in Equation (1.6), there is no delay in the control. At time t > 0, the
coefficients b, σ depend on u(t), and u(t) is Ft-measurable. Systems with delay in the
control are outside the scope of the present work. Some kind of implementation delay,
however, can be captured. Let w be some measurable function Γ → Rl. We can now add
l additional dimensions to the state space Rd and consider an SDDE of the form

dX(t) = b̃
(
t,Xt, Yt, u(t)

)
dt + σ̃(t,Xt, Yt, u(t)

)
dW (t),

dY (t) = w
(
u(t)

)
dt,
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where X(.) represents the first d components and Y (.) the remaining l components. The
coefficients b̃, σ̃ do not directly depend on the trajectory of u(.), but, through Yt, on
segments of the process (

∫ t
0 w(u(s))ds)t≥0 (and the initial segment Y0); b̃, σ̃ may, for

example, be functions of the difference Y (t−δ) − Y (t−r), where δ ∈ [0, r). In this way,
distributed implementation delay can be modelled.

The solution of an SDDE like Equation (1.4) is, in general, not a Markov process.
Suppose the coefficients of the SDDE are deterministic and uncontrolled (or else a con-
stant control is applied), and let X(.) be a solution process. Then the segment pro-
cess (Xt)t≥0 associated with X(.) enjoys the Markov property, cf. Theorem III.1.1 in Mo-
hammed (1984: p. 51). The Markov semigroup of linear operators induced by the transition
probabilities of the segment process is weakly, but not strongly continuous. In particular,
only the weak infinitesimal generator exists. A representation of the weak infinitesimal
generator on a subset of its domain as a differential operator can be derived, cf. Theo-
rem III.4.3 in Mohammed (1984: pp. 109-110).

The solution of an SDDE like Equation (1.4), although generally not a Markov process,
is an Itô diffusion and a continuous semi-martingale (after time zero), and the Itô formula is
applicable as usual. However, the usual Itô formula does not apply to the segment process.
It is possible to develop an Itô-like calculus also for the segment processes associated with
solutions of SDDEs, see Hu et al. (2004) and Yan and Mohammed (2005).

In this thesis, the driving noise process of the continuous-time systems will always
be a Wiener process. Extensions of some of the results of this thesis, in particular the
convergence analysis of Section 2.3, to systems driven by more general Lévy processes are
possible.

In Chapters 2 and 3, we will be concerned with the discretisation of controlled systems
with delay; here, we give some references to works concerned with the discretisation of un-
controlled systems with delay. An overview of numerical methods for uncontrolled SDDEs
is given in Buckwar (2000). The simplest discretisation procedure is the Euler-Maruyama
scheme. The work by Mao (2003) gives the rate of convergence for this scheme provided the
SDDE has globally Lipschitz continuous coefficients and the dependence on the segments
is in the form of generalised distributed delays; Proposition 3.3 in Section 3.2 of the present
work provides a partial generalisation of Mao’s results and uses arguments similar to those
in Calzolari et al. (2007). The most common first order scheme is due to Milstein; see Hu
et al. (2004) for the rate of convergence of this scheme applied to SDDEs with point delay.

1.1.2 Optimal control problems with delay

Recall that an optimal control problem is composed of a controlled system and a per-
formance criterion. In what follows, the controlled system will always be described by
a controlled SDDE like Equation (1.6) in Subsection 1.1.1. As initial condition, an ele-
ment of the segment space D has to be prescribed; the segment space D will be either
C := C([−r, 0],Rd) or D0 := D([−r, 0],Rd). When, in addition to the initial segment
ϕ ∈ D, also the initial time t0 ∈ [0,∞) is allowed to vary, then the system output for



6 CHAPTER 1. INTRODUCTION

initial condition (t0, ϕ) under control process u(.) is determined by
(1.7)

X(t) =

{
ϕ(0) +

∫ t
0 b
(
t0+s,Xs, u(s)

)
ds +

∫ t
0 σ(t0+s,Xs, u(s)

)
dW (s), t > 0,

ϕ(t), t ∈ [−r, 0],

provided a unique solution X = Xt0,ϕ,u exists. Notice that the solution process X(.) is
defined over time [−r,∞), and the evolution of the system starts at time zero. The initial
time t0 only appears in the time argument of the coefficients.

The performance criterion is usually given in terms of a cost functional. The cost
functionals we will consider are of the form

(1.8)
(
(t0, ϕ), u(.)

)
7→ E

(∫ τ

0
f
(
t0+s,Xs, u(s)

)
ds + g

(
Xτ

))
,

where X = Xt0,ϕ,u is the solution to Equation (1.7) with initial condition (t0, ϕ) under
strategy u(.) and τ is the remaining time, which may depend on t0 and Xt0,ϕ,u. The
functions f , g are called the cost rate and terminal cost, respectively; they may depend on
segments of the solution process; in general, f is a function [0,∞) × D × Γ → R, while g
is a function D → R.

Two versions of (1.8) will play a role. The first version gives rise to optimal control
problems with finite time horizon. Choose T > 0, the deterministic time horizon, and set
τ := T − t0. For the second version, choose a bounded open set O ⊂ Rd, let τ̂O be the time
of first exit of Xt0,ϕ,u from O and set τ := τ̂O ∧ (T−t0), where T ∈ (0,∞]. This leads to
optimal control problems with random time horizon.

Let T > 0 be finite, and let τ in (1.8) be T −t0. Denote by U the set of admissible
strategies, that is, the set of all those control processes u(.) such that the initial value
problem (1.7) yields a unique solution and the expectation in (1.8) a finite value for each
initial condition (t0, ϕ) ∈ [0, T ] × D. Let the function J : [0, T ] × D × U → R be defined
according to (1.8). Then J is the cost functional of an optimal control problem with finite
time horizon.

Given an optimal control problem, there is a twofold objective: determine the minimal
costs and find an optimal strategy for any initial condition. A strategy u∗ is optimal for a
given initial condition (t0, ϕ) iff

(1.9) J(t0, ϕ, u∗) = inf
u∈U

J(t0, ϕ, u).

Existence of optimal strategies is not always guaranteed. Let us assume that the right
hand side of Equation (1.9) is finite for all initial conditions (which is not necessarily the
case). A direct minimisation of J(t0, ϕ, .) over the set U is usually not possible. Observe
that initial conditions are time-state pairs; here, “states” are segments, that is, continuous
or càdlàg functions on [−r, 0].

A simple, yet fundamental approach, associated with the work of R. Bellman, to solving
the dynamic optimisation problem is as follows. Introduce the function which assigns the
minimal costs to each time-state pair. This function is called the value function. The
values of the value function are, of course, unknown at this stage. If the system, the set of
strategies and the cost functional have a certain additive structure in time, then the value
function obeys Bellman’s Principle of Optimality or, as it is also called, the Principle of
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Dynamic Programming (PDP). Let V denote the value function of some optimal control
problem; thus, V is a function I × S → R, where I is a time interval and S the “state
space”. Bellman’s Principle then states that V satisfies

(1.10) V (t, x) = Tt,r
(
V (r, .)

)
(t, x) for all x ∈ S, t, r ∈ I, t ≤ r,

where (Tt,r) is a two-parameter semigroup of monotone operators, called Bellman operators;
see Fleming and Soner (2006: Sect. II.3) for this abstract formulation of the PDP. In the
case at hand, the value function is defined by

V : [0, T ]×D → R, V (t0, ϕ) := inf
u∈U

J(t0, ϕ, u).(1.11)

The Principle of Dynamic Programming takes on the form

(1.12) V (t0, ϕ) = inf
u∈U

E
(∫ t

0
f
(
t0+s,Xu

s , u(s)
)
ds + V (t0+t,Xu

t )
)
, 0 ≤ t ≤ T−t0,

where Xu is the solution to Equation (1.7) under control process u with initial condition
(t0, ϕ). The minimisation on the right hand side of Equation (1.12) could be restricted to
strategies defined on the time interval [0, t].

Observe that the validity of the PDP has to be verified for each class of optimal control
problems. For finite horizon stochastic (and deterministic) optimal control problems with
delay, the PDP is indeed valid, see Larssen (2002) and also Appendix A.1 for the precise
statement. The Markov property of the segment processes associated with solutions to
Equation (1.7) under certain strategies is essential for the validity of the PDP in the form
of Equation (1.12).

Notice that an optimal control problem with delay is, generally, infinite-dimensional in
the sense that the corresponding value function lives on an infinite-dimensional function
space, namely the segment space.

When the controlled processes are controlled Markov processes with finite-dimensional
state space and the value function is sufficiently smooth, then the PDP in conjunction
with Dynkin’s formula allows to derive a partial differential equation (PDE) which is
solved by the value function. Such a PDE, which involves the family of infinitesimal
generators associated with the controlled Markov processes and characterises the value
function, is called Hamilton-Jacobi-Bellman equation (HJB equation). In general, the
value function need not be sufficiently smooth; consequently, the HJB equation does not
necessarily possess classical solutions. Viscosity solutions provide the “right” generalisation
of the concept of solution for HJB equations, see Fleming and Soner (2006).

In principle, it is possible to derive an HJB equation and define viscosity solutions
also for controlled Markov processes with infinite-dimensional state space. See Chang
et al. (2006) for results in this direction in connection with controlled SDDEs; also cf.
Subsection 1.2.1. While, in Chapter 3, we will make extensive use of the PDP, we will not
need any kind of HJB equation.

Let us also mention the fact that knowledge of the value function of an optimal control
problem enables us to construct optimal or “nearly” optimal strategies. When time is
discrete and the space of control actions Γ is finite or compact, then optimal strategies can
be constructed in feedback form (and for each initial condition). We will return to this
point in Section 3.4.
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A second fundamental approach to optimal control problems is via Pontryagin’s Max-
imum Principle, see Yong and Zhou (1999: Chs. 3 & 7) for the case of finite-dimensional
controlled SDEs. Pontryagin’s Principle provides necessary conditions which an optimal
strategy and the associated optimal process (if such exist) have to satisfy in terms of the
so-called adjoint equations, which evolve “backwards” in time. Under certain additional
assumptions, the necessary conditions become sufficient. Versions of this principle for the
control of deterministic systems with delay exist, cf. the example in Subsection 1.2.2. For
stochastic control problems with delay of a special form, a version of the Pontryagin Max-
imum Principle is derived in Øksendal and Sulem (2001). For the results of this thesis, we
will not rely on the Maximum Principle.

We have not made precise any assumptions on the coefficients of the control problems
introduced above. This will be done in Subsection 2.3.1 and Section 3.1, respectively,
where we specify the classes of continuous-time control problems to be approximated.

1.2 Examples of optimal control problems with delay

Some examples of continuous-time optimal control problems with delay, mostly from the lit-
erature, are given in this section. Control problems with linear dynamics and a “quadratic”
cost criterion are well-studied in many settings. In Subsection 1.2.1, we cite results con-
cerning the representation of optimal strategies for a class of linear quadratic regulators
with point as well as distributed delay. In Subsection 1.2.2, a simple deterministic prob-
lem with point delay modelling the optimal allocation of production resources is presented.
Subsection 1.2.3 describes a stochastic optimal control problem with delay which may arise
in finance when pricing derivatives that depend on market external processes. Special cases
of optimal control problems with delay are really equivalent to finite-dimensional control
problems without delay. Subsection 1.2.4 contains results from the literature about those
reducible problems.

A further example is the deterministic infinite horizon model of optimal economic
growth studied in Boucekkine et al. (2005). Optimal control problems also arise in finance
when the asset prices in a financial market are modelled as SDDEs, see Øksendal and
Sulem (2001), for instance.

1.2.1 Linear quadratic control problems

When the system dynamics are linear in the state as well as in the control variable, the
noise is additive and the cost functional has a quadratic form over a finite or infinite time
horizon, then it is possible to derive a representation of the optimal strategies of the control
problem. Such control problems are referred to as linear quadratic problems or linear
quadratic regulators. Optimal strategies are given in feedback form; the representation
involves the solution of an associated system of deterministic differential equations, the
so-called Riccati equations. This is the case not only for finite-dimensional stochastic and
deterministic systems, but also for systems described by abstract evolution equations (cf.
Bensoussan et al., 2007).

Here, we just cite a result for finite horizon linear quadratic systems with one point
and one distributed delay and additive noise, see Kolmanovskǐı and Shǎıkhet (1996: Ch. 5).
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We consider the time-homogeneous case. The dynamics of the control problem are given
by the affine-linear equation

dX(t) = AX(t)dt + A1X(t−r)dt +
(∫ 0

−r
G(s)X(t+s)ds

)
dt

+ B u(t)dt + σdW (t), t > 0,
(1.13)

where r > 0 is the delay length, W (.) a d1-dimensional standard Wiener process adapted
to the filtration (Ft)t≥0, u(.) a strategy, σ is a d× d1-matrix, A, A1 are d× d-matrices, G
is a bounded continuous function [−r, 0] → Rd×d, and B is a d× l-matrix.

The strategy u(.) in Equation (1.13) is any Rl-valued (Ft)-adapted square integrable
process. Let U denote the set of all such processes. Let D0 := D([−r, 0],Rd) denote the
space of all Rd-valued càdlàg functions on [−r, 0]. Given ϕ ∈ D0 and a strategy u(.) ∈ U ,
there is a unique (up to indistinguishability) d-dimensional càdlàg process X(.) = Xϕ,u(.)
such that Equation (1.13) is satisfied and X(t) = ϕ(t) for all t ∈ [−r, 0].

Let T > 0 be the deterministic time horizon. The quadratic cost functional (for fixed
initial time zero) is the function J : D0 × U → R given by

(1.14) J(ϕ, u) := E
(
XT(T )C X(T ) +

∫ T

0

(
XT(t)C̃ X(t) + uT(t)M u(t)

)
dt

)
,

where C, C̃ are positive semi-definite d×d-matrices andM is a positive definite l×l-matrix.
The associated value function (at initial time zero) is defined by

V (ϕ) := inf
u∈U

J(ϕ, u), ϕ ∈ D0.

For the control problem determined by (1.13) and (1.14), a version of the Hamilton-
Jacobi-Bellman equation3 allows to derive a representation in feedback form of the optimal
strategies. Define the function u0 : [0, T ]×D0 → Rl by

u0(t, ϕ) := −M−1BT

(
P (t)ϕ(0) +

∫ 0

−r
Q(t, s)ϕ(s)ds

)
,

where P , Q are matrix-valued functions [0, T ] → Rd×d and [0, T ]× [−r, 0] → Rd×d, respec-
tively. The functions P , Q are determined by the following system of differential equations,
which involves, in addition, the unknown functions R : [0, T ]× [−r, 0]× [−r, 0] → Rd×d and
g : [0, T ] → R:

d
dtP (t) +ATP (t) + P (t)A(t) +Q(t, 0) +QT(t, 0) + C̃ = P (t)BM−1BTP (t),

(1.15)

(
∂
∂t−

∂
∂s

)
Q(t, s) + P (t)G(t, s) +ATQ(t, s) +R(t, 0, τ) = P (t)BM−1BTQ(t, s),(

∂
∂t−

∂
∂s−

∂
∂τ

)
R(t, s, τ) +GT(t, s)Q(t, τ) +QT(t, s)G(t, τ) = QT(t, s)BM−1BTQ(t, τ),

d
dtg(t) + trace

(
σTP (t)σ

)
= 0, t ∈ [0, T ], s, τ ∈ [−r, 0],

3The derivation of the HJB equation in Kolmanovskǐı and Shǎıkhet (1996: Ch. 5) is not completely
rigorous; see Chang et al. (2006) and the references therein for a more careful treatment. The development
there starts from the expression for the weak infinitesimal generator of the segment process as derived in
Mohammed (1984).
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with boundary conditions

P (T ) = C, R(T, s, τ) = 0, Q(T, s) = 0,(1.16)

g(T ) = 0, P (t)A1 = Q(t,−r), AT
1Q(t, s) = R(t,−r, s),

t ∈ [0, T ], s, τ ∈ [−r, 0].

Equations (1.15) can be shown to possess a unique continuously differentiable solution
(P,Q,R, g) under boundary conditions (1.16), see Theorem 5.2.1 in Kolmanovskǐı and
Shǎıkhet (1996: p. 124). It is also shown that u0 is indeed an optimal feedback control.
This means the following. Let ϕ ∈ D0, and let X∗ = X∗,ϕ be the unique solution to
(1.17)

X∗(t) =


ϕ(0) +

∫ t
0

(
AX∗(τ) + A1X

∗(τ−r) +
(∫ 0

−rG(s)X∗(τ+s)ds
))

dτ

+
∫ t
0 B u0

(
τ,X∗

τ )
)
dτ + σW (t) if t > 0,

ϕ(t) if t ∈ [−r, 0].

Recall the notationX∗
τ for the segment ofX∗(.) at time τ . Observe that u0 is Lipschitz con-

tinuous (in supremum norm) in its segment variable, whence strong existence and unique-
ness of the solution X∗ are guaranteed. Indeed, due to the form of u0, Equation (1.17) is
an affine-linear uncontrolled SDDE, and X∗ can be expressed by a variation-of-constants
formula. Set u∗(t) := u0(t,X∗), t ≥ 0. Then it holds that J(ϕ, u∗) = V (ϕ), that is, u∗ is
an optimal strategy and X∗ is the optimal process for the given initial condition ϕ.

In special cases, Equations (1.15) can be solved explicitly. For general linear quadratic
problems, they may serve as a starting point for the numerical computation of optimal
strategies and minimal costs.

1.2.2 A simple model of resource allocation

The following finite-horizon deterministic problem can be interpreted as a simplified model
of optimal resource allocation; see Bertsekas (2005: Ex. 3.1.2, 3.3.2) for the non-delay case.
Let T > 0 be the time horizon, let r ∈ [0, T ) be the length of the time delay, and c > 0 a
parameter. The dynamics of the model are given by

(1.18)

{
ẋ(t) = c u(t)x(t− r), if t > 0,

x(t) = ϕ(t), if t ∈ [−r, 0],

where the initial path ϕ is in C+ := C([−r, 0], (0,∞)); if r = 0, then ϕ is just a positive real
number. An admissible strategy u(.) is any element of the set U of all Borel measurable
functions [0,∞) → [0, 1].

The initial time will be fixed and equal to zero. The objective is to maximise, for each
initial segment ϕ ∈ C+, the cost functional

J̃(ϕ, u) :=
∫ T

0

(
1− u(t)

)
x(t− r)dt

over u ∈ U . Clearly, this is equivalent to minimising

(1.19) J(ϕ, u) :=
∫ T

0

(
u(t)− 1

)
x(t− r)dt
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over u ∈ U , since supu∈U J̃(., ., u) = − infu∈U J(., ., u).
A possible interpretation of the control problem determined by (1.18) and (1.19) is

the following (cf. Bertsekas, 2005: Ex. 3.1.2). The state trajectory x(.) = xu(.) describes
the production rate of certain commodities (e. g. wheat). Consequently, the total amount
of goods produced in any time period [0, τ ] is

∫ τ
0 x(t)dt (in suitable units). During the

entire production period (from time zero to time T ) the producer has the choice between
producing for reinvestment and the production of storable goods. This means that, at any
time t ∈ [0, T ], a portion u(t) ∈ [0, 1] of the production rate is allocated to reinvestment,
while the remaining portion 1 − u(t) goes into the production of storable goods. The
production rate changes in proportion to the level of reinvestment. If reinvestment is zero,
then the production rate will remain constant.

In order to justify Equation (1.18), it is instructive to consider small time steps. Denote
by y(t) the total amount of goods produced up to time t, that is, y(t) = y(0) +

∫ t
0 x(s)ds,

where x(.) is the production rate. Let h > 0 be the length of a small time step. Clearly,
y(t+h) = y(t) +

∫ t+h
t x(s)ds. On the other hand,

x(t+h) ≈ x(t) + c · u(t) (y(t)− y(t−h)) ,

where the parameter c > 0 regulates the effectiveness of reinvestment. Letting h tend to
zero and taking into account the initial condition, we obtain (1.18).

The objective is to maximise the total amount of stored goods, that is, to maximise
J̃(ϕ, u) over all strategies u ∈ U for each initial condition ϕ ∈ C+ on the production rate.
Equivalently, we can minimise J(ϕ, u) over u ∈ U for each ϕ ∈ C+.

The parameter r – when positive – introduces a time delay. At time t ≥ 0, instead of
allocating a portion u(t) of the current production rate x(t), the producer may allocate a
portion of the past production rate x(t−r). The total amount of stored goods is measured
accordingly, namely by

∫ T
0 (1 − u(t))x(t−r)dt. We may think of r as the time it takes to

transform or sell the goods produced.
The control problem described above can be solved explicitly, and optimal strategies

can be found. In the non-delay case, this is possible by relying on the Pontryagin Maximum
Principle, see Theorem 3.2.1 in Yong and Zhou (1999: p. 103), for example. Pontryagin’s
Maximum Principle gives a set of necessary conditions an optimal strategy must satisfy (if
it exists) in terms of the so-called adjoint variable. Under additional assumptions, those
conditions are also sufficient for a strategy to be optimal, cf. Theorem 3.2.5 in Yong and
Zhou (1999: p. 112).

In case r = 0, the solution of the above simple control problem by means of the
Maximum Principle is given in Bertsekas (2005: pp. 121-122). For r ≥ 0, we may rely on
a version of Pontryagin’s Principle for deterministic systems with delay, cf. Gabasov and
Kirillova (1977: p. 840).

Given any initial segment ϕ ∈ C+, it can be shown that a corresponding optimal
strategy satisfies

u∗(t) =

{
1 if p(t) ≥ 1

c ,

0 if p(t) < 1
c ,

t ∈ [0, T ],

where p(.) is the solution to the adjoint terminal-value problem given, in the case at hand,
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by

(1.20)


p(t) = 0, t ∈ [T−r, T ],

ṗ(t) = −1, t ∈ [T−r− 1
c , T−r],

ṗ(t) = −c p(t+r), t ∈ [0, T−r− 1
c ].

Equations (1.20) describe a deterministic “backward” delay differential equation with ter-
minal condition. It follows that an optimal strategy is given by

(1.21) u∗(t) =

{
1 if t ∈ [0, T−r− 1

c ],

0 if t ∈ [T−r− 1
c , T ].

Observe that u∗ depends on the delay length r and the “effectiveness” parameter c > 0,
but not on the initial condition. The minimal costs J(ϕ, u∗), however, depend on ϕ ∈ C+.
If r = 0, we have an explicit solution, if r > 0, we can integrate in steps of length r.

The optimal strategy as given by Equation (1.21) is of bang-bang type. It consists in
reinvesting as much as possible before a critical switching time T−r− 1

c , and then not to
reinvest any more, but to produce and store until the final time is reached.

1.2.3 Pricing of weather derivatives

The example problem of this subsection is based on Ankirchner et al. (2007), where pricing
and hedging of insurance derivatives that depend on external physical processes is studied.

Let X(.) be a continuous-time stochastic process (one-dimensional, for simplicity) de-
scribing some physical quantity, e. g. surface temperature at a given place or averaged over
a certain region. Suppose X can be modelled as an SDDE of the form

(1.22) dX(t) = b
(
t,Xt

)
dt + σ

(
t,Xt

)
dW (t), t > 0,

where Xt is the segment of length r > 0 of X(.) at time t, W (.) a standard Wiener process
and b, σ are appropriate functions; Equation (1.22) should possess a unique solution for
each initial condition ϕ ∈ D, where D = C([−r, 0]), for example.

Suppose further that an economic agent A (e. g. an insurance company) intends to sell
a financial derivative on the process X(.). At maturity T > 0, the derivative yields – from
the perspective of A – an income F (XT ), where F is some deterministic function D → R.
The income thus may depend on the evolution of X(.) over the period [T−r, T ]. Notice
that the length r of the time delay may be artificially increased.

The question is which price A should ask for the derivative corresponding to F . It is
assumed that A has the possibility to invest in a financial market. In this market, there
is a risky asset with price process S(.) such that S(.) and X(.) are correlated. We assume
that S(.) is given by the modified Black and Scholes model

(1.23) dS(t) = µ
(
t, S(t)

)
S(t)dt + β1S(t)dW (t) + β2S(t)dW̃ (t),

where W̃ is a second standard Wiener process independent of the first. The processes S(.)
and X(.) are correlated through β1 6= 0.

The financial market is incomplete, as the physical quantity described by X is not
traded. The price p of the derivative that A should ask can be determined as the utility
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indifference price, provided a utility function describing A’s attitude towards risk is given.
Let Ψ: R → R denote such a function. We assume that Ψ is an exponential utility function.
Then the price p is determined by the equation

(1.24) sup
u∈U

E
(
Ψ
(
V u(T ) + F (XT )− p

))
= sup

u∈U
E
(
Ψ
(
V u(T )

))
,

where V u(.) is the value of A’s portfolio under investment strategy u ∈ U ; see Ankirchner
et al. (2007) for the details. For an exponential utility function Ψ, the unknown p in
Equation (1.24) factors out, and, on the left hand side of (1.24), we have a stochastic
optimal control problem with delay of the type studied in Chapter 3.

1.2.4 Delay problems reducible to finite dimension

In this subsection, we follow Bauer and Rieder (2005); but also cf. Elsanosi et al. (2000)
and Larssen and Risebro (2003), where a similar approach is taken.

The value function of an optimal control problem with delay lives, for fixed initial time,
on the segment space associated with the system dynamics. The segment space is, apart
from the case when the delay length r is equal to zero, an infinite-dimensional space of
functions, say D; for example, D = C([−r, 0],Rd). In general, it is not possible to reduce
the value function to a finite-dimensional object, that is, it is not generally possible to find
a number n ∈ N and continuous functions Θ: D → Rn, Ψ: Rn → R such that V = Ψ ◦Θ.

If the controlled SDDE as well as the cost functional have a special form and certain ad-
ditional assumptions are fulfilled, then the optimal control problem with delay is reducible
to a control problem without delay, that is, the problem is effectively finite-dimensional.

Let Γ be a closed subset of Euclidean space (of any dimension). Let W be a one-
dimensional standard Wiener process adapted to the filtration (Ft)t≥0. Denote by U the
set of all (Ft)-progressively measurable Γ-valued processes. Let r > 0, and let the dynamics
of the control problem with delay be given by the one-dimensional controlled SDDE

dX(t) = µ1

(
t,X(t), Y (t), u(t)

)
dt + µ2

(
X(t), Y (t)

)
ξ(t)dt

+ σ
(
t,X(t), Y (t), u(t)

)
dW (t), t > 0,

(1.25)

where u ∈ U is a strategy, ξ(t) := w(X(t−r)) and Y (t) :=
∫ 0
−r e

λ·sw(X(t+s))ds for some
continuously differentiable function w : R → R and a constant λ ∈ R. Here, we only give
the one-dimensional result with initial time set to zero; see Bauer and Rieder (2005) for a
full account. The coefficients of Equation (1.25) are measurable functions

µ1 : [0,∞)× R× R× Γ → R, µ2 : R× R → R,
σ : [0,∞)× R× R× Γ → R.

Equation (1.25) describes a system whose evolution depends not only on the current state
X(.), but also on a certain weighted average over the past, namely Y (.), as well as a point
delay, namely ξ(.). Let us assume, for example, that

• |µ2| is bounded and Lipschitz continuous,

• there is a constant K > 0 such that for all t ≥ 0, γ ∈ Γ, x, y ∈ R,

|µ1(t, x, y, γ)| + |σ(t, x, y, γ)| ≤ K
(
1 + |x| ∨ |y|

)
,
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• µ1, σ are Lipschitz continuous in their respective second and third variable uniformly
in the other variables.

Then, for every initial segment ϕ ∈ C := C([−r, 0]) and every strategy u ∈ U , there is a
unique continuous process X = Xϕ,u such that Equation (1.25) is satisfied and X(t) = ϕ(t)
for all t ∈ [−r, 0].

Let T > 0 be the deterministic time horizon. The cost functional of the optimal control
problem is the function J : C × U → R given by

(1.26) J(ϕ, u) := E
(∫ T

0
f
(
t,X(t), Y (t), u(t)

)
dt + g

(
X(T ), Y (T )

))
.

The associated value function V is defined by V (ϕ) := infu∈U J(ϕ, u), ϕ ∈ C.
At this point, an idea could be that V (ϕ) depends on its argument ϕ ∈ C only through

ϕ(0) (correspondig to X(t)) and
∫ 0
−r w(ϕ(s))ds (correspondig to Y (t)). Observe that in

Equation (1.25) there is still the point delay ξ(t) = w(X(t − r)). Also notice that the
process Y (.) is of bounded variation. Let Ψ ∈ C2,1(R × R). By Itô’s formula, for any
solution X(.) and the associated process Y (.),

dΨ
(
X(t), Y (t)

)
= ∂

∂xΨ
(
X(t), Y (t)

)
dX(t) + ∂

∂yΨ
(
X(t), Y (t)

)
dY (t)

+ ∂2

∂x∂xΨ
(
X(t), Y (t)

)
d〈X,X〉(t).

While expressions for dX(t) and d〈X,X〉(t) now follow from Equation (1.25), we have

(1.27) dY (t) = w
(
X(t)

)
dt − e−λrξ(t)dt − λY (t)dt,

by construction of Y . Introduce the hypothesis that

there is Ψ ∈ C2,1(R× R) such that for all x, y ∈ R,
∂
∂xΨ(x, y)µ2(x, y) − e−λr ∂∂yΨ(x, y) = 0.

(HT)

If Hypothesis (HT) holds, then the transformed process Ψ(X,Y ) obeys an equation of
the form

(1.28) dΨ
(
X(t), Y (t)

)
= µ̃

(
t,X(t), Y (t), u(t)

)
dt + σ̃

(
t,X(t), Y (t), u(t)

)
dW (t),

where the coefficients µ̃, σ̃ can be expressed in terms of the original coefficients. Notice
that the point delay ξ(t) has disappeared. Indeed, Hypothesis (HT) has been chosen so
that the “ξ(t)” term stemming from Equation (1.25) and the “ξ(t)” term in Equation (1.27)
cancel out. The appearance of the point delay in Equation (1.27), on the other hand, is
inevitable in view of the form of Y .

If the coefficients µ̃, σ̃ are such that they depend on their x- and y-variable only through
Ψ(x, y), then Ψ(X,Y ), the transformed process, obeys an ordinary SDE of the form

dΨ
(
X(t), Y (t)

)
= µ̄

(
t,Ψ(X(t), Y (t)), u(t)

)
dt + σ̄

(
t,Ψ(X(t), Y (t)), u(t)

)
dW (t),

where µ̄, σ̄ are the new coefficients which can be found by hypothesis.
Under Hypothesis (HT) and the reducibility hypothesis, the transformed dynamics

can be written in terms of Z(t) := Ψ(X(t), Y (t)). If also the coefficients f , g in (1.26)
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are reducible, that is, if the coefficients of the cost functional depend on their x- and
y-variable only through Ψ(x, y), then a finite-dimensional control problem without delay
arises which is related to the original control problem through the transformation Ψ and the
corresponding reduction of the coefficients. Notice that the reducibility of the coefficients
is a second hypothesis.

If the Hamilton-Jacobi-Bellman equation associated with the finite-dimensional control
problem without delay admits a classical solution and if optimal strategies exist, then the
finite-dimensional and the delay problem are equivalent in that their value functions are
equivalent, see Theorem 1 in Bauer and Rieder (2005). That all hypotheses can be satisfied
at once is shown in Bauer and Rieder (2005: Sects. 4-6) by way of specific examples: a
linear quadratic regulator, a model of optimal consumption, and a deterministic model for
congestion control.

1.3 Approximation of continuous-time control problems

There are various possible approaches to approximating continuous-time optimal control
problems. We focus on those approaches which yield an approximation to the value function
of the original problem. Recall that knowledge of the value function allows to choose
optimal or nearly optimal strategies so that an optimal control problem is essentially
solved once its value function is known. The methods we mention were mostly developed
for finite-dimensional systems – stochastic as well as deterministic.

A basic idea is to replace the original control problem by a sequence of control problems
which are numerically solvable in such a way that the associated value functions converge
to the value function of the original problem. It is often possible to reinterpret a given
scheme in terms of approximating control problems even though the scheme itself need not
be defined in these terms.

A natural ansatz for constructing a suitable sequence of control problems is to de-
rive their dynamics and cost functionals from a discretisation of the dynamics and cost
functional of the original problem. This method, known as the “Markov chain method”,
was introduced by H. J. Kushner and is well-established in the case of finite-dimensional
stochastic and deterministic optimal control problems, see Kushner and Dupuis (2001) and
the references therein. The method allows to prove convergence of the approximating value
functions to the value function of the original problem under very broad conditions. The
most important condition to be satisfied is that of “local consistency” of the discretised
dynamics with the original dynamics.

Due to its general nature, the Markov chain method can also be applied to control
problems with delay. In Chapter 2, we will study this method in detail and develop an
abstract framework for the proof of convergence. The framework may serve as a guide
for using the Markov chain method in the convergence analysis of approximation schemes
for various classes of optimal control problems. In Section 2.3, the convergence analysis
is carried out for the discretisation of stochastic optimal control problems with delay and
a random time horizon. We note, however, that while the method is well-suited for es-
tablishing convergence of a scheme, it usually provides no information about the speed of
convergence.

The value function of a continuous-time finite-dimensional optimal control problem can



16 CHAPTER 1. INTRODUCTION

often be characterised as the unique viscosity solution of an associated partial differential
equation. For classical control problems, that equation is the Hamilton-Jacobi-Bellman
equation (HJB equation) associated with the control problem, which is a first order PDE in
the case of a deterministic system and a second order PDE in the case of a stochastic system
driven by a Wiener process. Examples show that the value function of a deterministic or
degenerate stochastic control problem is not necessarily continuously differentiable (e. g.
Fleming and Soner, 2006: II.2), whence classical solutions to the HJB equation do not
always exist.4

An approximation to the value function of a continuous-time optimal control prob-
lem can be obtained by discretising the associated HJB equation. In particular, finite
difference schemes can be used for the discretisation. In the case of finite-dimensional de-
terministic optimal control problems, convergence as well as rates of convergence for such
schemes were obtained in the 1980s, see, for instance, Capuzzo Dolcetta and Ishii (1984)
or Capuzzo Dolcetta and Falcone (1989). Mere convergence of a discretisation scheme for
finite-dimensional deterministic and stochastic equations – without error bounds – can be
checked by relying on a theorem due to Barles and Souganidis (1991). Their result is not
limited to the analysis of HJB equations arising in control theory in that it applies to a
wide class of equations possessing a viscosity solution.

About ten years ago, N. V. Krylov was the first to obtain rates of convergence for finite
difference schemes approximating finite-dimensional stochastic control problems with con-
trolled and possibly degenerate diffusion matrix, see Krylov (1999, 2000) and the references
therein. The error bound obtained there in the special case of a time discretisation scheme
with coefficients that are Lipschitz continuous in space and 1

2 -Hölder continuous in time is
of order h1/6 with h the length of the time step. Notice that in Krylov (1999) the order
of convergence is given as h1/3, where the time step has length h2. When the space too is
discretised, the ratio between time and space step is like h2 against h or, equivalently, h
vs.

√
h, which explains why the order of convergence is expressed in two different ways.

In Krylov (2005), sharp error bounds are obtained for fully discrete finite difference
schemes in a special form; the bounds are of order h1/2 in the mesh size h of the space
discretisation and of order τ1/4 in the length τ of the time step.

Using purely analytic techniques from the theory of viscosity solutions, Barles and
Jakobsen (2005, 2007) obtain error bounds for a broad class of finite difference schemes
for the approximation of PDEs of Hamilton-Jacobi-Bellman type. In the case of a simple
time discretisation scheme, the estimate for the speed of convergence they find is of order
h1/10 in the length h of the time step.

A possible ansatz for extending those results to the approximation of control problems
with delay is to try to derive a HJB equation for the value function. Recall that a version
of the Principle of Dynamic Programming still holds for delay systems, cf. Appendix A.1.
As in the finite-dimensional setting, such an HJB equation is not guaranteed to admit
classical (i. e. Fréchet-differentiable) solutions, and viscosity solutions have to be defined.
The HJB equation can then be used as a starting point for constructing finite difference

4Generalised solutions for the HJB equation can be shown to exist also in the case when there are no
classical solutions, but uniqueness of generalised solutions does not always hold. For viscosity solutions,
on the other hand, existence and uniqueness can be guaranteed; moreover, viscosity solutions are the right
solutions in the sense that they coincide with the value function of the underlying control problem.
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schemes; see Chang et al. (2006) for first results in this direction.
A different approach to the approximation of control problems with delay is to start

from a representation of the system dynamics as an evolution equation in Hilbert space.
A suitable Hilbert space for this purpose is the space M2 := L2([−r, 0],Rd) × Rd, the
Delfour-Mitter space, where r > 0 is the maximal length of the delay. Notice that the
segment space C([−r, 0],Rd) introduced in Section 1.1 can be continuously embedded into
M2. Projection methods could be used to obtain an approximation scheme. For the
representation of controlled deterministic systems with delay, especially linear systems, see
Bensoussan et al. (2007: II.4); for how to represent stochastic systems with delay in Hilbert
space, see Da Prato and Zabczyk (1992).

A further approach to the discretisation of optimal control problems is based on the
Markov property. For a suitable choice of the state space, the controlled processes enjoy
the Markov property provided only feedback controls are used as strategies. In the case of
problems with delay, the Markov property holds for the segment processes. The dynamics
of the original problem are represented by the family of controlled Markov semigroups.
Discretisation schemes, especially for time discretisation, can then be studied in terms of
convergence of the infinitesimal generators associated with the Markov semigroups; see
van Dijk (1984) for an early work. Observe, however, that in order to obtain rates of con-
vergence strong regularity hypotheses may be necessary already in the finite-dimensional
case; this amounts to assuming that an optimal strategy in feedback form with sufficiently
regular (e. g. Lipschitz continuous) feedback function exists or that the value function is
two or three times continuously differentiable.

In this work, we will not use any infinite-dimensional representation of the system dy-
namics; instead, we will stick to the semi-martingale setting. The Markov property of the
(infinite-dimensional) segment processes will nevertheless be exploited. In Section 2.3, we
construct approximating discrete-time processes as “extended Markov chains”. In Chap-
ter 3, we will make extensive use of a version of the Principle of Dynamic Programming,
which is based on the Markov property of the segment processes, cf. Appendix A.1.

Working in the semi-martingale setting has several advantages. Existence and unique-
ness results for controlled SDDEs are well-established. There is an elaborate theory charac-
terising weak convergence of Rd-valued semi-martingales (e. g. Jacod and Shiryaev, 1987).
This theory will be essential for the convergence analysis of Section 2.3. When the noise
process of the dynamics of the original system is a Wiener process – as will be the case
in this work –, then the solution processes are Itô diffusions. Strong results on their path
regularity, in particular on the moments of their moduli of continuity, are available, cf.
Appendix A.2 and Section 3.2. In Section 3.3, we will make use of a finite-dimensional
“stochastic mean value theorem” due to N. V. Krylov. The main ingredients in the proof of
that result are a mollification trick, the usual PDP and the Itô formula, cf. Theorem A.2
in Appendix A.3.

1.4 Aim and scope

The aim of this thesis is to study discretisation schemes for continuous-time stochastic opti-
mal control problems with time delay in the state dynamics. The noise process driving the
system of the original control problem will always be a Wiener process – one-dimensional
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in Section 2.3 and multi-dimensional in Chapter 3. The object to be approximated is the
value function associated with the original control problem. We are concerned with ques-
tions of convergence as well as rates of convergence or bounds on the discretisation error.
Error bounds tell how much cannot be lost (or gained) in passing from the original model
to a discretised model. This is also the first step in the approximate numerical solution of
continuous-time models. For a continuous-time control problem, an approximate numerical
solution is usually the only kind of explicit solution available.

The general idea we follow is to replace the original continuous-time control problem
by a sequence of approximating discrete-time control problems which are easier to solve
numerically. Observe that the value function associated with a continuous-time control
problem with delay of the type studied here lives, in general, on a function space, namely
the segment space, whence the problem may be considered to be infinite-dimensional.

We will take two approaches. In Chapter 2, we follow the Markov chain method
mentioned above, which is a recipe for constructing discretisation schemes and proving
convergence in the sense of convergence of associated value functions. In Section 2.1, we
present the method as it is found in the work of H. J. Kushner and others. In Section 2.2,
we develop an abstract framework in which to state sufficient conditions guaranteeing
convergence of approximation schemes. We then apply the method to the discretisation of
a class of stochastic optimal control problems with delay and a random time horizon (the
time of first exit from a compact set), cf. Section 2.3.

In Chapter 3, we study a more specific scheme, which applies to finite-horizon stochastic
control problems with delay, controlled and possibly degenerate diffusion coefficient and
multi-dimensional state as well as noise process, cf. Section 3.1. According to the scheme,
time and segment space are discretised in two steps, see Sections 3.2 and 3.3. Under quite
natural assumptions, we obtain not only convergence, but also bounds on the error of the
discretisation scheme, see Section 3.4. The worst-case bound on the discretisation error in
the general case is of order nearly h1/12 in the length of the (inner) time step h.

The two-step scheme produces a sequence of approximating finite-dimensional control
problems in discrete time. In Section 3.5, we address the question of how to solve these
problems numerically. Instead of further discretising the state space – as in Section 2.3 –,
we propose to use a variant of “approximate Dynamic Programming”, exploiting the two-
step structure of the scheme. Memory requirements, in particular, can be kept at a realistic
level.5 Notwithstanding the special structure of the discretisation scheme, its use is not
confined to the approximation of finite horizon control problems. It should also apply to
systems with a reflecting boundary or systems controlled up to the time of first exit from
a compact set.

In this thesis, we are interested in discretisation schemes which yield an approximation
to the value function of the original problem. The value function gives the globally minimal
costs, and knowing it allows to construct globally optimal or nearly optimal strategies (for
each initial condition). There are efficient procedures for finding locally optimal strategies
and calculating locally minimal costs, but we will not be concerned with any of them.
Moreover, we will not use any hypotheses on the regularity of optimal strategies (not

5The amount of computer memory required for the two-step scheme depends on the mesh size of the
outer time grid. In terms of the length h̃ of this outer time step, a worst-case error bound of order
h̃1/2 ln(1/h̃) holds.
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even existence) nor any regularity assumptions on the value function which are not a
consequence of properties of the system coefficients. If such hypotheses were assumed, it
would be possible to derive much better rates of convergence. The reason why we refrain
from making such assumptions is that they are, usually, difficult or impossible to verify
based on the information available about the system to be controlled.
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Chapter 2

The Markov chain method

There is a general procedure, known as the “Markov chain method” and developed by
Harold J. Kushner, for rendering optimal control problems in continuous time accessible to
numerical computation. The basic idea is to construct a family of discrete optimal control
problems by discretising the original dynamics and the original cost functional in time and
space. The important point to establish then is whether the value functions associated
with the discrete problems converge to the original value function as the mesh size of the
discretisation tends to zero.

If the value functions converge, then the discrete control problems are a valid approxi-
mation to the original problem and standard algorithms, notably those based on Dynamic
Programming (e. g. Bertsekas, 2005, 2007), can be applied – at least in principle – to cal-
culate the minimal costs and to find optimal strategies for each of the discrete control
problems.

When the dynamics of the original problem are given by ordinary deterministic or
stochastic differential equations, suitable discrete control problems are obtained by re-
placing the original controlled differential equations with controlled Markov chains whose
transition probabilities are consistent with the original dynamics. Under compactness and
continuity assumptions on the original problem, a condition of local consistency for the
transition probabilities of the controlled Markov chains suffices to guarantee convergence
of the corresponding value functions.

In Section 2.1 we describe the Markov chain method following Kushner and Dupuis
(2001) by means of a deterministic example problem. Section 2.2 sets up an abstract frame-
work for approximating a given optimal control problem by a sequence of discrete problems.
There the continuity and compactness assumptions underlying Kushner’s method are made
explicit. In Section 2.3, we apply the method to a class of stochastic control problems with
delay and a stopping condition as time horizon. Most of the material of that section has
been published in Fischer and Reiß (2007). In Kushner (2005), discretisation schemes for
a class of stochastic control problems with delay and reflection are studied; however, the
proofs for the delay case do not seem to be as closely analogous to the non-delay case as is
suggested there. Section 2.4 contains a brief discussion of the scope of the Markov chain
method.

21



22 CHAPTER 2. THE MARKOV CHAIN METHOD

2.1 Kushner’s approximation method

As an illustration of how Kushner’s method works, let us consider a deterministic opti-
mal control problem with finite time horizon. The system dynamics are described by a
controlled ordinary differential equation:

(2.1) ẋ(t) = b
(
t0+t, x(t), u(t)

)
, t > 0,

where b is a measurable function [0,∞) × Rd × Γ → Rd and u(.) a measurable function
[0,∞) → Γ. The space Γ is called the space of control actions and it is assumed that Γ is
a compact metric space. This hypothesis will be crucial later.

The initial state is x(0) = y for some y ∈ Rd. In the formulation adopted here,
solutions x(.) to Equation (2.1) – if there are any – always start at time zero, while the
initial time t0 ≥ 0 enters the equation through the coefficient b. Let Uad be the set of all
Borel measurable functions u : [0,∞) → Γ such that Equation (2.1) possesses a unique
absolutely continuous solution x(.) = xt0,y,u(.) for each (t0, y) ∈ [0,∞)×Rd. The elements
of Uad are called admissible strategies or, simply, strategies. Let T > 0 be the deterministic
time horizon. Associated with strategy u ∈ Uad and initial condition (t0, y) ∈ [0, T ] × Rd

are the costs

(2.2) Jdet
(
t0, y, u(.)

)
:=

∫ T−t0

0
f
(
t0+t, xt0,y,u(t), u(t)

)
dt + g

(
xt0,y,u(T−t0)

)
,

where f and g are suitable measurable functions [0,∞) × Rd × Γ → R and Rd → R,
respectively, such that the above integral makes sense as an element of [−∞,∞]. The
value function of the control problem determined by (2.1) and (2.2) is given by

Vdet(t0, y) := inf
u∈Uad

Jdet
(
t0, y, u(.)

)
, (t0, y) ∈ [0, T ]× Rd.

The idea is now to construct a suitable family (PM )M∈N of optimal control problems
in discrete time and with discrete state space so that the corresponding value functions
converge pointwise to Vdet. The problem PM of degree M may be obtained as follows. Let
SM ⊂ Rd be a regular triangulation of the state space Rd. Hence, any state y ∈ Rd can be
represented as the convex combination of at most d+1 elements of SM .

The dynamics of the control problem PM are determined by the choice of a time-
inhomogeneous controlled transition function pM : N0 × SM × Γ × SM → [0, 1], that is, a
function pM which is jointly measurable and such that pM (n, y, γ, .) defines a probability
distribution on SM for all n ∈ N0, y ∈ SM , γ ∈ Γ. Observe that the set SM is at
most countable. The number pM (n, y, γ, z) should be interpreted as the probability that,
between time step n and n+1, the system switches from state y ∈ SM to state z ∈ SM
under the action of control γ ∈ Γ.

Admissible strategies for the problem PM are adapted sequences (u(n))n∈N0 of Γ-valued
random variables such that, for each initial condition (n0, y) ∈ N0×SM , there is an adapted
SM -valued sequence (ξ(n))n∈N0 whose transition probabilities are given by the function
pM . Strictly speaking, an admissible strategy consists in a (complete) probability space
(Ω,F ,P) equipped with a filtration (Fn) and an (Fn)-adapted sequence (u(n)) of Γ-valued
random variables; thus, the underlying filtered probability space is part of the strategy.
For simplicity, we usually omit the stochastic basis from the notation.
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If u is admissible, then, for each (n0, y) ∈ N0 × SM , there is a discrete-time process
(ξ(n)) such that for all z ∈ SM , all n ∈ N0,

P
(
ξ(n+1) = z

∣∣ Fn) = pM
(
n0+n, ξ(n), u(n), z

)
, ξ(0) = y P-a. s.,

where P is the probability measure which is part of the strategy. The distribution of ξ
is uniquely determined by u, the transition function pM and the initial condition (n0, y).
denote by UMad the set of all admissible strategies of degree M .

An alternative to the above definition of the set of admissible strategies is to take feed-
back controls as strategies, that is, measurable functions of the time step, the current and
past states of the system and the past control actions; see, for example, Hernández-Lerma
and Lasserre (1996: Ch. 2). The advantage of the seemingly more complicated formulation
here is that the admissible strategies are defined directly on the underlying probability
space. The admissibility requirement above means that the underlying stochastic basis
is rich enough so that the controlled process (ξ(n)) corresponding to a Γ-valued adapted
sequence (u(n)) can be constructed. In Section 2.3, we will restrict the set of admissible
stochastic bases to those carrying a Wiener process.

To conclude the construction of the problem PM we need an analogue of the cost
functional (2.2). Let TM ∈ N0 be the discrete time horizon of degree M ; for example, TM
could be equal to bM ·T c. We replace the integral by a sum and take expectations since
PM is a stochastic control problem. For n ∈ {0, . . . , TM}, y ∈ SM , (u(n)) ∈ UMad set

(2.3) JMdet
(
n0, y, u

)
:= E

(
TM−n0−1∑

n=0

fM
(
n0+n, ξ(n), u(n)

)
dt + gM

(
ξ(TM−n0)

))
,

where ξ = (ξ(n)) is the discrete-time process associated with strategy u and initial con-
dition (n0, y). The functions fM , gM should be appropriate discretisations of f and g,
respectively.

Suppose that one time step for the discrete problem of degree M corresponds to a step
of length hM := 1

M in continuous time. Then the requirement that the family (pM )M∈N
of transition functions be locally consistent with the original dynamics means that for all
n, n0 ∈ N0, y, z ∈ SM , γ ∈ Γ,

(2.4)
∑
z∈SM

pM (n0+n, y, γ, z) z = y + hM · b
(
n0+n
M , y, γ

)
+ o(hM ),

where o(hM ) is the M -th element of a sequence that tends to zero faster than (hM )M∈N. In
addition, one only has to require that the maximal jump size of the associated controlled
Markov chains tend to zero as the discretisation degree M goes to infinity. Condition (2.4)
can also be expressed in terms of the controlled Markov chains, cf. Section 2.3.3.

It is straightforward to construct a sequence of transition functions such that the jump
height and the local consistency conditions can be fulfilled. We may define the function
pM by, for example,

pM (n, y, γ, z) :=

{
λi if z = xi

0 else,
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where x1, . . . , xd+1 ∈ SM are the vertices of the simplex containing y + hMb(n, y, γ) and
λ1, . . . , λd+1 ∈ [0, 1] are such that

y + hM b(n, y, γ) =
d+1∑
i=1

λi xi.

This choice yields a family of locally consistent transition functions provided the mesh size
of the triangulations SM , M ∈ N, tends to zero like hM = 1

M as M goes to infinity.
Besides local consistency of the family of transition probabilities there is a second

important hypothesis in Kushner’s method, namely the (semi-)continuity of the cost func-
tionals with respect to a suitable notion of convergence. The cost functional Jdet of the
original problem, for instance, can be extended to a mapping which takes an initial condi-
tion (t0, y) ∈ [0, T ]× Rd, a strategy u(.) ∈ Uad and an absolutely continuous function x(.)
and which yields a real number (or ±∞). In (2.2), the definition of Jdet, on the other hand,
the connection between (t0, y, u(.)) and x(.) is determined by the system dynamics as given
by Equation (2.1). For the discrete stochastic problem of degree M , the cost functional
JMdet is a mapping which assigns a cost to any initial condition (n0, y) ∈ {0, . . . , TM}×SM ,
strategy (u(n)) ∈ UMad and SM -valued adapted sequence (ξ(n)).

Consequently, we may interpret the cost functionals as defined on product spaces whose
components are the set of initial conditions, the space of strategies and a suitable space of
functions or random processes encompassing all possible trajectories of the system. We can
even find a common product space for all the cost functionals involved. This can often be
achieved by replacing the strategies and state sequences of the discrete-time problems by
their piecewise constant continuous-time interpolations. As for the example problem, the
deterministic strategies and solutions of the system equation are re-interpreted as particular
“degenerate” random processes. The product space forming the domain of the extended
cost functionals is endowed with a notion of convergence, namely that of weak convergence
of random processes (or weak convergence of the associated probability distributions). The
induced topology renders the cost functionals Jdet, JMdet continuous provided the coefficients
f , g and fM , gM in (2.2) and (2.3), respectively, are continuous. We will see more details
of this construction in Section 2.2.

There is a last important point in the set-up of Kushner’s method: the compactifi-
cation of the space of admissible strategies. Remember that the space of control actions
Γ is assumed to be a compact metric space. Nonetheless, the space Uad of admissible
strategies, equipped with the topology of weak convergence, need not be compact. The
reason why compactness of the strategy space is desirable, here, is that it guarantees the
existence of optimal strategies for the original problem (for discrete-time control problems
the compactness of Γ itself is sufficent). More generally, any sequence of strategies will
possess limit points that are themselves strategies. A similar compactness property will be
implicit in the assumptions of Theorem 2.1 in Section 2.2, the convergence result for the
abstract framework. There, however, topological properties will regard the system space
only.

We should stress that Kushner’s method is not confined to such simple schemes as we
have sketched for the example problem. In particular, for the discretisation of time, the
grid need not be uniformly spaced. It is possible to analyse non-deterministic, adaptive
schemes. Also a wide variety of different deterministic and stochastic optimal control
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problems can be handled. The system dynamics, for instance, might be described as
a controlled jump-diffusion and the performance criterion might involve a random time
horizon.

In the remainder of this Section, we introduce the concept of relaxed controls necessary
for the compactification of the space of admissible strategies of a continuous-time control
problem, cf. Kushner (1990: Ch. 3) and the references therein.

Definition 2.1. A deterministic relaxed control over a compact metric space Γ is a positive
measure ρ on B(Γ× [0,∞)), the Borel σ-algebra on Γ× [0,∞), such that

(2.5) ρ(Γ× [0, t]) = t for all t ≥ 0.

Denote by R(Γ) the set of all deterministic relaxed controls over Γ.

For each G ∈ B(Γ), the function t 7→ ρ(G× [0, t]) is absolutely continuous with respect
to the Lebesgue measure on [0,∞) by virtue of property (2.5). Denote by ρ̇(., G) any
density of ρ(G× [0, .]). The family of densities ρ̇(., G), G ∈ B(Γ), can be chosen in a Borel
measurable way such that ρ̇(t, .) is a probability measure on B(Γ) for each t ≥ 0, and

ρ(B) =
∫ ∞

0

∫
Γ
1{(γ,t)∈B} ρ̇(t, dγ) dt for all B ∈ B(Γ× [0,∞)).

The space R(Γ) of all deterministic relaxed controls over Γ is equipped with the weak-
compact topology induced by the following notion of convergence: a sequence (ρn)n∈N of
relaxed controls converges to ρ ∈ R(Γ) if and only if∫

Γ×[0,∞)

g(γ, t) dρn(γ, t)
n→∞−→

∫
Γ×[0,∞)

g(γ, t) dρ(γ, t) for all g ∈ Cc(Γ× [0,∞)),

where Cc(Γ × [0,∞)) is the space of all real-valued continuous functions on Γ × [0,∞)
having compact support. By the compactness of Γ, R(Γ) is (sequentially) compact under
the weak-compact topology.

Suppose (ρn)n∈N is a convergent sequence in R(Γ) with limit point ρ. Given T > 0,
let ρn|T denote the restriction of ρn to the Borel σ-algebra on Γ × [0, T ], and denote by
ρ|T the restriction of ρ to B(Γ× [0, T ]). Then ρn|T , n ∈ N, ρ|T are all finite measures and
(ρn|T ) converges weakly to ρ|T .

Any ordinary deterministic strategy u(.) gives rise to a deterministic relaxed control,
namely to

(2.6) ρ(B) :=
∫ ∞

0

∫
Γ
1{(γ,t)∈B} δu(t)(dγ) dt, B ∈ B(Γ× [0,∞)),

where δγ is the Dirac measure at γ ∈ Γ. Moreover, any deterministic relaxed control can
be approximated – in the weak-compact topology – by a sequence of ordinary deterministic
strategies.

The dynamics of a control problem described by controlled ordinary differential equa-
tions can be rewritten using relaxed controls. The relaxed version in integral form of
Equation (2.1), for instance, is

(2.7) x̃(t) = y +
∫

Γ×[0,t]
b
(
t0+s, x̃(s), γ

)
dρ(γ, s), t ≥ 0,
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where (t0, y) ∈ [0,∞)× Rd is the initial condition.
In the stochastic case, the analogue of deterministic relaxed controls are relaxed control

processes.

Definition 2.2. A relaxed control process over a compact metric space Γ is an R(Γ)-valued
random variable R defined on a stochastic basis (Ω,F , (Ft),P) such that the mapping

Ω 3 ω 7→ R(G× [0, t])(ω) ∈ [0, t]

is Ft-measurable for all t ≥ 0, G ∈ B(Γ).

Since, by definition, Condition (2.5) holds scenario-wise for a relaxed control process
R, there is a family (Ṙ(t, .)) of derivative measures such that, P-almost surely,

R(B)(ω) =
∫ ∞

0

∫
Γ
1{(γ,t)∈B} Ṙ(t, dγ)(ω) dt for all B ∈ B(Γ× [0,∞)).

The family (Ṙ(t, .)) can be constructed in a measurable way (cf. Kushner, 1990: p. 52). Any
ordinary control process, that is, any Γ-valued (F)t-adapted process, can be represented
as a relaxed control process: for u an ordinary control process, set

(2.8) R(B)(ω) :=
∫ ∞

0

∫
Γ
1{(γ,t)∈B} δu(t,ω)(dγ) dt, B ∈ B(Γ× [0,∞)), ω ∈ Ω,

where δγ is the Dirac measure at γ ∈ Γ. Then R is the relaxed control representation of u.

2.2 An abstract framework

In this section we provide an abstract framework for the convergence analysis of discreti-
sation schemes constructed according to the Markov chain method. The framework not
only formalises the ideas outlined in Section 2.1, it also extends their scope of applicability.
This is possible because Kushner’s method does not require the system dynamics or cost
functional to have any special structure. In particular, no additivity properties like the
Principle of Dynamic Programming are exploited, not even the Markov property of the
system is needed.

The definitions to be given below are illustrated by means of the deterministic control
problem from Section 2.1. In Section 2.3, the convergence analysis for a class of stochastic
optimal control problems with delay is carried out in detail. The work to be done there
consists mainly in verifying that the hypotheses of Theorem 2.1 below are satisfied.

2.2.1 Optimisation and control problems

Optimal control problems are parametrised optimisation problems; the parameters corre-
spond to the (initial) data for the system dynamics. Since the parameter set may be a
singleton, we omit the modifier “parametrised” in the following definition.

Definition 2.3. An optimisation problem is a triple (D,A, F ), where D, A are non-empty
sets and F is a mapping D ×A → [−∞,∞].



2.2. AN ABSTRACT FRAMEWORK 27

The function F of an optimisation problem (D,A, F ) is called the objective function
or target function. The set D is the data set of the problem, the set A may be called the
restrictor set. Given a datum ϕ ∈ D, the aim is to minimise (or maximise) F (ϕ, .) over A.

Definition 2.4. Let P = (D,A, F ) be an optimisation problem. The function V : D →
[−∞,∞] defined by V (ϕ) := inf{F (ϕ, α) | α ∈ A} is called the value function associated
with P. The problem P is finite iff its value function is finite, that is, iff V is R-valued.

We restrict attention to minimisation problems. Maximisation problems can be rewrit-
ten as minimisation problems in the obvious way. More general optimisation problems
could be formulated by letting the target function attain values in an arbitrary partially
ordered set. Clearly, there is more structure to an optimal control problem than to an
optimisation problem.

Definition 2.5. An optimal control problem is a quintuple (D,A,H,Ψ, J), where D, A,
H are non-empty sets, Ψ is a mapping D ×A → H and J is a mapping H → [−∞,∞].

The components of an optimal control problem (D,A,H,Ψ, J) are denominated as
follows: D is the data set, A is the set of admissible strategies or, simply, the set of
strategies, H is called the system space, the mapping Ψ is the system functional, and J

is called the cost functional. An optimal control problem (D,A,H,Ψ, J) gives rise to an
optimisation problem, namely the triple (D,A, F ) with F := J ◦Ψ.

Definition 2.6. The value function associated with an optimal control problem is defined
to be the value function associated with the induced optimisation problem. An optimal
control problem is finite iff its value function is finite.

For simplicity, we will use the expression “control problem” without the modifying
“optimal” also in the sense of “optimal control problem”. Let us illustrate the definitions
by applying them to the deterministic example problem of Section 2.1. In order to identify
the components of that control problem according to Definition 2.5, set Ddet := [0, T ]×Rd,
let Adet be the set of strategies Uad, and let Hdet be the set Ddet × Adet ×C([0,∞),Rd).
Define the system functional Ψdet as the mapping

Ddet ×Adet → Hdet, ((t0, y), u(.)) 7→ ((t0, y), u(.), xt0,y,u(.)),

where xt0,y,u(.) is the unique solution to Equation (2.1) under strategy u(.) and initial
condition (t0, y). Lastly, define the cost functional Jdet to be the mapping Hdet → [−∞,∞]
given by

((t0, y), u(.), x(.)) 7→
∫ T−t0

0
f
(
t0+t, x(t), u(t)

)
dt + g

(
x(T−t0)

)
.

Notice that in the above definition of Jdet the function x(.) is not necessarily a solution to
Equation (2.1), but may be any continuous function [0,∞) → Rd.

The quintuple (Ddet,Adet,Hdet,Ψdet, Jdet) thus defined is an optimal control problem
in the sense of Definition 2.5. Let Vdet be the associated value function according to
Definition 2.6. Then Vdet coincides with the value function induced by the cost functional
(2.2) in Section 2.1.
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The representation of our example problem as an optimal control problem in the sense
of Definition 2.5 is not unique. For example, in the definition of the system space Hdet we
could replace the component C([0,∞),Rd) by Cabs([0,∞),Rd), the space of all absolutely
continuous functions [0,∞) → Rd. The definitions given so far are about sets without any
additional structure. For the discretisation and convergence analysis, we will require the
system space to carry a suitable topology and the system functional and cost functional
to have certain continuity properties. Nevertheless, we will neither obtain nor need unique
representations of control problems. Before coming to this, let us introduce some basic
relations between control problems.

Definition 2.7. Let P = (D,A,H,Ψ, J), P̃ = (D̃, Ã, H̃, Ψ̃, J̃) be optimal control prob-
lems. Then P is a subproblem of P̃ iff there are injective mappings ιD : D ↪→ D̃, ιA : A ↪→ Ã,
ιH : H ↪→ H̃ such that Ψ̃ ◦ (ιD × ιA) = Ψ and J̃ ◦ ιH = J .

The mappings ιD, ιA, ιH which make P a subproblem of P̃ are called data embedding,
strategy embedding and system embedding, respectively. Notice that these embeddings
need not be unique. We may say that P̃ is a superproblem of P to indicate that P is a
subproblem of P̃.

Let V , Ṽ be the value functions associated with the control problems P and P̃, re-
spectively. Suppose P is a subproblem of P̃ with data embedding ιD. Then, by defini-
tion, Ṽ (ιD(ϕ)) ≤ V (ϕ) for all ϕ ∈ D. However, Definition 2.7 does not guarantee that
Ṽ ◦ ιD = V . The relation defined next is to ensure this property.

Definition 2.8. Let P, P̃ be optimal control problems with associated value functions V
and Ṽ , respectively. Then P̃ is a relaxation of P iff P is a subproblem of P̃ for some data
embedding ιD such that Ṽ ◦ ιD = V . The control problem P̃ is a restriction of P iff P̃ is
a subproblem of P for some data embedding ιD such that Ṽ = V ◦ ιD.

Definition 2.9. Two optimal control problems P and P̃ are said to be compatible iff P̃
is a relaxation or restriction of P such that the data embedding involved is onto. In this
case, we also say that P is compatible with P̃ or vice versa.

Passing to a relaxation or restriction of a given control problem allows us to vary the
set of strategies as well as the system. Hence, when two control problems are compatible,
we can replace one with the other, at least as far as the value functions are concerned.

Definition 2.10. Let (D,A,H,Ψ, J) be a control problem and ϕ ∈ D. A strategy α ∈ A
is called an optimal strategy for the datum ϕ iff J(ϕ, α) = V (ϕ). A strategy α ∈ A is
called an ε-optimal strategy iff ε > 0 and J(ϕ, α) ≤ V (ϕ) + ε.

Thus, if α is an optimal strategy for a given datum ϕ ∈ D, then J(ϕ, .) attains its
minimum at α. The existence of an optimal strategy cannot always be guaranteed, see
Kushner and Dupuis (2001: p. 86) for a deterministic example. The passage to a relaxation
of the control problem may allow us to work with a larger set of strategies where optimal
strategies are guaranteed to exist. Recall that, at least in discrete time, the value function
can be used for the synthesis of optimal or ε-optimal strategies. Observe that, while
compatible control problems have value functions that can be identified with each other,
the corresponding optimal or nearly optimal strategies do not, in general, coincide since
the system functionals may be different.
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Let us again apply these notions to the deterministic example problem. Recall the
definition of the quintuple Pdet = (Ddet,Adet,Hdet,Ψdet, Jdet). We construct a control
problem P̃det = (D̃det, Ãdet, H̃det, Ψ̃det, J̃det) such that P̃det is a relaxation of Pdet. To
this end, set D̃det := Ddet = [0, T ] × Rd. Recall from Definition 2.1 how the set R(Γ)
of deterministic relaxed controls with values in Γ was defined. Let Ãdet be the set of all
ρ ∈ R(Γ) such that Equation (2.7) under ρ has a unique absolutely continuous solution
for each initial condition (t0, ϕ) ∈ [0,∞)× Rd.

Define the system space H̃det in analogy to Hdet as the set D̃det×Ãdet×C([0,∞),Rd).
Define the system functional Ψ̃det by

D̃det × Ãdet → H̃det, ((t0, y), u(.)) 7→ ((t0, y), ρ, x̃t0,y,ρ(.)),

where x̃t0,y,ρ(.) is the unique solution to Equation (2.7), the relaxed version of the sys-
tem equation (2.1), under the deterministic relaxed control ρ and initial condition (t0, y).
Finally, define J̃det to be the mapping H̃det → [−∞,∞] given by

((t0, y), ρ, x(.)) 7→
∫

Γ×[0,T−t0]
f
(
t0+t, x(t), γ

)
dρ(γ, t) + g

(
x(T−t0)

)
.

In order to verify that P̃det = (D̃det, Ãdet, H̃det, Ψ̃det, J̃det) thus constructed is indeed a
relaxation of Pdet, we recall from Section 2.1 that any ordinary control is associated with
a deterministic relaxed control according to (2.6). This defines the strategy embedding.
The data embedding is just the identity on [0, T ]×Rd. The system embedding again uses
the interpretation of ordinary control strategies as relaxed controls. The value functions of
Pdet and P̃det are identical, because any deterministic relaxed control can be approximated
by ordinary deterministic strategies, the cost functionals Jdet and J̃det coincide for ordinary
strategies, and J̃det is continuous with respect to the weak topology on H̃det.

The problem P̃det can be further relaxed by allowing for relaxed control processes
as strategies. In place of Equation (2.7), we then have the random ordinary differential
equation

(2.9) x̃(t, ω) = y +
∫

Γ×[0,t]
b
(
t0+s, x̃(s, ω), γ

)
dR(γ, s, ω), t ≥ 0, ω ∈ Ω,

where R is a relaxed control process on the stochastic basis (Ω,F , (Ft),P) in the sense of
Definition 2.2. In the cost functional we must now take expectations, that is, instead of
J̃det we have

((t0, y), R,X) 7→ E

(∫
Γ×[0,T−t0]

f
(
t0+t,X(t), γ

)
dR(γ, t) + g

(
X(T−t0)

))
,

where X(.) is any Rd-valued continuous stochastic process adapted to the filtration coming
with the relaxed control process R. The value functions of Pdet, P̃det and the new problem
will still be identical, because an ε-optimal strategy of the deterministic problem is also
ε-optimal for almost all trajectories of the randomized problem.

Let us denote by P̂det = (D̂det, Âdet, Ĥdet, Ψ̂det, Ĵdet) the stochastic relaxation of P̃det
and Pdet. We choose D̂det := D̃det as the data set. The set of strategies Âdet is the set of
pairs of stochastic bases and adapted relaxed control processes over Γ. Observe that the
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new cost functional as defined above actually depends only on the joint distribution of the
processes X and R, and on the initial data. Therefore, as system space we could choose

D̂det ×
{
probability measures on B

(
R(Γ)×C([0,∞),Rd)

)}
.

In place of C([0,∞),Rd) we will take D([0,∞),Rd), the Skorohod space of all functions
[0,∞) → Rd which are continuous from the right and have limits from the left. The
space D([0,∞),Rd) is equipped with the Skorohod topology, cf. Billingsley (1999: Ch. 3)
and also Section 2.3.1. The Skorohod space allows for an easier approximation of functions,
even when they are continuous, in particular, for the approximation by piecewise constant
functions. Hence, we define the system space Ĥdet to be the product space

D̂det ×
{
probability measures on B

(
R(Γ)×D([0,∞),Rd)

)}
.

The system functional Ψ̂det is the mapping

(2.10) D̂det × Âdet 3 ((t0, ϕ), ((Ω,F , (Ft),P), R)) 7→ ((t0, ϕ),P(R,X)) ∈ Ĥdet,

where X = x̃t0,y,R(.) is the solution to Equation (2.9) and P(R,X) denotes the joint dis-
tribution of R and X under P, the probability measure which is part of the admissible
strategy. For Ψ̂det to be well-defined, we need that solutions to Equation (2.9) be unique
in distribution. Lastly, we rewrite the cost functional and define Ĵdet to be the mapping
Ĥdet → [−∞,∞] given by
(2.11)

((t0, y),Q) 7→
∫ (∫

Γ×[0,T−t0]
f
(
t0+t, x̃(t), γ

)
dρ(γ, t) + g

(
x̃(T−t0)

))
dQ(ρ, x̃(.)),

where the integral with respect to the probability measure Q is over R(Γ)×D([0,∞),Rd).
For the approximation of a given control problem we need the following notions of

discretisation.

Definition 2.11. Let P = (D,A,H,Ψ, J), P̄ = (D̄, Ā, H̄, Ψ̄, J̄) be control problems. Then
P̄ is a direct discretisation of P iff H̄ = H and there is a surjective mapping πD : D → D̄
and an injective mapping ιA : Ā ↪→ A.

The mappings πD, ιA which make P̄ a direct discretisation of P are called data projec-
tion and strategy embedding, respectively.

Definition 2.12. A control problem P̄ is a discretisation of P iff there are control problems
P0, P̄0 such that P0 is compatible with P, P̄0 is compatible with P̄, and P̄0 is a direct
discretisation of P0.

Clearly, a control problem P which is a direct discretisation of some other control
problem P̃ is also a discretisation of P̃. When we have two control problems where one is
a direct discretisation of the other, then both problems must have the same system space.
This is not necessarily the case when one control problem is just a discretisation of the
other.

Let us see how the discrete control problems described in Section 2.1 fit into our frame-
work. We define them in such a way that they are direct discretisations of the control
problem P̂det.
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For M ∈ N, a control problem P̂M = (D̂M , ÂM , ĤM , Ψ̂M , ĴM ) compatible with the
control problem of degree M can be defined in the following way. Set D̂M := {0, . . . , TM}×
SM , where SM is a regular triangulation of Rd as in Section 2.1. Set Âdet := UMad . Thus,
admissible strategies are pairs of stochastic bases (Ω,F , (Fn)n∈N0 ,P) and (Fn)-adapted Γ-
valued sequences (ū(n))n∈N0 . The system space ĤM is the same as Ĥdet. Denote by ιrel the
mapping induced by the representation of ordinary Γ-valued control processes as relaxed
control processes according to (2.8). Define the system functional Ψ̂M as the mapping

D̂M × ÂM 3 ((n0, y), ((Ω,F , (Fn),P), ū(n))) 7→ ((n0
M , y),Q) ∈ Ĥdet,

where the probability measure Q is the distribution under P of the random variable

Ω 3 ω 7→
(
ιrel
(
[0,∞) 3 t 7→ ū(b t

M c, ω)
)
, [0,∞) 3 t 7→ ξ(b t

M c, ω)
)
∈ R(Γ)×D([0,∞),Rd),

and (ξ(n)) is the SM -valued (Fn)-adapted sequence determined by the strategy ū, the ini-
tial condition (n0, y) and the transition function pM from Section 2.1. The cost functional
ĴM is defined to be the mapping Ĥdet → [−∞,∞] given by

((t0, y),Q) 7→
∫ (TM−n0−1∑

n=0

∫
Γ
fM
(
n0+n, x̃( nM ), γ

)
dρ(γ, nM ) + gM

(
x̃(TM−n0

M )
))

dQ(ρ, x̃(.)),

where the integral with respect to Q is again over R(Γ)×D([0,∞),Rd).
In order to check whether the control problem P̂M just constructed is indeed a direct

discretisation of P̂det, it is enough to find a strategy embedding ιMA and a data projection
πDM . Define ιMA to be the mapping

ÂM 3 (ūn)n∈N0 7→ ιrel
(
[0,∞) 3 t 7→ ū(b t

M c)
)
∈ Âdet,

that is, the sequence (ūn) is associated with the relaxed control representation of its piece-
wise constant interpolation relative to a grid of mesh size 1

M . This is the same operation
as in the definition of the system functional ĴM . As data projection πDM we may choose
the mapping

D̂det 3 (t0, ϕ) 7→ (bM · t0c,ΛM (ϕ)) ∈ D̂M ,

where ΛM maps ϕ ∈ Rd to its nearest neighbour in SM ⊂ Rd.

2.2.2 Approximation and convergence

Recall that our objective is to provide sufficient conditions for the convergence of the value
functions associated with a family of “discrete” control problems to the value function of
some given “continuous” control problem. The conditions are stated for approximating
control problems which are direct discretisations of the original problem.

Definition 2.13. A sequence (PM )M∈N of optimal control problems approximates an
optimal control problem P iff PM is a direct discretisation of P with data projection πDM ,
each M ∈ N, and (VM ◦ πDM )M∈N converges to V pointwise over D, where VM , V are the
value functions associated with PM , P, respectively.
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Let P = (D,A,H,Ψ, J), PM = (DM ,AM ,H,ΨM , JM ), M ∈ N, be control problems
such that, for each M ∈ N, the problem PM is a direct discretisation of P with data
projection πDM . Note that the system space H is the same for all control problems involved,
while the cost functional may vary depending on the discretisation degree M ∈ N.

For proving convergence we will suppose that there is a topology on H such that

(H1) the mapping J : H → (−∞,∞] is sequentially lower semi-continuous,

(H2) JM tends to J as M →∞ uniformly on sequentially compact subsets of H,

(H3) for each ϕ ∈ D, each α ∈ A, there is a sequence (αM )M∈N with αM ∈ AM such that
lim supM→∞ J ◦ΨM (πDM (ϕ), αM ) ≤ J ◦Ψ(ϕ, α),

(H4) for each ϕ ∈ D, any sequence (αM )M∈N such that αM ∈ AM , the closure of the set
{ΨM (πDM (ϕ), αM ) : M ∈ N} is sequentially compact in H,

(H5) for each ϕ ∈ D, any sequence (αM )M∈N such that αM ∈ AM , the limit points of the
sequence (ΨM (πDM (ϕ), αM ))M∈N are contained in Ψ(ϕ, .)(A).

The conditions just stated guarantee that the sequence of control problems (PM )M∈N
approximates P.

Theorem 2.1. Let P be a control problem and (PM )M∈N be a sequence of direct discreti-
sations of P as above. If all the control problems are finite and there is a topology on the
system space H such that Assumptions (H1)-(H5) hold, then (PM ) approximates P.

Proof. Let ϕ ∈ D. For M ∈ N set ϕM := πDM (ϕ). We have to show that VM (ϕM ) → V (ϕ)
as M → ∞. The first step is to check that lim supM→∞ VM (ϕM ) ≤ V (ϕ). To this end,
let ε > 0 and choose α ∈ A such that V (ϕ) ≥ J(Ψ(ϕ, α)) − ε. For this ϕ and this α,
choose a sequence (αM )M∈N with αM ∈ AM according to Assumption (H3) such that
lim supM→∞ J ◦ΨM (πDM (ϕ), αM ) ≤ J ◦Ψ(ϕ, α). By Assumptions (H2) and (H4) we have
that the difference between J ◦ ΨM (ϕM , αM ) and JM ◦ ΨM (ϕM , αM ) tends to zero as
M →∞. Hence we find M0 ∈ N such that for all M ≥M0

VM (ϕM ) ≤ JM
(
ΨM (ϕM , αM )

)
≤ J

(
Ψ(ϕ, α)

)
+ ε ≤ V (ϕ) + 2ε.

Since ε > 0 was arbitrary, it follows that lim supM→∞ VM (ϕM ) ≤ V (ϕ).
The second step is to show that lim infM→∞ VM (ϕM ) ≥ V (ϕ). For each M ∈ N, choose

αM ∈ AM such that VM (ϕM ) ≥ JM (ΨM (ϕM , αM ))− 1
M . Set xM := ΨM (ϕM , αM ). Then,

by construction,
lim inf
M→∞

VM (ϕM ) = lim inf
M→∞

JM (xM ).

Assume we had lim infM→∞ JM (xM ) < V (ϕ). By Assumption (H4), (xM ) would be con-
tained in a sequentially compact set, whence we could choose a convergent subsequence
(xM(i)) ⊂ (xM ) with unique limit point x := limi→∞ xM(i). By Assumption (H5), there
would be a strategy α̃ ∈ A such that x = Ψ(ϕ, α̃), whence J(x) = J(Ψ(ϕ, α̃)) ≥ V (ϕ). By
Assumption (H1) we would have lim infi→∞ J(xM(i)) ≥ J(x), while Assumptions (H2) and
(H4) together would imply that the difference between J(xM(i)) and JM(i)(xM(i)) tends to
zero as i→∞. This would yield

lim inf
i→∞

JM(i)(xM(i)) = lim inf
i→∞

JM(i)(xM(i))− J(xM(i)) + J(xM(i))− J(x) + J(x) ≥ V (ϕ),
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a contradiction to the hypothesis that lim infM→∞ JM (xM ) < V (ϕ). Therefore, we must
have lim infM→∞ JM (xM ) ≥ V (ϕ). It follows that lim infM→∞ VM (ϕM ) ≥ V (ϕ).

The conclusion of Theorem 2.1 continues to hold if we replace Assumptions (H1) and
(H5) by the following hypotheses:

(H1’) the mapping J : H → (−∞,∞] is sequentially continuous,

(H5’) for all ϕ ∈ D, any sequence (αM )M∈N such that αM ∈ AM , the limit points of the
sequence (ΨM (πDM (ϕ), αM ))M∈N are contained in the closure of Ψ(ϕ, .)(A).

Let us briefly comment on Assumptions (H1)-(H5). Hypothesis (H1) is a continuity
assumption on the cost functional of the original problem only. Hypothesis (H2) states
that the cost functionals of the approximating problems converge locally uniformly to the
costs of the original problem. Hypothesis (H3) could be called a “scattering assumption”,
because it implies that any “continuous” strategy can be approximated by “discrete” strate-
gies in the sense of converging costs. Hypothesis (H4) is about the existence of convergent
subsequences of solutions to the dynamics of the approximating problems. It is usually a
consequence of the compactification of the space of strategies mentioned in Section 2.1. Hy-
pothesis (H5) says that limits of solutions to the approximating dynamics can be identified
as solutions to the original dynamics.

There are two important points when it comes to applying Theorem 2.1. The first
is to re-formulate the control problems involved so that the approximating problems are
direct discretisations of the original problem. The second point is the choice of a suitable
topology on the system space. As far as the example problem is concerned, P̂det, P̂M ,
M ∈ N, are appropriate reformulations of the original control problem and the associated
discrete problems, respectively. Also, for each M ∈ N, P̂M is a direct discretisation of
P̂det. It remains to choose the topology on the system space Ĥdet. In view of how the
cost functionals are defined, the topology of weak convergence of probability measures on
B(R(Γ)×D([0,∞),Rd)) coupled with the standard topology on [0, T ]×Rd is a good choice.

We do not provide the convergence analysis for the example problem. Notice that we
did not make precise any assumptions regarding the coefficients b, f , g of the original
problem. In Section 2.3, however, the details of the convergence analysis for a class of
stochastic optimal control problems with delay are worked out.

2.3 Application to stochastic control problems with delay

Here, we study the approximation of certain continuous-time stochastic optimal control
problems with time delay in the dynamics according to the Markov chain method. The
control problems whose value functions are to be approximated are specified in Subsec-
tion 2.3.1. In Subsection 2.3.2, the original control problem is reformulated by enlarging
and compactifying the set of admissible strategies. For the resulting relaxed control prob-
lem, optimal strategies are guaranteed to exist. The dynamics of the approximating control
problems are defined in Subsection 2.3.3; time as well as the state space are discretised, and
an appropriate condition of local consistency is given. In Subsection 2.3.4, the cost func-
tionals of the approximating problems are specified and convergence of the corresponding
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value functions is shown. Subsection 2.3.5 contains a technical result which is needed in
the proof of Proposition 2.2.

2.3.1 The original control problem

We consider the control of a dynamical system given by a one-dimensional stochastic delay
differential equation driven by a Wiener process. Both drift and diffusion coefficient may
depend on the solution’s history a certain amount of time into the past. Let r > 0 denote
the delay length, i. e. the maximal length of dependence on the past. In order to simplify
the analysis, we restrict attention to the case where only the drift term can be directly
controlled.

Typically, the solution process of an SDDE does not enjoy the Markov property, while
the segment process associated with that solution does, cf. Subsection 1.1.1. The segment
process (Xt)t≥0 associated with a real-valued càdlàg process (X(t))t≥−r takes its values in
D0 := D([−r, 0]), the space of all real-valued càdlàg functions on the interval [−r, 0]. There
are two natural topologies on D0. The first is the one induced by the supremum norm.
The second is the Skorohod topology of càdlàg convergence (e. g. Billingsley, 1999: Ch. 3).
The main difference between the Skorohod and the uniform topology lies in the different
evaluation of convergence of functions with jumps, which appear naturally as initial seg-
ments and discretised processes. For continuous functions both topologies coincide. Similar
statements hold for D∞ := D([−r,∞)) and D̃∞ := D([0,∞)), the spaces of all real-valued
càdlàg functions on the intervals [−r,∞) and [0,∞), respectively. The spaces D∞ and
D̃∞ will always be supposed to carry the Skorohod topology, while D0 will canonically be
equipped with the uniform topology.

Let (Γ, dΓ) be a compact metric space, the space of control actions. Denote by b

the drift coefficient of the controlled dynamics, and by σ the diffusion coefficient. Let
(W (t))t≥0 be a one-dimensional standard Wiener process on a filtered probability space
(Ω,F , (Ft)t≥0,P) satisfying the usual conditions, and let (u(t))t≥0 be a control process,
i. e. an (Ft)-adapted measurable process with values in Γ. Consider the controlled SDDE

(2.12) dX(t) = b
(
Xt, u(t)

)
dt + σ(Xt) dW (t), t ≥ 0.

The control process u(.) together with its stochastic basis including the Wiener process
is called an admissible strategy if, for every deterministic initial condition ϕ ∈ D0, Equa-
tion (2.12) has a unique solution which is also weakly unique. Write Uad for the set of
admissible strategies of Equation (2.12). The stochastic basis coming with an admissible
control will often be omitted in the notation.

A solution in the sense used here is an adapted càdlàg process defined on the stochas-
tic basis of the control process such that the integral version of Equation (2.12) is sat-
isfied. Given a control process together with a standard Wiener process, a solution to
Equation (2.12) is unique if it is indistinguishable from any other solution almost surely
satisfying the same initial condition. A solution is weakly unique if it has the same law
as any other solution with the same initial distribution and satisfying Equation (2.12) for
a control process on a possibly different stochastic basis so that the joint distributions of
control and driving Wiener process are the same for both solutions. Let us specify the
regularity assumptions to be imposed on the coefficients b and σ:
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(A1) Càdlàg functionals: the mappings

(ψ, γ) 7→
[
t 7→ b(ψt, γ), t ≥ 0

]
, ψ 7→

[
t 7→ σ(ψt), t ≥ 0

]
define measurable functionals D∞ × Γ → D̃∞ and D∞ → D̃∞, respectively, where
D∞, D̃∞ are equipped with their Borel σ-algebras.

(A2) Continuity of the drift coefficient: there is an at most countable subset of [−r, 0],
denoted by Iev, such that for every t ≥ 0 the function defined by

D∞ × Γ 3 (ψ, γ) 7→ b(ψt, γ)

is continuous on Dev(t)× Γ uniformly in γ ∈ Γ, where

Dev(t) := {ψ ∈ D∞ | ψ is continuous at t+ s for all s ∈ Iev}.

(A3) Global boundedness: |b|, |σ| are bounded by a constant K > 0.

(A4) Uniform Lipschitz condition: There is a constant KL > 0 such that for all ϕ, ϕ̃ ∈ D0,
all γ ∈ Γ

|b(ϕ, γ)− b(ϕ̃, γ)| + |σ(ϕ)− σ(ϕ̃)| ≤ KL · sup
s∈[−r,0]

|ϕ(s)− ϕ̃(s)|.

(A5) Ellipticity of the diffusion coefficient: σ(ϕ) ≥ σ0 for all ϕ ∈ D0, where σ0 > 0 is a
positive constant.

Assumptions (A1) and (A4) on the coefficients allow us to invoke Theorem V.7 in Protter
(2003: p.253), which guarantees the existence of a unique solution to Equation (2.12) for
every piecewise constant control attaining only finitely many different values. The bound-
edness Assumption (A3) poses no limitation except for the initial conditions, because the
state evolution will be stopped when the state process leaves a bounded interval. Assump-
tion (A2) allows us to use “segmentwise approximations” of the solution process, see the
proof of Proposition 2.1. The assumptions imposed on the drift coefficient b are satisfied,
for example, by

(2.13) b(ϕ, γ) := f
(
ϕ(r1), . . . , ϕ(rn),

∫ 0

−r
ϕ(s)w1(s)ds, . . . ,

∫ 0

−r
ϕ(s)wm(s)ds

)
· g(γ),

where r1, . . . , rn ∈ [−r, 0] are fixed, f , g are bounded continuous functions and f is Lip-
schitz, and the weight functions w1, . . . , wm lie in L1([−r, 0]). Apart from the control term,
the diffusion coefficient σ may have the same structure as b in (2.13).

We next give an example of a function that could be taken for σ if the càdlàg continuity
in Assumption (A1) were missing. In Subsection 2.3.3 it will become clear that the cor-
responding control problem cannot be approximated by a simple discretisation procedure,
because the evaluation of σ(ϕ) for any ϕ ∈ D0 depends on the discretisation grid. Let AM
be the subset of the interval [−r, 0] given by

AM :=
{
(t− 2−3M , t]

∣∣ t = r( n
2M − 1) for some n ∈ {1, . . . , 2M}

}
.
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Let A be the union of the sets AM , M ∈ N. With positive constants σ0, K, we define a
functional σ : D0 → R by

(2.14) σ(ϕ) := σ0 + K ∧ sup
{
|ϕ(t)− ϕ(t−)|

∣∣ t ∈ A},
where ϕ(t−) is the left hand limit of ϕ at t ∈ [−r, 0]. Assumptions (A3) and (A4) are clearly
satisfied if we choose σ according to (2.14), but σ would not induce a càdlàg functional
D∞ → D̃∞. This can be seen by considering the mapping [0,∞) 3 t 7→ σ(ψt) for a function
ψ ∈ D∞ which is constant except for a single discontinuity. If we had defined σ with the
set A being the union of only finitely many sets AM , then we would have obtained a càdlàg
functional.

We consider control problems in the weak formulation (cf. Yong and Zhou, 1999: p. 64).
Given an admissible control u(.) and a deterministic initial segment ϕ ∈ D0, denote by
Xϕ,u the unique solution to Equation (2.12). Let I be a compact interval with non-empty
interior. Define the stopping time τ T̄ϕ,u of first exit from the interior of I before time T̄ > 0
by

(2.15) τ T̄ϕ,u := inf{t ≥ 0 | Xϕ,u(t) /∈ int(I)} ∧ T̄ .

In order to define the costs, we prescribe a cost rate k : R × Γ → [0,∞) and a boundary
cost g : R → [0,∞) which we take to be (jointly) continuous bounded functions. Let β ≥ 0
denote the exponential discount rate. Then define the cost functional on D0 × Uad by

(2.16) J(ϕ, u) := E
(∫ τ

0
exp(−βs) · k

(
Xϕ,u(s), u(s)

)
ds + g

(
Xϕ,u(τ)

))
,

where τ = τ T̄ϕ,u. Our aim is to minimize J(ϕ, .). We introduce the value function

(2.17) V (ϕ) := inf{J(ϕ, u) | u ∈ Uad}, ϕ ∈ D0.

The control problem now consists in calculating the function V and finding admissible
controls that minimize J . Such control processes are called optimal controls or optimal
strategies.

2.3.2 Existence of optimal strategies

In the class Uad of admissible strategies it may happen that there is no optimal control.
A way out is to enlarge the class of strategies, allowing for so-called relaxed controls, cf.
Subsection 2.3.1 and the discussion after Definition 2.8 in Subsection 2.2.1.

Let R be a relaxed control process in the sense of Definition 2.2. Then Equation (2.12)
takes on the form

(2.18) dX(t) =
(∫

Γ
b(Xt, γ) Ṙ(t, dγ)

)
dt + σ(Xt) dW (t), t ≥ 0,

where (Ṙ(t, .))t≥0 is the family of derivative measures associated with R. A relaxed control
process together with its stochastic basis including the Wiener process is called admissible
relaxed control or an admissible strategy if, for every deterministic initial condition, Equa-
tion (2.18) has a unique solution which is also weakly unique. Denote by Ûad the set of all
admissible relaxed controls. Instead of (2.16) we define a cost functional on D0 × Ûad by

(2.19) Ĵ(ϕ,R) := E
(∫ τ

0

∫
Γ

exp(−βs) · k
(
Xϕ,R(s), γ

)
Ṙ(s, dγ) ds + g

(
Xϕ,R(τ)

))
,
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where Xϕ,R is the solution to Equation (2.18) under the relaxed control process R with
initial segment ϕ and τ is defined in analogy to (2.15). Instead of (2.17) as value function
we have

(2.20) V̂ (ϕ) := inf{Ĵ(ϕ,R) | R ∈ Ûad}, ϕ ∈ D0.

The cost functional Ĵ depends only on the joint distribution of the solution Xϕ,R and the
underlying control process R, since τ , the time horizon, is a deterministic function of the
solution. The distribution of Xϕ,R, in turn, is determined by the initial condition ϕ and
the joint distribution of the control process and its accompanying Wiener process. Letting
the time horizon vary, we may regard Ĵ as a function of the law of (X,R,W, τ), that is, as
being defined on a subset of the set of probability measures on B(D∞×R× D̃∞× [0,∞]).
Notice that the time interval has been compactified. The domain of definition of Ĵ is
determined by the class of admissible relaxed controls for Equation (2.18), the definition
of the time horizon and the distributions of the initial segments X0.

The following proposition gives the analogue of Theorem 10.1.1 in Kushner and Dupuis
(2001: pp. 271-275) for our setting. We present the proof in detail, because the identification
of the limit process is different from the classical case.

Proposition 2.1. Assume (A1) – (A4). Let ((RM ,WM ))M∈N be any sequence of admissi-
ble relaxed controls for Equation (2.18), where (RM ,WM ) is defined on the filtered proba-
bility space (ΩM ,FM , (FM

t ),PM ). Let XM be a solution to Equation (2.18) under control
(RM ,WM ) with deterministic initial condition ϕM ∈ D0, and assume that (ϕM ) tends to
ϕ uniformly for some ϕ ∈ D0. For each M ∈ N, let τM be an (FM

t )-stopping time. Then
((XM , RM ,WM , τM ))M∈N is tight.

Denote by (X,R,W, τ) a limit point of the sequence ((XM , RM ,WM , τM ))M∈N. Define
a filtration by Ft := σ(X(s), R(s),W (s), τ1{τ≤t}, s ≤ t), t ≥ 0. Then W (.) is an (Ft)-
adapted Wiener process, τ is an (Ft)-stopping time, (R,W ) is an admissible relaxed control,
and X is a solution to Equation (2.18) under (R,W ) with initial condition ϕ.

Proof. Tightness of (XM ) follows from the Aldous criterion (cf. Billingsley, 1999: pp. 176-
179): given M ∈ N, any bounded (FM

t )-stopping time ν and δ > 0 we have

EM

(∣∣XM (ν + δ)−XM (ν)
∣∣2 ∣∣ FM

ν

)
≤ 2K2δ(δ + 1)

as a consequence of Assumption (A3) and the Itô isometry. Notice that XM (0) tends
to X(0) as M goes to infinity by hypothesis. The sequences (RM ) and (τM ) are tight,
because the value spaces R and [0,∞], respectively, are compact. The sequence (WM ) is
tight, since all WM induce the same measure. Finally, componentwise tightness implies
tightness of the product (cf. Billingsley, 1999: p. 65).

By abuse of notation, we do not distinguish between the convergent subsequence and the
original sequence and assume that ((XM , RM ,WM , τM )) converges weakly to (X,R,W, τ).
The random time τ is an (Ft)-stopping time by construction of the filtration. Likewise,
R is (Ft)-adapted by construction, and it is indeed a relaxed control process, because
R(Γ × [0, t]) = t, t ≥ 0, P-almost surely by weak convergence of the relaxed control
processes (RM ) to R. The process W has Wiener distribution and continuous paths with
probability one, being the limit of standard Wiener processes. To check that W is an
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(Ft)-Wiener process, we use the martingale problem characterization of Brownian motion.
To this end, for g ∈ Cc(Γ× [0,∞)), ρ ∈ R define the pairing

(g, ρ)(t) :=
∫

Γ×[0,t]
g(γ, s) dρ(γ, s), t ≥ 0.

Notice that real-valued continuous functions on R can be approximated by functions of
the form

R 3 ρ 7→ H̃
(
(gj , ρ)(ti), (i, j) ∈ Np × Nq

)
∈ R,

where p, q are natural numbers, {ti | i ∈ Np} ⊂ [0,∞), and H̃, gj , j ∈ Nq, are suitable
continuous functions with compact support and NN := {1, . . . , N} for any N ∈ N. Let
t ≥ 0, t1, . . . , tp ∈ [0, t], h ≥ 0, g1, . . . , gq be functions in Cc(Γ × [0,∞)), and H be a
continuous function of 2p + p ·q + 1 arguments with compact support. Since WM is an
(FM

t )-Wiener process for each M ∈ N, we have for all f ∈ C2
c(R)

EM

(
H
(
XM (ti), (gj , RM )(ti),WM (ti), τM1{τM≤t}, (i, j) ∈ Np × Nq

)
·
(
f
(
WM (t+ h)

)
− f

(
WM (t)

)
− 1

2

t+h∫
t

∂2f

∂x2

(
WM (s)

)
ds
))

= 0.

By the weak convergence of ((XM , RM ,WM , τM ))M∈N to (X,W,R, τ) we see that

E
(
H
(
X(ti), (gj , R)(ti),W (ti), τ1{τ≤t}, (i, j) ∈ Np × Nq

)
·
(
f
(
W (t+ h)

)
− f

(
W (t)

)
− 1

2

t+h∫
t

∂2f

∂x2

(
W (s)

)
ds
))

= 0

for all f ∈ C2
c(R). As H, p, q, ti, gj vary over all possibilities, the corresponding random

variables H(X(ti), (gj , R)(ti),W (ti), τ1{τ≤t}, (i, j) ∈ Np × Nq) induce the σ-algebra Ft.
Since t ≥ 0, h ≥ 0 were arbitrary, it follows that

f
(
W (t)

)
− f

(
W (0)

)
− 1

2

t∫
0

∂2f

∂x2

(
W (s)

)
ds, t ≥ 0,

is an (Ft)-martingale for every f ∈ C2
c(R). Consequently, W is an (Ft)-Wiener process.

It remains to show that X solves Equation (2.18) under control (R,W ) with initial
condition ϕ. Notice that X has continuous paths on [0,∞) P-almost surely, because the
process (X(t))t≥0 is the weak limit in D̃∞ of continuous processes. Fix T > 0. We have
to check that, P-almost surely,

X(t) = ϕ(0) +
∫ t

0

∫
Γ
b(Xs, γ) Ṙ(s, dγ) ds+

∫ t

0
σ(Xs) dW (s) for all t ∈ [0, T ].

By virtue of the Skorohod representation theorem (cf. Billingsley, 1999: p. 70) we may
assume that the processes (XM , RM ,WM ), M ∈ N, are all defined on the same probability
space (Ω,F ,P) as (X,R,W ) and that convergence of ((XM , RM ,WM )) to (X,R,W ) is
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P-almost sure. Since X, W have continuous paths on [0, T ] and (ϕM ) converges to ϕ in
the uniform topology, one finds Ω̃ ∈ F with P(Ω̃) = 1 such that for all ω ∈ Ω̃

sup
t∈[−r,T ]

∣∣XM (t)(ω)−X(t)(ω)
∣∣ M→∞−→ 0, sup

t∈[−r,T ]

∣∣WM (t)(ω)−W (t)(ω)
∣∣ M→∞−→ 0,

and also RM (ω) → R(ω) in R. Let ω ∈ Ω̃. We first show that∫ t

0

∫
Γ
b
(
XM
s (ω), γ

)
ṘM (s, dγ)(ω) ds M→∞−→

∫ t

0

∫
Γ
b
(
Xs(ω), γ

)
Ṙ(s, dγ)(ω) ds

uniformly in t ∈ [0, T ]. As a consequence of Assumption (A4), the uniform convergence of
the trajectories on [−r, T ] and property (2.5) of the relaxed controls, we have∫

Γ×[0,T ]

∣∣b(XM
s (ω), γ

)
− b
(
Xs(ω), γ

)∣∣ dRM (γ, s)(ω) M→∞→ 0.

By Assumption (A2), we find a countable set Aω ⊂ [0, T ] such that the mapping (γ, s) 7→
b(Xs(ω), γ) is continuous in all (γ, s) ∈ Γ × ([0, T ] \ Aω). Since Aω is countable we have
R(ω)(Γ×Aω) = 0. Hence, by the generalized mapping theorem (cf. Billingsley, 1999: p. 21),
we obtain for each t ∈ [0, T ]∫

Γ×[0,t]
b
(
Xs(ω), γ

)
dRM (γ, s)(ω) M→∞→

∫
Γ×[0,t]

b
(
Xs(ω), γ

)
dR(γ, s)(ω).

The convergence is again uniform in t ∈ [0, T ], as b is bounded and RM , M ∈ N, R are
all positive measures with mass T on Γ× [0, T ]. Define càdlàg processes CM , M ∈ N, on
[0,∞) by

CM (t) := ϕM (0) +
∫

Γ×[0,t]
b(XM

s , γ) dRM (γ, s), t ≥ 0,

and define C in analogy to CM with ϕ, R, X in place of ϕM , RM , XM , respectively. From
the above, we know that CM (t) → C(t) holds uniformly over t ∈ [0, T ] for any T > 0 with
probability one. Define operators FM : D̃∞ → D̃∞, M ∈ N, mapping càdlàg processes to
càdlàg processes by

FM (Y )(t)(ω) := σ

(
[−r, 0] 3 s 7→

{
Y (t+s)(ω) if t+s ≥ 0,

ϕM (t+s) else

)
, t ≥ 0, ω ∈ Ω,

and define F in the same way as FM with ϕM replaced by ϕ. Observe that XM solves

XM (t) = CM (t) +
∫ t

0
FM (XM )(s−) dWM (s), t ≥ 0.

Denote by (X̂(t))t≥0 the unique solution to

X̂(t) = C(t) +
∫ t

0
F (X̂)(s−) dW (s), t ≥ 0,

and set X̂(t) := ϕ(t) for t ∈ [−r, 0). Assumption (A4) and the uniform convergence of
(ϕM ) to ϕ imply that FM (X̂) converges to F (X̂) uniformly on compacts in probability
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(convergence in ucp). Theorem V.15 in Protter (2003: p. 265) yields that (XM ) converges
to X̂ in ucp, that is

sup
t∈[0,T ]

∣∣XM (t)− X̂(t)
∣∣ M→∞−→ 0 in probability P for any T > 0.

Therefore, X is indistinguishable from X̂. By definition of C and F , this implies that X̂
solves Equation (2.18) under control (R,W ) with initial condition ϕ, and so does X.

If the time horizon were deterministic, then the existence of optimal strategies in the
class of relaxed controls would be clear. Given an initial condition ϕ ∈ D0, one would
select a sequence ((RM ,WM ))M∈N such that (Ĵ(ϕ,RM )) converges to its infimum. By
Proposition 2.1, a suitable subsequence of ((RM ,WM )) and the associated solution pro-
cesses would converge weakly to (R,W ) and the associated solution to Equation (2.18).
Taking into account (2.19), the definition of the costs, this in turn would imply that Ĵ(ϕ, .)
attains its minimum value at R or, more precisely, at (X,R,W ).

A similar argument is still valid if the time horizon depends continuously on the paths
with probability one under every possible solution. That is to say, the mapping

τ̂ : D∞ → [0,∞], τ̂(ψ) := inf{t ≥ 0 | ψ(t) /∈ int(I)} ∧ T̄ ,(2.21)

is Skorohod continuous with probability one under the measure induced by any solution
Xϕ,R, R any relaxed control. This is indeed the case if the diffusion coefficient σ is bounded
away from zero as required by Assumption (A5), cf. Kushner and Dupuis (2001: pp. 277-
281).

By introducing relaxed controls, we have enlarged the class of possible strategies. The
infimum of the costs, however, remains the same for the new class. This is a consequence of
the fact that stochastic relaxed controls can be arbitrarily well approximated by piecewise
constant ordinary stochastic controls which attain only a finite number of different control
values. A proof of this assertion is given in Kushner (1990: pp. 59-60) in case the time
horizon is finite, and extended to the case of control up to an exit time in Kushner and
Dupuis (2001: pp. 282-286). Notice that nothing hinges on the presence or absence of delay
in the controlled dynamics. Let us summarize our findings.

Theorem 2.2. Assume (A1) – (A5). Given any deterministic initial condition ϕ ∈ D0,
the relaxed control problem determined by (2.18) and (2.19) possesses an optimal strategy,
and the minimal costs are the same as for the original control problem.

When reformulated along the lines of the example problem in Section 2.2, the relaxed
control problem determined by (2.18) and (2.19) is indeed a relaxation in the sense of
Definition 2.8 of the original control problem from Subsection 2.3.1.

2.3.3 Approximating chains

In order to construct finite-dimensional approximations to our control problem, we discre-
tise time and state space. In the non-delay case a random time grid permits simpler proofs.
Since in the delay case the segment process must be well approximated, a deterministic
grid is natural and preferable, but calls for proof techniques deviating from the classical
way adopted by Kushner and Dupuis (2001) or Kushner (2005).
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Denote by h > 0 the mesh size of an equidistant time discretisation starting at zero.
Let Sh :=

√
hZ be the corresponding state space, and set Ih := I ∩ Sh. Notice that Sh

is countable and Ih is finite. Let Λh : R → Sh be a round-off function. We will simplify
things even further by considering only mesh sizes h = r

M for some M ∈ N, where r is the
delay length. The number M will be referred to as discretisation degree.

The admissible strategies for the finite-dimensional control problems correspond to
piecewise constant processes in continuous time. A discrete-time process u = (u(n))n∈N0

on a stochastic basis (Ω,F , (Ft),P) with values in Γ is a discrete admissible control of
degree M if u takes on only finitely many different values in Γ and u(n) is Fnh-measurable
for all n ∈ N0. Denote by (ū(t))t≥0 the piecewise constant càdlàg interpolation to u on the
time grid. We call a discrete-time process (ξ(n))n∈{−M,...,0}∪N a discrete chain of degree M
if (ξ(n)) takes its values in Sh and ξ(n) is Fnh-measurable for all n ∈ N0. In analogy to ū,
write (ξ̄(t))t≥−r for the càdlàg interpolation to the discrete chain (ξ(n))n∈{−M,...,0}∪N. We
denote by ξ̄t the D0-valued segment of ξ̄(.) at time t ≥ 0.

Let ϕ ∈ D0 be a deterministic initial condition, and suppose we are given a sequence
of discrete admissible controls (uM )M∈N, that is uM is a discrete admissible control of
degree M on a stochastic basis (ΩM ,FM , (FM

t ),PM ) for each M ∈ N. In addition, sup-
pose that the sequence (ūM ) of interpolated discrete controls converges weakly to some
relaxed control R. We are then looking for a sequence approximating the solution X of
Equation (2.18) under control (R,W ) with initial condition ϕ, where the Wiener process
W has to be constructed from the approximating sequence.

Given M -step or extended Markov transition functions pM : SM+1
h × Γ × Sh → [0, 1],

M ∈ N, we define a sequence of approximating chains associated with ϕ and (uM ) as a
family (ξM )M∈N of processes such that ξM is a discrete chain of degree M defined on the
same stochastic basis as uM , provided the following conditions are fulfilled for h = hM := r

M

tending to zero:

(i) Initial condition: ξM (n) = Λh(ϕ(nh)) for all n ∈ {−M, . . . , 0}.

(ii) Extended Markov property: for all n ∈ N0, all x ∈ Sh

PM

(
ξM (n+1) = x

∣∣ FM
nh

)
= pM

(
ξM (n−M), . . . , ξM (n), uM (n), x

)
.

(iii) Local consistency with the drift coefficient:

µξM (n) := EM

(
ξM (n+1)− ξM (n)

∣∣ FM
nh

)
= h · b

(
ξ̄Mnh, u

M (n)
)

+ o(h) =: h · bh
(
ξ̄Mnh, u

M (n)
)
.

(iv) Local consistency with the diffusion coefficient:

EM

((
ξM (n+1)− ξM (n)− µξM (n)

)2∣∣ FM
nh

)
= h · σ2(ξ̄Mnh) + o(h) =: h · σ2

h(ξ̄
M
nh).

(v) Jump heights: there is a positive number Ñ , independent of M , such that

sup
n
|ξM (n+ 1)− ξM (n)| ≤ Ñ

√
hM .
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It is straightforward, under Assumptions (A3) and (A5), to construct a sequence of ex-
tended Markov transition functions such that the jump height and the local consistency
conditions can be fulfilled. Assuming that the bounding constant K from (A3) is a natural
number, we may define the functions pM for all M ∈ N big enough by, for example,

pM (Z(−M), . . . , Z(0), γ, x) :=



1
2K2σ(Z̄) +

√
h

2K b(Z̄, γ), if x = Z(0) +K
√
h,

1
2K2σ(Z̄)−

√
h

2K b(Z̄, γ), if x = Z(0)−K
√
h,

1− 1
K2σ(Z̄) if x = Z(0)

0 else,

where h = hM , Z = (Z(−M), . . . , Z(0)) ∈ SM+1
h , γ ∈ Γ, x ∈ Sh, and Z̄ ∈ D0 is the

piecewise constant interpolation associated with Z. The family (pM ) as just defined, in
turn, is all we need in order to construct a sequence of approximating chains associated
with any given ϕ, (uM ).

We will represent the interpolation ξ̄M as a solution to an equation corresponding
to Equation (2.12) with control process ūM and initial condition ϕM , where ϕM is the
piecewise constant Sh-valued càdlàg interpolation to ϕ, that is ϕM = ξ̄M0 . Define the
discrete process (LM (n))n∈N0 by LM (0) := 0 and

ξM (n) = ϕM (0) +
n−1∑
i=0

h · bh
(
ξ̄Mih , u

M (i)
)

+ LM (n), n ∈ N.

Observe that LM is a martingale in discrete time with respect to the filtration (FM
nh).

Setting

εM1 (t) :=
b t

h
c−1∑
i=0

h · bh
(
ξ̄Mih , ū

M (ih)
)
−
∫ t

0
b
(
ξ̄Ms , ū

M (s)
)
ds, t ≥ 0,

the interpolated process ξ̄M can be represented as solution to

ξ̄M (t) = ϕM (0) +
∫ t

0
b
(
ξ̄Ms , ū

M (s)
)
ds + LM (b thc) + εM1 (t), t ≥ 0.

With T > 0, we have for the error term

EM

(
supt∈[0,T ]

∣∣εM1 (t)
∣∣) ≤

bT
h
c−1∑
i=0

hEM

(∣∣bh(ξ̄Mih , uM (i)
)
− b
(
ξ̄Mih , u

M (i)
)∣∣) + K · h

+
∫ hbT

h
c

0
EM

(∣∣b(ξ̄Mhb s
h
c, ū

M (s)
)
− b
(
ξ̄Ms , ū

M (s)
)∣∣) ds,

which tends to zero as M goes to infinity by Assumptions (A2), (A3), dominated conver-
gence and the defining properties of (ξM ). Moreover, |εM1 (t)| is bounded by 2K ·T for all
t ∈ [0, T ] and all M big enough, whence also

EM

(
supt∈[0,T ]

∣∣εM1 (t)
∣∣2) M→∞−→ 0.
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The discrete-time martingale LM can be rewritten as a discrete stochastic integral. Define
(WM (n))n∈N0 by setting WM (0) := 0 and

WM (n) :=
n−1∑
i=0

1
σ(ξ̄Mih )

(
LM (i+1)− LM (i)

)
, n ∈ N.

Using the piecewise constant interpolation W̄M of WM , the process ξ̄M can be expressed
as the solution to
(2.22)

ξ̄M (t) = ϕM (0) +
∫ t

0
b
(
ξ̄Ms , ū

M (s)
)
ds +

∫ t

0
σ
(
ξ̄M
hb s−

h
c

)
dW̄M (s) + εM2 (t), t ≥ 0,

where the error terms (εM2 ) converge to zero as (εM1 ) before.
We are now prepared for the convergence result, which should be compared to Theorem

10.4.1 in Kushner and Dupuis (2001: p. 290). The proof is similar to that of Proposition 2.1.
We merely point out the main differences.

Proposition 2.2. Assume (A1) – (A5). For each M ∈ N, let τM be a stopping time with
respect to the filtration generated by (ξ̄M (s), ūM (s), W̄M (s), s ≤ t). Let RM denote the
relaxed control representation of ūM . Suppose (ϕM ) converges to the initial condition ϕ

uniformly on [−r, 0]. Then ((ξ̄M , RM , W̄M , τM ))M∈N is tight.
For a limit point (X,R,W, τ) set Ft := σ

(
X(s), R(s),W (s), τ1{τ≤t}, s ≤ t

)
, t ≥ 0.

Then W is an (Ft)-adapted Wiener process, τ is an (Ft)-stopping time, (R,W ) is an
admissible relaxed control, and X is a solution to Equation (2.18) under (R,W ) with initial
condition ϕ.

Proof. The main differences in the proof are establishing the tightness of (W̄M ) and the
identification of the limit points. We calculate the order of convergence for the discrete-time
previsible quadratic variations of (WM ):

〈WM 〉n =
n−1∑
i=0

E
(
(WM (i+1)−WM (i))2

∣∣ FM
ih

)
= nh + o(h)

n−1∑
i=0

1
σ2(ξ̃Mih )

for all M ∈ N, n ∈ N0. Taking into account Assumption (A5) and the definition of the
time-continuous processes W̄M , we see that 〈W̄M 〉 tends to Id[0,∞) in probability uniformly
on compact time intervals. By Theorem VIII.3.11 of Jacod and Shiryaev (1987: p. 432) we
conclude that (W̄M ) converges weakly in D̃∞ to a standard Wiener process W . That W
has independent increments with respect to the filtration (Ft) can be seen by considering
the first and second conditional moments of the increments of WM for each M ∈ N and
applying the conditions on local consistency and the jump heights of (ξM ).

Suppose ((ξ̄M , RM , W̄M )) is weakly convergent with limit point (X,R,W ). The re-
maining different part is the identification of X as a solution to Equation (2.18) under the
relaxed control (R,W ) with initial condition ϕ. Notice that X is continuous on [0,∞)
because of the condition on the jump heights of (ξM ), cf. Theorem 3.10.2 in Ethier and
Kurtz (1986: p. 148). Let us define càdlàg processes CM , C on [0,∞) by

CM (t) := ϕM (0) +
∫ t

0
b
(
ξ̄Ms , ū

M (s)
)
ds + εM2 (t), t ≥ 0,

C(t) := ϕ(0) +
∫

Γ×[0,t]
b(Xs, γ) dR(s, γ), t ≥ 0.
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Then C, CM are bounded on compact time intervals uniformly in M ∈ N. Invoking
Skorohod’s representation theorem, one establishes weak convergence of (CM ) to C as in
the proof of Proposition 2.1.

The sequence (W̄M ) is of uniformly controlled variations, hence a good sequence of in-
tegrators in the sense of Kurtz and Protter (1991), because the jump heights are uniformly
bounded and W̄M is a martingale for each M ∈ N. We have weak convergence of (W̄M )
to W . The results in Kurtz and Protter (1991) guarantee weak convergence of the cor-
responding adapted quadratic variation processes, that is ([W̄M , W̄M ]) converges weakly
to [W,W ] in D̃∞ = DR([0,∞)), where the square brackets indicate the adapted quadratic
(co-)variation. Convergence also holds for the sequence of process pairs (W̄M , [W̄M , W̄M ])
in DR2([0,∞)), see Theorem 36 in Kurtz and Protter (2004).

We now know that each of the sequences (ξ̄M ), (CM ), (W̄M ), ([W̄M , W̄M ]) is weakly
convergent in DR([0,∞)). Actually, we have weak convergence for the sequence of process
quadruples (ξ̄M , CM , W̄M , [W̄M , W̄M ]) in DR4([0,∞)). To see this, notice that each of the
sequences (ξ̄M +CM ), (ξ̄M +W̄M ), (ξ̄M +[W̄M , W̄M ]), (CM +W̄M ), (CM +[W̄M , W̄M ]),
and (W̄M + [W̄M , W̄M ]) is tight in DR([0,∞)), because the limit processes C, X, W , and
[W,W ] = Id[0,∞) are all continuous on [0,∞). According to Problem 22 in Ethier and
Kurtz (1986: p. 153) this implies tightness of the quadruple sequence in DR4([0,∞)). Since
the four component sequences are all weakly convergent, the four-dimensional sequence
must have a unique limit point, namely (X,C,W, [W,W ]). By virtue of Skorohod’s the-
orem, we may again work under P-almost sure convergence. Since C, X, W , [W,W ] are
all continuous, it follows that CM → C, ξ̄M → X, W̄M → W , [W̄M , W̄M ] → [W,W ]
uniformly on compact subintervals of [0,∞) with probability one.

Define the mapping F : D0 × D̃∞ → D̃∞ by

F (ϕ, x)(t) := σ

(
[−r, 0] 3 s 7→

{
x(t+s) if t+s ≥ 0,

ϕ(t+s) else

)
, t ≥ 0.

For M ∈ N, let FM be the mapping from D̃∞ to D̃∞ given by FM (x) := F (ϕM , x). Let
HM : D̃∞ → D̃∞ be the càdlàg interpolation operator of degree M , that is HM (x) is the
piecewise constant càdlàg interpolation to x ∈ D̃∞ along the time grid of mesh size r

M

starting at zero. Define F̄M : D̃∞ → D̃∞ by

F̄M (x)(t) := F
(
ϕM ,HM (x)

)(
btcM

)
, t ≥ 0,

where btcM := r
M b

M
r tc. If ψ ∈ D∞, we will take FM (ψ), F̄M (ψ) and F (ψ) to equal FM (x),

F̄M (x) and F (ϕ, x), respectively, where x is the restriction of ψ to [0,∞). Equation (2.22)
translates to

ξ̄M (t) = CM (t) +
∫ t

0
F̄M (ξ̄M )(s−)dW̄M (s), t ≥ 0.

Let ξ̂ be the unique càdlàg process solving

ξ̂(s) = ϕ(s), s ∈ [−r, 0), ξ̂(t) = C(t) +
∫ t

0
F (ξ̂)(s−)dW (s), t ≥ 0.

Fix T > 0. Since ξ̄M converges to X as M goes to infinity uniformly on compacts with
probability one, it is enough to show that

(∗) E
(

sup
t∈[−r,T ]

∣∣ξ̂(t)− ξ̄M (t)
∣∣2) M→∞−→ 0.
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First observe that

E
(

sup
t∈[0,T ]

∣∣C(t)− CM (t)
∣∣2) M→∞−→ 0, sup

t∈[−r,0)

∣∣ξ̂(t)− ξ̄M (t)
∣∣2 M→∞−→ 0,

because C is uniformly bounded on compact time intervals and ϕ is càdlàg and continuous
on [−r, 0). Given ε > 0, by Lemma 2.1 in Section 2.3.5 and by Gronwall’s lemma we find
that there is a positive number M0 = M0(ε) such that for all M ≥M0

E
(

sup
t∈[0,T ]

∣∣∣∫ t

0
F (ξ̂)(s−)dW (s)−

∫ t

0
F̄M (ξ̄M )(s−)dW̄M (s)

∣∣∣2) ≤ 76Tε(K2+1) exp
(
4K2

LT
)
.

This yields (∗) and the assertion follows.

If we consider approximations along all equidistant partitions of [−r, 0], then the hy-
pothesis about the uniform convergence of the initial conditions implies that ϕ must be
continuous on [−r, 0]\{0}. In case ϕ has jumps at positions locatable on one of the equidis-
tant partitions, the convergence results continue to hold when we restrict to a sequence of
refining partitions.

2.3.4 Convergence of the minimal costs

The objective behind the introduction of sequences of approximating chains was to obtain
a device for approximating the value function V of the original problem. At this point we
define, for each discretisation degreeM ∈ N, a discrete control problem with cost functional
JM so that JM is an approximation of the cost functional J of the original problem in
the following sense: Given a suitable initial segment ϕ ∈ D0 and a sequence of discrete
admissible controls (uM ) such that (ūM ) weakly converges to a relaxed control R, we have
J(ϕ, uM ) → Ĵ(ϕ,R) as M tends to infinity. Under the assumptions introduced above,
it will follow that also the value functions associated with the discrete cost functionals
converge to the value function of the original problem.

Fix M ∈ N, and set h := r
M . Denote by UMad the set of discrete admissible controls of

degree M . Define the cost functional of degree M by

(2.23) JM
(
ϕ, u

)
:= E

(
Nh−1∑
n=0

exp(−βnh) · k
(
ξ(n), u(n)

)
· h + g

(
ξ(Nh)

))
,

where ϕ ∈ D0, u ∈ UMad is defined on the stochastic basis (Ω,F , (Ft),P) and (ξ(n)) is a
discrete chain of degree M defined according to pM and u with initial condition ϕ. The
discrete exit time step Nh is given by

(2.24) Nh := min{n ∈ N0 | ξ(n) /∈ Ih} ∧ b T̄h c.

Denote by τ̄M := h · Nh the exit time for the corresponding interpolated processes. The
value function of degree M is defined as

(2.25) VM (ϕ) := inf
{
JM
(
ϕ, u

) ∣∣ u ∈ UMad}, ϕ ∈ D0.

We are now in a position to state the result about convergence of the minimal costs.
Proposition 2.3 and Theorem 2.3 are comparable to Theorems 10.5.1 and 10.5.2 in Kushner
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and Dupuis (2001: pp. 292-295). Let us suppose that the initial condition ϕ ∈ D0 and the
sequence of partitions of [−r, 0] are such that the discretised initial conditions converge to
ϕ uniformly on [−r, 0].

Proposition 2.3. Assume (A1) – (A5). If the sequence (ξ̄M , ūM , W̄M , τ̄M ) of interpolated
processes converges weakly to a limit point (X,R,W, τ), then X is a solution to Equa-
tion (2.18) under relaxed control (R,W ) with initial condition ϕ, τ is the exit time for X
as given by (2.15), and we have

JM (ϕ, uM ) M→∞−→ Ĵ(ϕ,R).

Proof. The convergence assertion for the costs is a consequence of Proposition 2.2, the
fact that, by virtue of Assumption (A5), the exit time τ̂ defined in (2.21) is Skorohod-
continuous, and the definition of JM and J (or Ĵ).

Theorem 2.3. Assume (A1) – (A5). Then we have limM→∞ VM (ϕ) = V (ϕ).

Proof. First notice that lim infM→∞ VM (ϕ) ≥ V (ϕ) as a consequence of Propositions 2.2
and 2.3. In order to show lim supM→∞ VM (ϕ) ≤ V (ϕ) choose a relaxed control (R,W )
so that Ĵ(ϕ,R) = V (ϕ) according to Proposition 2.1. Given ε > 0, one can construct
a sequence of discrete admissible controls (uM ) such that ((ξ̄M , ūM , W̄M , τ̄M )) is weakly
convergent, where (ξ̄M ), (W̄M ), (τ̄M ) are constructed as above, and

lim sup
M→∞

|JM (ϕ, uM )− Ĵ(ϕ,R)| ≤ ε.

The existence of such a sequence of discrete admissible controls is guaranteed, cf. the
discussion at the end of Subsection 2.3.2. By definition, VM (ϕ) ≤ JM (ϕ, uM ) for each
M ∈ N. Using Proposition 2.3 we find that

lim sup
M→∞

VM (ϕ) ≤ lim sup
M→∞

JM (ϕ, uM ) ≤ V (ϕ) + ε,

and since ε was arbitrary, the assertion follows.

The assertion of Theorem 2.3 corresponds to the convergence statement of Theorem 2.1
in Subsection 2.2.2. Let us check whether the hypotheses of Theorem 2.1 are satisfied.

Hypothesis (H1) is met since the cost functional Ĵ given by (2.19) may be regarded as
a mapping D0×B(D∞×R× D̃∞× [0,∞]) → (−∞,∞), which is continuous with respect
to the topology of weak convergence on the second component and uniform convergence
on D0. Hypothesis (H2) is satisfied because of (2.23), the definition of the discrete cost
functionals. Hypothesis (H4) is a consequence of the first part of Proposition 2.2 and the
compactness of the space of relaxed control processes. Hypothesis (H5) follows from the
second part of Proposition 2.2.

Lastly, Hypothesis (H3), which we have skipped so far, is implied by Proposition 2.3
and the fact that continuous-time relaxed control processes can be approximated (in the
sense of weak convergence) by ordinary control processes which are piecewise constant on
uniform grids of mesh size 1

M . A different criterion for the approximation of continuous-
time strategies will be applied in Chapter 3. There, not only the drift coefficient of the
state equation, but also the diffusion coefficient may be controlled.
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2.3.5 An auxiliary result

The proof of the following lemma makes use of standard techniques. In the context of
approximation of SDDEs, it should be compared to Section 7 in Mao (2003).

Lemma 2.1. In the notation and under the assumptions of Proposition 2.2, it holds that
for every ε > 0 there is M0 ∈ N such that for all M ≥M0,

E
(

sup
t∈[0,T ]

∣∣∫ t

0
F (ξ̂)(s−)dW (s)−

∫ t

0
F̄M (ξ̄M )(s−)dW̄M (s)

∣∣2)

≤ 4K2
L

∫ T

0
E
(

sup
t∈[−r,s]

∣∣ξ̂(t)− ξ̄M (t)
∣∣2) ds + 76Tε(K2 + 1).

Proof. Clearly,

E
(

sup
t∈[0,T ]

∣∣∫ t

0
F (ξ̂)(s−)dW (s)−

∫ t

0
F̄M (ξ̄M )(s−)dW̄M (s)

∣∣2)
≤ 2E

(
sup
t∈[0,T ]

∣∣∫ t

0
F (ξ̂)(s−)dW (s)−

∫ t

0
F̄M (ξ̄M )(s−)dW (s)

∣∣2)
+ 2E

(
sup
t∈[0,T ]

∣∣∫ t

0
F̄M (ξ̄M )(s−)dW (s)−

∫ t

0
F̄M (ξ̄M )(s−)dW̄M (s)

∣∣2)
(2.26)

Using Doob’s maximal inequality, Itô’s isometry, Fubini’s theorem and Assumption (A4),
for the first expectation on the right hand side of (2.26) we obtain the estimate

E
(

sup
t∈[0,T ]

∣∣∫ t

0
F (ξ̂)(s−)dW (s)−

∫ t

0
F̄M (ξ̄M )(s−)dW (s)

∣∣2)

≤ 4
∫ T

0
E
(∣∣F (ξ̂)(s)− F̄M (ξ̄M )(s)

∣∣2) ds
≤ 4K2

L

∫ T

0
E
(

sup
t∈[−r,s]

∣∣ξ̂(t)− ξ̄M (t)
∣∣2) ds.

(2.27)

Fix any N ∈ N. The second expectation on the right hand side of (2.26) splits up into
three terms according to

E
(

sup
t∈[0,T ]

∣∣∫ t

0
F̄M (ξ̄M )(s−)dW (s)−

∫ t

0
F̄M (ξ̄M )(s−)dW̄M (s)

∣∣2)
≤ 4E

(
sup
t∈[0,T ]

∣∣∫ t

0
F̄M (ξ̄M )(s−)dW (s)−

∫ t

0
F̄N (ξ̄M )(s−)dW (s)

∣∣2)
+ 4E

(
sup
t∈[0,T ]

∣∣∫ t

0
F̄N (ξ̄M )(s−)dW (s)−

∫ t

0
F̄N (ξ̄M )(s−)dW̄M (s)

∣∣2)
+ 4E

(
sup
t∈[0,T ]

∣∣∫ t

0
F̄N (ξ̄M )(s−)dW̄M (s)−

∫ t

0
F̄M (ξ̄M )(s−)dW̄M (s)

∣∣2).

(2.28)

Again using Doob’s maximal inequality and a generalized version of Itô’s isometry (cf.
Protter, 2003: pp. 73-77), for the first and third expectation on the right hand side of
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Inequality (2.28) we obtain

E
(

sup
t∈[0,T ]

∣∣∫ t

0
F̄M (ξ̄M )(s−)dW (s)−

∫ t

0
F̄N (ξ̄M )(s−)dW (s)

∣∣2)

≤ 4E
(∫ T

0

∣∣F̄M (ξ̄M )(s)− F̄N (ξ̄M )(s)
∣∣2 ds)(2.29)

and

E
(

sup
t∈[0,T ]

∣∣∫ t

0
F̄N (ξ̄M )(s−)dW̄M (s)−

∫ t

0
F̄M (ξ̄M )(s−)dW̄M (s)

∣∣2)

≤ 4E
(∫ T

0

∣∣F̄M (ξ̄M )(s−)− F̄N (ξ̄M )(s−)
∣∣2 d[W̄M , W̄M

]
(s)
)
.

(2.30)

Notice that, path-by-path, we have∫ T

0

∣∣F̄M (ξ̄M )(s−)− F̄N (ξ̄M )(s−)
∣∣2 d[W̄M , W̄M

]
(s)

≤
bMr T c∑
i=0

∣∣F̄M (ξ̄M )
(
r
M i
)
− F̄N (ξ̄M )

(
r
M i
)∣∣2 · ([W̄M , W̄M

](
r
M (i+1)

)
− [W̄M , W̄M

](
r
M i
))
.

In order to estimate the second expectation on the right hand side of (2.28), observe that,
P-almost surely, for all t ∈ [0, T ]∫ t

0
F̄N (ξ̄M )(s−)dW (s) = F̄N (ξ̄M )

(
btcN

)
·
(
W (t)−W

(
btcN

))

+
bNr tc−1∑
i=0

F̄N (ξ̄M )
(
r
N i
)
·
(
W
(
r
N (i+1)

)
−W

(
r
N i
))
,

as FN (ξ̄M ) is piecewise constant on the grid of mesh size r
N . On the other hand,∫ t

0
F̄N (ξ̄M )(s−)dW̄M (s) = F̄N (ξ̄M )

(
btcN

)
·
(
W̄M (t)− W̄M

(
btcN

))

+
bNr tc−1∑
i=0

F̄N (ξ̄M )
(
r
N i
)
·
(
W̄M

(
r
N (i+1)

)
− W̄M

(
r
N i
))
.

By Assumption (A3), |σ| is bounded by a constant K, hence

∣∣∫ t

0
F̄N (ξ̄M )(s−)dW (s)−

∫ t

0
F̄N (ξ̄M )(s−)dW̄M (s)

∣∣
≤ 2KbNr tc · sup

s∈[0,t]
|W (s)− W̄M (s)| ≤ 2KN

r T · sup
s∈[0,T ]

|W (s)− W̄M (s)|.

Bounded convergence yields for each fixed N ∈ N

(2.31) E
(

sup
t∈[0,T ]

∣∣∫ t

0
F̄N (ξ̄M )(s−)dW (s)−

∫ t

0
F̄N (ξ̄M )(s−)dW̄M (s)

∣∣2) M→∞−→ 0.
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Let x, y ∈ D̃∞. By Assumption (A4) we have for all t ∈ [0, T ]∣∣F̄N (y)(t)− F (ϕ, x)(t)
∣∣ =

∣∣F (ϕN ,HN (y)
)
(btcN )− F (ϕ, x)(t)

∣∣
≤ KL · sup

s∈[−r,0)

∣∣ϕN (s)− ϕ(s)
∣∣ + KL · sup

s∈[0,T ]

∣∣HN (y)(s)− x(s)
∣∣

+
∣∣F (ϕ, x)

(
btcN

)
− F (ϕ, x)(t)

∣∣.
By Assumption (A1), the map [0, T ] 3 t 7→ F (ϕ, x)(t) is càdlàg, whence it has only finitely
many jumps larger than any given positive lower bound. Thus, given ε > 0, there is a
finite subset A = A(ε, T, ϕ, x) ⊂ [0, T ] such that

lim sup
N→∞

∣∣F (ϕ, x)
(
btcN

)
− F (ϕ, x)(t)

∣∣ ≤ ε for all t ∈ [0, T ] \A.

Moreover, the convergence is uniform in the following sense (cf. Billingsley, 1999): We can
choose the finite set A in such a way that there is N0 = N0(ε, T, ϕ, x) ∈ N so that∣∣F (ϕ, x)

(
btcN

)
− F (ϕ, x)(t)

∣∣ ≤ 2ε for all t ∈ [0, T ] \A, N ≥ N0.

Given ε > 0, we therefore find N ∈ N and an event Ω̃ with P(Ω̃) ≥ 1−ε so that for
each ω ∈ Ω̃ there is a finite subset Aω ⊂ [0, T ] with #Aω ≤ Nε and such that for all
t ∈ [0, T ] \Aω and all M ≥ N we have∣∣F̄M(ξ̄M (ω)

)
(t)− F

(
X(ω)

)
(t)
∣∣2 +

∣∣F̄N(ξ̄M (ω)
)
(t)− F

(
X(ω)

)
(t)
∣∣2 ≤ ε.

The expression on the right hand side of (2.29) is then bounded from above by 9Tε(K2+1).
For M big enough, also the expression on the right hand side of (2.30) is smaller than
9Tε(K2 + 1), and the expectation in (2.31) is smaller than Tε.

2.4 Discussion

Kushner’s method applies to approximation schemes which replace a given optimal control
problem, usually one over continuous time and with continuous state space, by a sequence of
approximating control problems, usually defined for discrete time and discrete state space.
When the dynamics of the original problem are described by some kind of deterministic
or stochastic differential equation, conditions of local consistency indicate how to choose
the dynamics of the approximating problems in a consistent way; that is, in such a way
that the associated value functions converge to the value function of the original problem.
Local consistency is easy to check when the dynamics are discretised according to some
finite differences scheme.

A crucial assumption on the original problem is that the space of control actions is
compact. This assumption is less restrictive than it might appear insofar as, in actual
numerical computations, optimisation is often performed only with respect to a finite set
of control actions; see, for example, the appendix by M. Falcone in Bardi and Capuzzo
Dolcetta (1997). However, for the proof of convergence to work, compactness of the space of
control actions must carry over to the space of admissible strategies; at least, compactness
for sequences of solutions must hold as required by Hypothesis (H4) of Theorem 2.1, the
abstract convergence result.
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In the case of dynamics described by a stochastic differential equation, compactness
of the space of strategies is achieved by introducing relaxed control processes in a way
analogous to the deterministic case provided the diffusion coefficient is independent of the
control. This is the case for the control problems of Section 2.3, for instance. When
also the diffusion coefficient depends on the control, the situation gets more complicated.
Martingale measures on the space of control actions may be introduced to obtain the
desired compactness of the space of strategies, see Kushner and Dupuis (2001: Ch. 13).

As far as the structure of the control problem that has to be approximated is concerned,
the Markov chain method is extremely general. This was demonstrated in Section 2.2,
where we set up an abstract framework which encompasses quite arbitrary optimal control
problems. The generality of the approach is also its limitation. In particular, it is not clear
how to obtain a priori bounds on the approximation error, in addition to convergence.

A priori bounds on the discretisation error are important for several reasons. Error
bounds provide an assurance – though usually over-pessimistic – about the accuracy of
the approximations relative to the original problem. They also allow to compare different
schemes for the same class of problems; or they may serve as a benchmark for new schemes.
Lastly, they give an indication of the computational resources required for solving the
discretised problems.

In Chapter 3, we will change attitude and develop a more specific scheme for the
approximation of control problems with delay, exploiting, in particular, the additivity of
the minimal costs as expressed by the Principle of Dynamic Programming. We will obtain
bounds on the error for the discretisation in time. Questions of computational requirements
and complexity for the solution of the resulting semi-discrete problems will be discussed.
The idea, also present in Kushner’s method, to discretise a continuous-time control problem
by constructing a sequence of approximating problems will be retained.



Chapter 3

Two-step time discretisation and
error bounds

In this chapter, we study a semi-discretisation scheme for stochastic systems with delay.
Material of this chapter appears in Fischer and Nappo (2007). The control problems to
be approximated are characterised as follows: The system dynamics are given by a multi-
dimensional controlled stochastic functional differential equation with bounded memory
driven by a Wiener process. The driving noise process and the state process may have
different dimensions. The optimal control problem itself is, in general, infinite-dimensional
in the sense that the associated value function lives on an infinite-dimensional function
space. There will be no need to assume ellipticity of the diffusion matrix so that determin-
istic control problems are included as special cases. The performance criterion is a cost
functional of evolutional type over a finite deterministic time horizon. For simplicity, there
will be neither state constraints nor state-dependent control constraints.

Our scheme is based on a time discretisation of Euler-Maruyama type and yields a
sequence of finite-dimensional optimal control problems in discrete time. Here, as in Chap-
ter 2, we follow the approach where a given control problem is approximated by a sequence
of control problems which are easier to solve numerically – or solvable at all. Under quite
natural assumptions, we obtain upper bounds on the discretisation error – or worst-case
estimates for the rate of convergence – in terms of differences in supremum norm between
the value functions corresponding to the original control problem and the approximating
control problems, respectively.

The approximation of the original control problem is carried out in two steps. The
idea is to separate the discretisation of the dynamics from that of the strategies. The
dynamics are discretised first. By “freezing” the dynamics, the problem of approximating
the strategies is reduced to the finite-dimensional “constant coefficients” case and results
available in the literature can be applied. Notice that the state processes always have a
certain time regularity (they are Hölder continuous like typical trajectories of Brownian
motion), while the strategies need not have any regularity in time besides being measurable.

The first discretisation step consists in constructing a sequence of control problems
whose coefficients are piecewise constant in both the time and the segment variable. The
admissible strategies are the same as those of the original problem. We obtain a rate of
convergence for the controlled state processes, which is uniform in the strategies, thanks to
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the fact that the modulus of continuity of Itô diffusions with bounded coefficients has finite
moments of all orders. This result can be found in Słomiński (2001), cf. Appendix A.2
below. The convergence rate for the controlled processes carries over to the approximation
of the corresponding value functions.

The second discretisation step consists in approximating the original strategies by con-
trol processes which are piecewise constant on a sub-grid of the time grid introduced in
the first step. A main ingredient in the derivation of an error bound is the Principle of
Dynamic Programming (PDP) or, as it is also known, Bellman’s Principle of Optimality.
The validity of the PDP for the “non-Markovian” dynamics at hand is proved in Larssen
(2002), cf. Appendix A.1 below. A version of the PDP for controlled diffusions with time
delay is also proved in Gihman and Skorokhod (1979: Ch. 3); there are differences, though,
in the formulation of the control problem.

We apply the PDP to obtain a global error bound from an estimate of the local trun-
cation error. The fact that the value functions of the approximating problems from the
first step are Lipschitz continuous under the supremum norm guarantees stability of the
method. This way of error localisation and, in particular, the use of the PDP are adapted
from Falcone and Ferretti (1994) and Falcone and Rosace (1996), who study deterministic
optimal control problems with and without delay. Their proof technique is not confined
to such simple approximation schemes as we adopt here; it extends the usual convergence
analysis of finite difference methods for initial-boundary value problems, cf. Section 5.3 in
Atkinson and Han (2001), for example.

To estimate the local truncation error we only need an error bound for the approxima-
tion by piecewise constant strategies of finite-dimensional control problems with “constant
coefficients”; that is, the cost rate and the coefficients of the state equation are functions of
the control variable only. Such a result is provided by a stochastic mean value theorem due
to Krylov (2001). When the space of control actions is finite and the diffusion coefficient is
not directly controlled, it is possible to derive an analogous result with an error bound of
higher order, namely of order h1/2 instead of h1/4, where h is the length of the time step.
When the control problem is deterministic, the error bound is at least of order h1/2; it is
of order h if, in addition, the space of control actions is finite. In Appendix A.3, we state
a reduced version of Krylov’s theorem and provide a detailed proof. The more elementary
error bounds for special cases are also given.

In a final step, we put together the two error estimates to obtain bounds on the total
approximation error. The error bound in the most general case is of order nearly h1/12

with h the length of the time step, see Theorem 3.4 in Section 3.4. To the best of our
knowledge, this is the first result on the speed of convergence of a time-discretisation
scheme for controlled stochastic systems with delay. We do not expect our worst-case
estimates to be optimal; in any case, they may serve as benchmarks on the way towards
sharp error bounds. Moreover, the scheme’s special structure can be exploited so that
the computational requirements are lower than what might be expected by looking at the
order of the error bound.

In the finite-dimensional setting, our two-step time-discretisation procedure allows to
get from the case of “constant coefficients” to the case of general coefficients, even though
it yields a worse rate of convergence in comparison with the results cited in Section 1.3,
namely 1

12 instead of 1
6 and 1

10 , respectively. This is the price we pay for separating



3.1. THE ORIGINAL CONTROL PROBLEM 53

the approximation of the dynamics from that of the strategies. On the other hand, it
is this separation that enables us to reduce the problem of strategy approximation to an
elementary form. Observe that certain techniques like mollification of the value function
employed in the works cited above are not available, because the space of initial values is
not locally compact.

Our procedure also allows to estimate the error incurred when using strategies which are
nearly optimal for the approximating problems with the dynamics of the original problem.
This would be the way to apply the approximation scheme in many practically relevant
situations. However, this method of nearly optimally controlling the original system is
viable only if the available information includes perfect samples of the underlying noise
process. The question is more complicated when information is restricted to samples of
the state process.

In Section 3.1, the original control problem is described in detail. The dynamics of
the original control problem are discretised in Section 3.2. The second discretisation step,
based on the PDP and local error bounds for the approximation of the original strategies,
is carried out in Section 3.3. In Section 3.4, bounds on the overall discretisation error are
derived. In Section 3.5, a procedure for solving the resulting finite-dimensional problems
is outlined. Section 3.6 contains some concluding remarks and open questions.

3.1 The original control problem

The dynamics of the control problems we want to approximate are described by a controlled
d-dimensional stochastic delay (or functional) differential equation driven by a Wiener
process. Both the drift and the diffusion coefficient may depend on the solution’s history
a certain amount of time into the past. The delay length gives a bound on the maximal
time the system is allowed to look back into the past; as before, we take it to be a finite
deterministic time r > 0. For simplicity, we restrict attention to control problems with
finite and deterministic time horizon. The performance of the admissible control processes
or strategies will be measured in terms of a cost functional of evolutional type.

Recall that, in general, the solution process of an SDDE does not enjoy the Markov
property, while the segment process associated with that solution does. For an Rd-valued
stochastic process (X(t))t≥−r living on (Ω,F ,P), we denote by (Xt)t≥0 the associated
segment process of delay length r. Thus, for any t ≥ 0, any ω ∈ Ω, Xt(ω) is the function
[−r, 0] 3 s 7→ X(t+ s, ω) ∈ Rd. If the original process (X(t))t≥−r has continuous trajecto-
ries, then (Xt)t≥0 is a stochastic process taking its values in C := C([−r, 0],Rd), the space
of all Rd-valued continuous functions on the interval [−r, 0]. The space C comes equipped
with the supremum norm, written ‖.‖, induced by the standard norm on Rd.

Let (Γ, ρ) be a complete and separable metric space, the set of control actions. We
first state our control problem in the weak Wiener formulation, cf. Larssen (2002) and
Yong and Zhou (1999: pp. 176-177). This is to justify our use of the Principle of Dynamic
Programming. In subsequent sections we will only need the strong formulation.

Definition 3.1. A Wiener basis of dimension d1 is a triple ((Ω,P,F), (Ft),W ) such that

(i) (Ω,F ,P) is a complete probability space carrying a standard d1-dimensional Wiener
process W ,
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(ii) (Ft) is the completion by the P-null sets of F of the filtration induced by W .

A Wiener control basis is a quadruple ((Ω,P,F), (Ft),W, u) such that ((Ω,P,F), (Ft),W )
is a Wiener basis and u : [0,∞)×Ω → Γ is progressively measurable with respect to (Ft).
The (Ft)-progressively measurable process u is called a control process. Write UW for the
set of all Wiener control bases.

By abuse of notation, we will often hide the stochastic basis involved in the definition
of a Wiener control basis; thus, we may write (W,u) ∈ UW meaning that W is the Wiener
process and u the control process of a Wiener control basis.

Let b, σ be Borel measurable functions defined on [0,∞)× C × Γ and taking values in
Rd and Rd×d1 , respectively. The functions b, σ are the coefficients of the controlled SDDE
that describes the dynamics of the control problem. The SDDE is of the form

(3.1) dX(t) = b
(
t0+t,Xt, u(t)

)
dt + σ

(
t0+t,Xt, u(t)

)
dW (t), t > 0,

where t0 ≥ 0 is a deterministic initial time and ((Ω,P,F), (Ft),W, u) a Wiener control
basis. The assumptions on the coefficients stated below will allow b, σ to depend on
the segment variable in different ways. Let ϕ ∈ C be a generic segment function. The
coefficients b, σ may depend on ϕ through bounded Lipschitz functions of, for example,

ϕ(−r1), . . . , ϕ(−rn), (point delay),∫ 0

−r
v1(s, ϕ(s))w1(s)ds, . . . ,

∫ 0

−r
vn(s, ϕ(s))wn(s)ds (distributed delay),∫ 0

−r
ṽ1(s, ϕ(s))dµ1(s), . . . ,

∫ 0

−r
ṽn(s, ϕ(s))dµn(s), (generalised distributed delay),

where n ∈ N, r1, . . . , rn ∈ [0, r], w1, . . . , wn are Lebesgue integrable, µ1, . . . , µn are finite
Borel measures on [0, r], vi, ṽi are Lipschitz continuous in the second variable uniformly in
the first, vi(., 0)wi(.) is Lebesgue integrable and ṽi(., 0) is µi-integrable, i ∈ {1, . . . , n}. No-
tice that the generalised distributed delay comprises the point delay as well as the Lebesgue
absolutely continuous distributed delay. Let us call functional delay any type of delay that
cannot be written in integral form. An example of a functional delay, which is also covered
by the regularity assumptions stated below, is the dependence on the segment variable ϕ
through bounded Lipschitz functions of

sup
s,t∈[−r,0]

v̄1(s, t, ϕ(s), ϕ(t)), . . . , sup
s,t∈[−r,0]

v̄n(s, t, ϕ(s), ϕ(t)),

where v̄i is a measurable function which is Lipschitz continuous in the last two variables
uniformly in the first two variables and v̄i(., ., 0, 0) is bounded, i ∈ {1, . . . , n}.

As initial condition for Equation (3.1), in addition to the time t0, we have to prescribe
the values of X(t) for all t ∈ [−r, 0], not only for t = 0. Thus, a deterministic initial
condition for Equation (3.1) is a pair (t0, ϕ), where t0 ≥ 0 is the initial time and ϕ ∈ C
the initial segment. We understand Equation (3.1) in the sense of an Itô equation. An
adapted process X with continuous paths defined on the stochastic basis (Ω,P,F , (Ft)) of
(W,u) is a solution with initial condition (t0, ϕ) if it satisfies, P-almost-surely,

(3.2) X(t) =

{
ϕ(0) +

∫ t
0 b
(
t0+s,Xs, u(s)

)
ds +

∫ t
0 σ
(
t0+s,Xs, u(s)

)
dW (s), t > 0,

ϕ(t), t ∈ [−r, 0].
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Observe that the solution process X always starts at time zero; it depends on the initial
time t0 only through the coefficients b, σ. As far as the control problem is concerned,
this formulation is equivalent to the usual one, where the process X starts at time t0 with
initial condition Xt0 = ϕ and t0 does not appear in the time argument of the coefficients.

A solution X to Equation (3.2) under (W,u) with initial condition (t0, ϕ) is strongly
unique if it is indistinguishable from any other solution X̃ satisfying Equation (3.2) under
(W,u) with the same initial condition. A solution X to Equation (3.2) under (W,u) with
initial condition (t0, ϕ) is weakly unique if (X,W, u) has the same distribution as (X̃, W̃ , ũ)
whenever (W̃ , ũ) has the same distribution as (W,u) and X̃ is a solution to Equation (3.2)
under Wiener control basis (W̃ , ũ) with initial condition (t0, ϕ). Here, the space of Borel
measurable functions [0,∞) → Γ is equipped with the topology of convergence locally in
Lebesgue measure.

Definition 3.2. A Wiener control basis (W,u) ∈ UW is called admissible or an admissible
strategy if, for each deterministic initial condition, Equation (3.2) has a strongly unique
solution under (W,u) which is also weakly unique. Write Uad for the set of admissible
control bases.

Denote by T > 0 the finite deterministic time horizon. Let f , g be Borel measurable
real-valued functions with f having domain [0,∞)× C × Γ and g having domain C. They
will be referred to as the cost rate and the terminal cost, respectively. We introduce a cost
functional J defined on [0, T ]× C × UJad by setting

(3.3) J(t0, ϕ, (W,u)) := E
(∫ T−t0

0
f
(
t0+s,Xs, u(s)

)
ds + g(XT−t0)

)
,

where X is the solution to Equation (3.2) under (W,u) ∈ UJad with initial condition (t0, ϕ)
and UJad ⊆ Uad is the set of all admissible Wiener control bases such that the expectation
in (3.3) is well defined for all deterministic initial conditions.

The value function corresponding to Equation (3.2) and cost functional (3.3) is the
function V : [0, T ]× C → [−∞,∞) given by

(3.4) V (t0, ϕ) := inf
{
J(t0, ϕ, (W,u)) | (W,u) ∈ UJad

}
.

It is this function that we wish to approximate.
Let us specify the hypotheses we make about the regularity of the coefficients b, σ, the

cost rate f and the terminal cost g.

(A1) Measurability: the functions b : [0,∞) × C × Γ → Rd, σ : [0,∞) × C × Γ → Rd×d1 ,
f : [0,∞)× C × Γ → R, g : C → R are jointly Borel measurable.

(A2) Boundedness: |b|, |σ|, |f |, |g| are bounded by some constant K > 0.

(A3) Uniform Lipschitz and Hölder condition: there is a constant L > 0 such that for all
ϕ, ϕ̃ ∈ C, t, s ≥ 0, all γ ∈ Γ

|b(t, ϕ, γ)− b(s, ϕ̃, γ)| ∨ |σ(t, ϕ, γ)− σ(s, ϕ̃, γ)| ≤ L
(
‖ϕ− ϕ̃‖+

√
|t− s|

)
|f(t, ϕ, γ)− f(s, ϕ̃, γ)| ∨ |g(ϕ)− g(ϕ̃)| ≤ L

(
‖ϕ− ϕ̃‖+

√
|t− s|

)
.
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(A4) Continuity in the control: b(t, ϕ, .), σ(t, ϕ, .), f(t, ϕ, .) are continuous functions on Γ
for any t ≥ 0, ϕ ∈ C.

Here and in the sequel, |.| denotes the Euclidean norm of appropriate dimension and x∨ y
denotes the maximum of x and y. The above measurability, boundedness and Lipschitz
continuity assumptions on the coefficients b, σ guarantee the existence of a strongly unique
solution X = Xt0,ϕ,u to Equation (3.2) for every initial condition (t0, ϕ) ∈ [0, T ] × C and
(W,u) ∈ UW any Wiener control basis; see, for example, Theorem 2.1 and Remark 1.1(2)
in Chapter 2 of Mohammed (1984). Moreover, weak uniqueness of solutions holds for all
deterministic initial conditions. This is a consequence of a theorem due to Yamada and
Watanabe, see Larssen (2002) for the necessary generalisation to SDDEs.

Consequently, under Assumptions (A1) – (A3), we have Uad = UW . Moreover, since
f and g are assumed to be measurable and bounded, the expectation in (3.3) is always
well defined, whence it holds that UJad = Uad = UW . Assumption (A4) will not be needed
before Section 3.3.

The fact that weak uniqueness holds allows us to discard the weak formulation and
consider our control problem in the strong Wiener formulation. Thus, we may work with
a fixed Wiener basis. Under Assumptions (A1) – (A3), the admissible strategies will be
precisely the natural strategies, that is, those that are representable as functionals of the
driving Wiener process. From now on, let ((Ω,P,F), (Ft),W ) be a fixed d1-dimensional
Wiener basis. Denote by U the set of control processes defined on this stochastic basis.

The dynamics of our control problem are still given by Equation (3.2). Due to Assump-
tions (A1) – (A3), all control processes are admissible in the sense that Equation (3.2) has
a (strongly) unique solution under any u ∈ U for every deterministic initial condition.
In the definition of the cost functional, the Wiener basis does not vary any more. The
corresponding value function

[0, T ]× C 3 (t0, ϕ) → inf
{
J(t0, ϕ, u)) | u ∈ U

}
is identical to the function V determined by (3.4). By abuse of notation, we write J(t0, ϕ, u)
for J(t0, ϕ, (W,u)). We next state some important properties of the value function.

Proposition 3.1. Assume (A1) – (A3). Then the value function V is bounded and Lip-
schitz continuous in the segment variable uniformly in the time variable. More precisely,
there is LV > 0 such that for all t0 ∈ [0, T ], ϕ, ϕ̃ ∈ C,

|V (t0, ϕ)| ≤ K(T+1), |V (t0, ϕ)− V (t0, ϕ̃)| ≤ LV ‖ϕ− ϕ̃‖.

The constant LV need not be greater than 3L(T +1) exp(3T (T +4d1)L2). Moreover, V
satisfies Bellman’s Principle of Dynamic Programming, that is, for all t ∈ [0, T−t0],

V (t0, ϕ) = inf
u∈U

E
(∫ t

0
f
(
t0+s,Xu

s , u(s)
)
ds + V

(
t0+t,Xu

t

))
,

where Xu is the solution to Equation (3.2) under control process u with initial condition
(t0, ϕ).

Proof. For the boundedness and Lipschitz continuity of V see Proposition A.1, for the
Bellman Principle see Theorem A.1 in Appendix A.1, where we set r̃ := r, b̃ := b and so
on. Notice that the Hölder continuity in time of the coefficients b, σ, f as stipulated in
Assumption (A3) is not needed in the proofs.
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The value function V has some regularity in the time variable, too. It is Hölder con-
tinuous in time with parameter α for any α ∈ (0, 1

2 ] provided the initial segment is at least
α-Hölder continuous. Notice that the coefficients b, σ, f need not be Hölder continuous
in time. Except for the role of the initial segment, statement and proof of Proposition 3.2
are analogous to the non-delay case, see Krylov (1980: p. 167), for example.

Proposition 3.2. Assume (A1) – (A3). Let ϕ ∈ C. If ϕ is α-Hölder continuous with
Hölder constant not greater than LH , then the function V (., ϕ) is Hölder continuous; that
is, there is a constant L̃V > 0 depending only on LH , K, T and the dimensions such that
for all t0, t1 ∈ [0, T ],

|V (t0, ϕ)− V (t1, ϕ)| ≤ L̃V

(
|t1−t0|α ∨

√
|t1−t0|

)
.

Proof. Let ϕ ∈ C be α-Hölder continuous with Hölder constant not greater than LH .
Without loss of generality, we suppose that t1 = t0+h for some h > 0. We may also suppose
h ≤ 1

2 , because we can choose L̃V greater than 4K(T+1) so that the asserted inequality
certainly holds for |t0−t1| > 1

2 . By Bellman’s Principle as stated in Proposition 3.1, we
see that

|V (t0, ϕ)− V (t1, ϕ)| = |V (t0, ϕ)− V (t0+h, ϕ)|

=
∣∣ inf
u∈U

E
(∫ h

0
f
(
t0+s,Xu

s , u(s)
)
ds + V (t0+h,Xu

h )
)
− V (t0+h, ϕ)

∣∣
≤ sup

u∈U
E
(∫ h

0

∣∣f(t0+s,Xu
s , u(s)

)∣∣ds) + sup
u∈U

E
(∣∣V (t0+h,Xu

h )− V (t0+h, ϕ)
∣∣)

≤ K h + sup
u∈U

LV E (‖Xu
h − ϕ‖) ,

where K is the constant from Assumption (A2) and LV the Lipschitz constant for V in
the segment variable according to Proposition 3.1. We notice that ϕ = Xu

0 for all u ∈ U
since Xu is the solution to Equation (3.2) under control u with initial condition (t0, ϕ).
By Assumption (A2), Hölder’s inequality, Doob’s maximal inequality and Itô’s isometry,
for arbitrary u ∈ U it holds that

E (‖Xu
h − ϕ‖)

≤ sup
t∈[−r,−h]

|ϕ(t+h)− ϕ(t)| + sup
t∈[−h,0]

|ϕ(0)− ϕ(t)| + E
(∫ h

0

∣∣b(t0+s,Xu
s , u(s)

)∣∣ds)

+ E

(
sup
t∈[0,h]

∣∣∣∣∫ t

0
σ
(
t0+s,Xu

s , u(s)
)
dW (s)

∣∣∣∣2
) 1

2

≤ 2LH hα + K h + 4K d1

√
h.

Putting everything together, we obtain the assertion.

From the proof of Proposition 3.2 we see that the time regularity of the value function
V is independent of the time regularity of the coefficients b, σ, f ; it is always 1

2 -Hölder
provided the initial segment is at least that regular.
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3.2 First discretisation step: Euler-Maruyama scheme

In this section, the dynamics and the cost functional of the original control problem are
discretised in time and segment space. More precisely, we define a sequence of approx-
imating control problems where the coefficients of the dynamics, the cost rate, and the
terminal cost are piecewise constant functions of the time and segment variable, while the
dependence on the strategies remains the same as in the original problem. We will obtain
an upper bound on the approximation error which is uniform over all initial segments of a
given Hölder continuity.

LetN ∈ N. In order to construct theN -th approximating control problem, set hN := r
N ,

and define b.cN by btcN := hNb t
hN
c, where b.c is the usual Gauss bracket, that is, btc is

the integer part of the real number t. Set TN := bT cN and IN := {k hN | k ∈ N0}∩ [0, TN ].
As T is the time horizon for the original control problem, TN will be the time horizon for
the N -th approximating problem. The set IN is the time grid of discretisation degree N .
Denote by LinN the operator C → C which maps a function in C to its piecewise linear
interpolation on the grid {k hN | k ∈ Z} ∩ [−r, 0].

We want to express the dynamics and the cost functional of the approximating prob-
lems in the same form as those of the original problem, so that the Principle of Dynamic
Programming as stated in Appendix A.1 can be readily applied; see Propositions 3.5 and
3.6 in Section 3.3. To this end, the segment space has to be enlarged according to the
discretisation degree N . Denote by CN the space C([−r−hN , 0],Rd) of Rd-valued continu-
ous functions living on the interval [−r−hN , 0]. For a continuous function or a continuous
process Z defined on the time interval [−r−hN ,∞), let ΠN (Z)(t) denote the segment of Z
at time t ≥ 0 of length r+hN , that is, ΠN (Z)(t) is the function [−r−hN , 0] 3 s 7→ Z(t+s).

Given t0 ≥ 0, ψ ∈ CN and u ∈ U , we define the Euler-Maruyama approximation
Z = ZN,t0,ψ,u of degree N of the solution X to Equation (3.2) under control process u
with initial condition (t0, ψ) as the solution to

(3.5) Z(t) =


ψ(0) +

∫ t
0 bN

(
t0+s,ΠN (Z)(s), u(s)

)
ds

+
∫ t
0 σN

(
t0+s,ΠN (Z)(s), u(s)

)
dW (s), t > 0,

ψ(t), t ∈ [−r−hN , 0],

where the coefficients bN , σN are given by

bN (t, ψ, γ) := b
(
btcN ,LinN

(
[−r, 0] 3 s 7→ ψ(s+btcN−t)

)
, γ
)
,

σN (t, ψ, γ) := σ
(
btcN ,LinN

(
[−r, 0] 3 s 7→ ψ(s+btcN−t)

)
, γ
)
, t ≥ 0, ψ ∈ CN , γ ∈ Γ.

Thus, bN (t, ψ, γ) and σN (t, ψ, γ) are calculated by evaluating the corresponding coefficients
b and σ at (btcN , ϕ̂, γ), where ϕ̂ is the segment in C which arises from the piecewise linear
interpolation with mesh size r

N of the restriction of ψ to the interval [btcN−t−r, btcN−t].
Notice that the control action γ remains unchanged.

Assumptions (A1) – (A3) guarantee that, given any control process u ∈ U , Equa-
tion (3.5) has a unique solution for each initial condition (t0, ψ) ∈ [0,∞)× CN . Thus, the
process Z = ZN,t0,ψ,u of discretisation degree N is well defined. Notice that the approxi-
mating coefficients bN , σN are still Lipschitz continuous in the segment variable uniformly
in the time and control variables, although they are only piecewise continuous in time.
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Define the cost functional JN : [0, TN ]× CN × U → R of discretisation degree N by
(3.6)

JN (t0, ψ, u) := E
(∫ TN−t0

0
fN
(
t0+s,ΠN (Z)(s), u(s)

)
ds + gN

(
ΠN (Z)(TN−t0)

))
,

where fN , gN are given by

fN (t, ψ, γ) := f
(
btcN ,LinN

(
[−r, 0] 3 s 7→ ψ(s+btcN−t)

)
, γ
)
,

gN (ψ) := g
(
LinN

(
ψ|[−r,0]

))
, t ≥ 0, ψ ∈ CN , γ ∈ Γ.

As bN , σN above, fN , gN are Lipschitz continuous in the segment variable (uniformly in
time and control) under the supremum norm on CN . The value function VN corresponding
to (3.5) and (3.6) is the function [0, TN ]× CN → R determined by

(3.7) VN (t0, ψ) := inf
{
JN (t0, ψ, u) | u ∈ U

}
.

If t0 ∈ IN , then bt0+scN = t0 + bscN for all s ≥ 0. Thus, the solution Z to Equation (3.5)
under control process u ∈ U with initial condition (t0, ψ) ∈ IN × CN satisfies

Z(t) = ψ(0) +
∫ t

0
b
(
t0+bscN ,LinN

(
ZbscN

)
, u(s)

)
ds

+
∫ t

0
σ
(
t0+bscN ,LinN

(
ZbscN

)
, u(s)

)
dW (s) for all t ≥ 0.

(3.8)

Moreover, (Z(t))t≥0 depends on the initial segment ψ only through the restriction of ψ to
the interval [−r, 0]. In analogy, whenever t0 ∈ IN , the cost functional JN takes on the form

JN (t0, ψ, u) = E
(∫ TN−t0

0
f
(
t0+bscN ,LinN

(
ZbscN

)
, u(s)

)
ds + g

(
LinN

(
ZTN−t0

)))
.

(3.9)

Hence, if t0 ∈ IN , then JN (t0, ψ, u) = JN (t0, ψ|[−r,0], u) for all ψ ∈ CN , u ∈ U ; that
is, JN (t0, ., .) coincides with its projection onto C × U . Consequently, if t0 ∈ IN , then
VN (t0, ψ) = VN (t0, ψ|[−r,0]) for all ψ ∈ CN ; that is, VN (t0, .) can be interpreted as a
function with domain C instead of CN . If t0 ∈ IN , by abuse of notation, we will write
VN (t0, .) also for this function. Notice that, as a consequence of Equations (3.8) and (3.9),
in this case we have VN (t0, ϕ) = VN (t0,LinN (ϕ)) for all ϕ ∈ C.

By Proposition 3.2, we know that the original value function V is Hölder continuous in
time provided the initial segment is Hölder continuous. It is therefore enough to compare
V and VN on the grid IN × C. This is the content of the next two statements. Again,
the order of the error will be uniform only over those initial segments which are α-Hölder
continuous for some α > 0; the constant in the error bound also depends on the Hölder
constant of the initial segment. We start with comparing solutions to Equations (3.2) and
(3.5) for initial times in IN .

Proposition 3.3. Assume (A1) – (A3). Let ϕ ∈ C be Hölder continuous with parameter
α > 0 and Hölder constant not greater than LH . Then there is a constant C depending
only on α, LH , L, K, T and the dimensions such that for all N ∈ N with N ≥ 2r, all
t0 ∈ IN , u ∈ U it holds that

E

(
sup

t∈[−r,T ]
|X(t)− ZN (t)|

)
≤ C

(
hαN ∨

√
hN ln

(
1
hN

))
,
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where X is the solution to Equation (3.2) under control process u with initial condition
(t0, ϕ) and ZN is the solution to Equation (3.5) of discretisation degree N under u with
initial condition (t0, ψ) with ψ ∈ CN being such that ψ|[−r,0] = ϕ.

Proof. Notice that hN ≤ 1
2 since N ≥ 2r, and observe that Z := ZN as defined in the

assertion satisfies Equation (3.8), as the initial time t0 lies on the grid IN . Moreover, Z
depends on the initial segment ψ only through ψ|[−r,0] = ϕ. Using Hölder’s inequality,
Doob’s maximal inequality, Itô’s isometry, Assumption (A3), and Fubini’s theorem we find
that

E

(
sup

t∈[−r,T ]
|X(t)− Z(t)|2

)
= E

(
sup
t∈[0,T ]

|X(t)− Z(t)|2
)

≤ 2T E
(∫ T

0

∣∣b(t0+s,Xs, u(s)
)
− b
(
t0+bscN ,LinN (ZbscN

), u(s)
)∣∣2ds)

+ 8d1 E
(∫ T

0

∣∣σ(t0+s,Xs, u(s)
)
− σ

(
t0+bscN ,LinN (ZbscN

), u(s)
)∣∣2 ds)

≤ 4T E
(∫ T

0

∣∣b(t0+bscN , Xs, u(s)
)
− b
(
t0+bscN ,LinN (ZbscN

), u(s)
)∣∣2ds)

+ 16d1 E
(∫ T

0

∣∣σ(t0+bscN , Xs, u(s)
)
− σ

(
t0+bscN ,LinN (ZbscN

), u(s)
)∣∣2 ds)

+ 4T (T+ 4d1)L2hN

≤ 4(T+ 4d1)L2

(
T hN +

∫ T

0
E
(
‖Xs − LinN (ZbscN

)‖2
)
ds

)
≤ 4(T+ 4d1)L2

(
T hN + 3

∫ T

0

(
E
(
‖Xs −XbscN

‖2
)

+ E
(
‖ZbscN

− LinN (ZbscN
)‖2
))
ds

)
+ 12(T+ 4d1)L2

∫ T

0
E
(
‖XbscN

− ZbscN
‖2
)
ds

≤ 4T (T+ 4d1)L2
(
hN + 18L2

H h
2α
N + 18C2,T hN ln

(
1
hN

))
+ 12(T+ 4d1)L2

∫ T

0
E

(
sup

t∈[−r,s]
|X(t)− Z(t)|2

)
ds.

Applying Gronwall’s lemma, we obtain the assertion. In the last step of the above estimate
Lemma A.1 from Appendix A.2 and the Hölder continuity of ϕ have both been used twice.
Firstly, to get for all s ∈ [0, T ],

E
(
‖Xs −XbscN

‖2
)

≤ 2E

(
sup

t,t̃∈[−r,0],|t−t̃|≤hN

|ϕ(t)− ϕ(t̃)|2
)

+ 2E

(
sup

t,t̃∈[0,T ],|t−t̃|≤hN

|X(t)−X(t̃)|2
)

≤ 2L2
H h

2α
N + 2C2,T hN ln

(
1
hN

)
.
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Secondly, to obtain

E
(∥∥ZbscN

− LinN
(
ZbscN

)∥∥2
)

= E

(
sup

t∈[bscN−r,bscN ]

∣∣Z(t)− LinN
(
ZbscN

)
(t)
∣∣2)

≤ 2E

(
sup

t∈[−r,0)

∣∣ϕ(t)− ϕ
(
btcN

)∣∣2 +
∣∣ϕ(t)− ϕ

(
btcN+hN

)∣∣2)

+ 2E

(
sup
t∈[0,s)

∣∣Z(t)− Z
(
btcN

)∣∣2 +
∣∣Z(t)− Z

(
btcN+hN

)∣∣2)

≤ 4L2
H h

2α
N + 4E

(
sup

t,t̃∈[0,s],|t−t̃|≤hN

|Z(t)− Z(t̃)|2
)

≤ 4L2
H h

2α
N + 4C2,T hN ln

(
1
hN

)
for all s ∈ [0, T ].

The order of the approximation error obtained in Proposition 3.3 for the underlying
dynamics carries over to the approximation of the corresponding value functions. This
works thanks to the Lipschitz continuity of the cost rate and terminal cost in the segment
variable, the bound on the moments of the modulus of continuity from Lemma A.1 in
Appendix A.2, and the fact that the error bound in Proposition 3.3 is uniform over all
strategies.

Theorem 3.1. Assume (A1) – (A3). Let ϕ ∈ C be Hölder continuous with parameter
α > 0 and Hölder constant not greater than LH . Then there is a constant C̃ depending
only on α, LH , L, K, T and the dimensions such that for all N ∈ N with N ≥ 2r, all
t0 ∈ IN it holds that∣∣V (t0, ϕ)− VN (t0, ϕ)

∣∣ ≤ sup
u∈U

|J(t0, ϕ, u)− JN (t0, ψ, u)| ≤ C̃
(
hαN ∨

√
hN ln( 1

hN
)
)
,

where ψ ∈ CN is such that ψ|[−r,0] = ϕ.

Proof. To verify the first inequality, we distinguish the cases V (t0, ϕ) > VN (t0, ϕ) and
V (t0, ϕ) < VN (t0, ϕ). First suppose that V (t0, ϕ) > VN (t0, ϕ). Then for each ε ∈ (0, 1] we
find a strategy uε ∈ U such that VN (t0, ϕ) ≥ JN (t0, ϕ, uε)− ε. Since V (t0, ϕ) ≤ J(t0, ϕ, u)
for all u ∈ U by definition, it follows that

|V (t0, ϕ)− VN (t0, ϕ)| = V (t0, ϕ)− VN (t0, ϕ) ≤ J(t0, ϕ, uε)− JN (t0, ϕ, uε) + ε

≤ sup
u∈U

|J(t0, ϕ, u)− JN (t0, ψ, u)| + ε.

Sending ε to zero, we obtain the asserted inequality provided that V (t0, ϕ) > VN (t0, ϕ).
If, on the other hand, V (t0, ϕ) < VN (t0, ϕ), then we choose a sequence of minimising
strategies uε ∈ U such that V (t0, ϕ) ≥ J(t0, ϕ, uε)− ε, notice that |V (t0, ϕ)− VN (t0, ϕ)| =
VN (t0, ϕ)− V (t0, ϕ) and obtain the asserted inequality as in the first case.

Now, let u ∈ U be any control process. Let X be the solution to Equation (3.2) under
u with initial condition (t0, ϕ) and Z = ZN be the solution to Equation (3.5) under u with
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initial condition (t0, ψ). Using Assumption (A2) and the hypothesis that t0 ∈ IN , we get

|J(t0, ϕ, u)− JN (t0, ψ, u)| ≤ K |T−TN | + E
(∣∣g(LinN

(
ZTN−t0

))
− g
(
XT−t0

)∣∣)
+ E

(∫ TN−t0

0

∣∣f(t0+bscN ,LinN
(
ZbscN

)
, u(s)

)
− f

(
t0+s,Xs, u(s)

)∣∣ ds) .
Recall that |T−TN | = T−bT cN ≤ hN . Hence, K |T−TN | ≤ K hN . Now, using Assump-
tion (A3), we see that

E
(∣∣g(LinN

(
ZTN−t0

))
− g
(
XT−t0

)∣∣)
≤ L

(
E
(
‖ZTN−t0−XTN−t0‖

)
+ E

(
‖LinN

(
ZTN−t0

)
−ZTN−t0‖

)
+ E

(
‖XTN−t0−XT−t0‖

))
≤ L

(
C
(
hαN ∨

√
hN ln( 1

hN
)
)

+ 3LH hαN + 3C1,T

√
hN ln( 1

hN
)
)
,

where C is a constant as in Proposition 3.3 and C1,T is a constant as in Lemma A.1 in
Appendix A.2. Notice that (X(t))t≥0 as well as (Z(t))t≥0 are Itô diffusions with coefficients
bounded by the constant K from Assumption (A2). In the same way, also using the Hölder
continuity of f in time and recalling that |s−bscN | ≤ hN for all s ≥ 0, we see that

E
(∫ TN−t0

0

∣∣f(t0+bscN ,LinN
(
ZbscN

)
, u(s)

)
− f

(
t0+s,Xs, u(s)

)∣∣ ds)
≤ L (TN−t0)

(√
hN + 3C1,T

√
hN ln( 1

hN
) +

(
C+ 3LH

) (
hαN ∨

√
hN ln( 1

hN
)
))

.

Putting the three estimates together, we obtain the assertion.

In virtue of Theorem 3.1, we can replace the original control problem of Section 3.1
with the sequence of approximating control problems defined above. The error between
the problem of degree N and the original problem in terms of the difference between the
corresponding value functions V and VN is not greater than a multiple of ( rN )α for α-Hölder
continuous initial segments if α ∈ (0, 1

2), where the proportionality factor is affine in the
Hölder constant; it is less than a multiple of

√
ln(N)/N if α ≥ 1

2 .
From the proofs of Proposition 3.3 and Theorem 3.1 it is clear that the coefficients b,

σ, f of the original problem, instead of being 1
2 -Hölder continuous in time as postulated

by Assumption (A3), need only satisfy a bound of the form
√
|t−s| ln( 1

|t−s|), t, s ∈ [0, T ]

with |t−s| small, for the error estimates to hold.
Let us assume for a moment that σ ≡ 0, that is, the diffusion coefficient σ is zero.

Then Equation (3.2) becomes a random ordinary differential equation. It is still “random”,
because the admissible strategies are still Γ-valued stochastic processes adapted to the
given Wiener filtration. The minimal costs V (t0, ϕ) for any deterministic initial condition
(t0, ϕ) ∈ [0, T ] × C, however, can be arbitrarily well approximated by using deterministic
strategies, that is, Borel measurable functions [0,∞) → Γ.

In case σ ≡ 0, the optimal control problem of Section 3.1 is therefore equivalent to
the purely deterministic control problem where minimisation is performed with respect
to all deterministic strategies. The cost functional of the deterministic problem is again
given by (3.3), but without expectation. The same observation applies to the control
problems of degree N , N ∈ N, introduced in this section. In the sequel, we will not always
distinguish between a control problem with zero diffusion matrix and the corresponding
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purely deterministic problem. If the diffusion coefficient σ is zero and the coefficients b,
f are Lipschitz continuous in time, then the error between the value functions V and VN
is of order r

N for all Lipschitz continuous initial segments, as one would expect from the
classical Euler scheme.

Corollary 3.1. Assume (A1) – (A3). Assume in addition that σ is equal to zero and that
b, f are Lipschitz continuous also in the time variable with Lipschitz constant not greater
than L. Let ϕ ∈ C be Hölder continuous with parameter α ∈ (0, 1] and Hölder constant not
greater than LH . Then there is a constant C̃ depending only on LH , L, K, T such that
for all N ∈ N with N ≥ r, all t0 ∈ IN it holds that∣∣V (t0, ϕ)− VN (t0, ϕ)

∣∣ ≤ C̃ (hαN ∨ hN ) ,

where ψ ∈ CN is such that ψ|[−r,0] = ϕ.

Although we obtain an error bound for the approximation of V by the sequence of value
functions (VN )N∈N only for Hölder continuous initial segments, the proofs of Proposition 3.3
and Theorem 3.1 show that pointwise convergence of the value functions holds true for all
initial segments ϕ ∈ C. Recall that a function ϕ : [−r, 0] → Rd is continuous if and only
if supt,s∈[−r,0],|t−s|≤h |ϕ(t)− ϕ(s)| tends to zero as h↘ 0. Let us record the result for the
value functions.

Corollary 3.2. Assume (A1) – (A3). Then for all (t0, ϕ) ∈ [0, T ]× C,∣∣V (t0, ϕ)− VN (bt0cN , ϕ)
∣∣ N→∞−→ 0.

Similarly to the value function of the original problem, also the function VN (t0, .) is
Lipschitz continuous in the segment variable uniformly in t0 ∈ IN with Lipschitz constant
not depending on the discretisation degree N . Since t0 ∈ IN , we may interpret VN (t0, .)
as a function defined on C.

Proposition 3.4. Assume (A1) – (A3). Let VN be the value function of discretisation
degree N . Then |VN | is bounded by K(T +1). Moreover, if t0 ∈ IN , then VN (t0, .) as a
function of C satisfies the following Lipschitz condition:

|VN (t0, ϕ)− VN (t0, ϕ̃)| ≤ 3L(T+1) exp
(
3T (T+4d1)L2

)
‖ϕ− ϕ̃‖ for all ϕ, ϕ̃ ∈ C.

Proof. The assertion is again a consequence of Proposition A.1 in Appendix A.1. To see
this, set r̃ := r+hN , T̃ := TN , b̃ := bN , σ̃ := σN , f̃ := fN , and g̃ := gN . Equation (3.5) then
describes the same dynamics as Equation (A.1), J̃ is the same functional as JN , whence
VN = Ṽ . The hypotheses of Appendix A.1 are satisfied. Finally, recall that TN ≤ T and
that, since t0 ∈ IN , VN (t0, ψ) depends on ψ ∈ CN only through ψ|[−r,0].

3.3 Second discretisation step: piecewise constant strategies

In Section 3.2, we have discretised the time as well as the segment space in time. The
resulting control problem of discretisation degree N ∈ N has dynamics described by Equa-
tion (3.5), cost functional JN defined by (3.6) and value function VN given by (3.7). Here,
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we will also approximate the control processes u ∈ U , which up to now have been those of
the original problem, by introducing further control problems defined over sets of piecewise
constant strategies. To this end, for n ∈ N, set

(3.10) Un :=
{
u ∈ U | u(t) is σ(W (k rn), k ∈ N0)-measurable and u(t) = u(btcn), t ≥ 0

}
.

Recall that btcn = r
nb

n
r tc. Hence, Un is the set of all Γ-valued (Ft)-progressively measurable

processes which are right-continuous and piecewise constant in time relative to the grid
{k rn | k ∈ N0} and, in addition, are σ(W (k rn), k ∈ N0)-measurable. In particular, if u ∈ Un
and t ≥ 0, then the random variable u(t) can be represented as

u(t)(ω) = θ
(
bnr tc,W (0)(ω), . . . ,W (bnr tc)(ω)

)
, ω ∈ Ω,

where θ is some Γ-valued Borel measurable function depending on u and n. For the
purpose of approximating the control problem of degree N , we will use strategies in UN ·M
with M ∈ N. Let us write UN,M for UN ·M .

With the same dynamics and the same performance criterion as before, for each N ∈ N,
we introduce a family of value functions VN,M , M ∈ N, defined on [0, TN ]× CN by setting

(3.11) VN,M (t0, ψ) := inf
{
JN (t0, ψ, u) | u ∈ UN,M

}
.

We will refer to VN,M as the value function of degree (N,M). By construction, it holds
that VN (t0, ψ) ≤ VN,M (t0, ψ) for all (t0, ψ) ∈ [0, TN ] × CN . Hence, in estimating the
approximation error, we only need an upper bound for VN,M − VN .

As with VN , if the initial time t0 lies on the grid IN , then VN,M (t0, ψ) depends on ψ

only through its restriction ψ|[−r,0] ∈ C to the interval [−r, 0]. We write VN,M (t0, .) for
this function, too. The dynamics and costs, in this case, can again be represented by
Equations (3.8) and (3.9), respectively. And again, if t0 ∈ IN , we have VN,M (t0, ϕ) =
VN,M (t0,LinN (ϕ)) for all ϕ ∈ C.

Propositions 3.5 and 3.6 state Bellman’s Principle of Dynamic Programming for the
value functions VN and VN,M , respectively. The special case when the initial time as well
as the time step lie on the grid IN is given separately, as it is this representation which
will be used in the approximation result; see the proof of Theorem 3.2.

Proposition 3.5. Assume (A1) – (A3). Let t0 ∈ [0, TN ], ψ ∈ CN . Then for t ∈ [0, TN−t0],

VN (t0, ψ) = inf
u∈U

E
(∫ t

0
fN
(
t0+s,ΠN (Zu)(s), u(s)

)
ds + VN

(
t0+t,ΠN (Zu)(t)

))
,

where Zu is the solution to Equation (3.5) of degree N under control process u and with
initial condition (t0, ψ). If t0 ∈ IN and t ∈ IN ∩ [0, TN−t0], then

VN (t0, ϕ) = inf
u∈U

E
(∫ t

0
f
(
t0+bscN ,LinN (ZubscN

), u(s)
)
ds + VN

(
t0+t,LinN (Zut )

))
,

where VN (t0, .), VN (t0+t, .) are defined as functionals on C, and ϕ is the restriction of ψ
to the interval [−r, 0].

Proof. Apply Theorem A.1 in Appendix A.1. To this end, let Ũ be the set of strategies
U and set r̃ := r + hN , T̃ := TN , b̃ := bN , σ̃ := σN , f̃ := fN , and g̃ := gN . Observe
that Equation (3.5) describes the same dynamics as Equation (A.1), that J̃ = JN , whence
VN = Ṽ , and verify that the hypotheses of Appendix A.1 are satisfied.
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Proposition 3.6. Assume (A1) – (A3). Let t0 ∈ [0, TN ], ψ ∈ CN . Then for t ∈ IN ·M ∩
[0, TN−t0],

VN,M (t0, ψ) = inf
u∈UN,M

E
(∫ t

0
fN
(
t0+s,ΠN (Zu)(s), u(s)

)
ds + VN,M

(
t0+t,ΠN (Zu)(t)

))
,

where Zu is the solution to Equation (3.5) of degree N under control process u and with
initial condition (t0, ψ). If t0 ∈ IN and t ∈ IN ∩ [0, TN−t0], then

VN,M (t0, ϕ) = inf
u∈UN,M

E
(∫ t

0
f
(
t0+bscN ,LinN (ZubscN

), u(s)
)
ds + VN,M

(
t0+t,LinN (Zut )

))
,

where VN,M (t0, .), VN,M (t0+t, .) are defined as functionals on C, and ϕ is the restriction
of ψ to the interval [−r, 0].

Proof. Apply Theorem A.1 of Appendix A.1 as in the proof of Proposition 3.5, except for
the fact that we choose UN,M = UN ·M instead of U as the set of strategies Ũ . Notice that,
by hypothesis, the intermediate time t lies on the grid IN ·M .

The next result gives a bound on the order of the global approximation error between
the value functions of degree N and (N,M) provided that the local approximation error
is of order greater than one in the discretisation step.

Theorem 3.2. Assume (A1) – (A3). Let N,M ∈ N. Suppose that for some constants
K̂, δ > 0 the following holds: for any t0 ∈ IN , ϕ ∈ C, u ∈ U there is ū ∈ UN,M such that

E
(∫ hN

0
f
(
t0,LinN (ϕ), ū(s)

)
ds+ VN (t0+hN , Z̄hN

)
)

≤ E
(∫ hN

0
f
(
t0,LinN (ϕ), u(s)

)
ds+ VN (t0+hN , ZhN

)
)

+ K̂ h1+δ
N ,

(∗)

where Z is the solution to Equation (3.5) of degree N under control process u, Z̄ the
solution to Equation (3.5) of degree N under ū, both with initial condition (t0, ψ) for some
ψ ∈ CN such that ψ|[−r,0] = ϕ. Then∣∣VN,M (t0, ϕ)− VN (t0, ϕ)

∣∣ ≤ T K̂ hδN for all t0 ∈ IN , ϕ ∈ C.

Proof. Let N,M ∈ N. Recall that VN,M ≥ VN by construction. It is therefore enough to
prove the upper bound for VN,M − VN . Suppose Condition (∗) is fulfilled for N,M and
some constants K̂, δ > 0. Observe that VN (TN , .) = g(LinN (.)) = VN,M (TN , .).

Let t0 ∈ IN \ {TN}. Let ϕ ∈ C, and choose any ψ ∈ CN such that ψ|[−r,0] = ϕ. Given
ε > 0, in virtue of Proposition 3.5, we find a control process u ∈ U such that

VN (t0, ϕ) ≥ E
(∫ hN

0
f
(
t0,LinN (ϕ), u(s)

)
ds + VN

(
t0+hN ,LinN (ZhN

)
))

− ε,

where Z is the solution to Equation (3.5) of degree N under control process u with initial
condition (t0, ψ). For this u, choose ū ∈ UN,M according to (∗), and let Z̄ be the solution
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to Equation (3.5) of degree N under control process ū with the same initial condition as
for Z. Then, using the above inequality and Proposition 3.6, we see that

VN,M (t0, ϕ)− VN (t0, ϕ)

≤ VN,M (t0, ϕ) − E
(∫ hN

0
f
(
t0,LinN (ϕ), u(s)

)
ds + VN

(
t0+hN ,LinN (ZhN

)
))

+ ε

≤ E
(∫ hN

0
f
(
t0,LinN (ϕ), ū(s)

)
ds + VN,M

(
t0+hN ,LinN (Z̄hN

)
))

+ ε

− E
(∫ hN

0
f
(
t0,LinN (ϕ), u(s)

)
ds + VN

(
t0+hN ,LinN (ZhN

)
))

= E
(∫ hN

0
f
(
t0,LinN (ϕ), ū(s)

)
ds + VN

(
t0+hN ,LinN (Z̄hN

)
))

− E
(∫ hN

0
f
(
t0,LinN (ϕ), u(s)

)
ds + VN

(
t0+hN ,LinN (ZhN

)
))

+ E
(
VN,M

(
t0+hN ,LinN (Z̄hN

)
)
− VN

(
t0+hN ,LinN (Z̄hN

)
))

+ ε

≤ K̂ h1+δ
N + sup

ϕ̃∈C

{
VN,M (t0+hN , ϕ̃)− VN (t0+hN , ϕ̃)

}
+ ε,

where in the last line Condition (∗) has been exploited. Since ε > 0 was arbitrary and
neither the first nor the last line of the above inequalities depend on u or ū, it follows that
for all t0 ∈ IN \ {TN},

sup
ϕ∈C

{
VN,M (t0, ϕ)− VN (t0, ϕ)

}
≤ K̂ h1+δ

N + sup
ϕ∈C

{
VN,M (t0+hN , ϕ)− VN (t0+hN , ϕ)

}
.

Recalling the equality VN,M (TN , .) = VN (TN , .), we conclude that for all t0 ∈ IN ,

sup
ϕ∈C

{
VN,M (t0, ϕ)− VN (t0, ϕ)

}
≤ 1

hN
(TN−t0) K̂ h1+δ

N ≤ T K̂ hδN ,

which yields the assertion.

Statement and proof of Theorem 3.2 should be compared to Theorem 7 in Falcone
and Rosace (1996). We note, though, that the deterministic analogue of Condition (∗)
in Theorem 3.2 is weaker than the corresponding conditions (37) and (38) in Falcone and
Rosace (1996). In particular, it is not necessary to require that any controlled process Z
can be approximated with local error of order h1+δ by some process Z̄ using only control
processes which are piecewise constant in time on a grid of width h. In the stochastic case,
such a requirement would in general be too strong to be satisfiable.

In order to be able to apply Theorem 3.2, we must check whether and how Condition (∗)
can be satisfied. Given a grid of width r

N for the discretisation in time and segment space,
we would expect the condition to be fulfilled provided we choose the sub-grid for the
piecewise constant controls fine enough; that is, the time discretisation of the control
processes should be of degree M with M sufficiently big in comparison to N . Indeed, if
we choose M of any order greater than three in N , then Condition (∗) holds. This is the
content of Theorem 3.3. The theorem, in turn, relies on a kind of mean value theorem,
due to Krylov, which we cite as Theorem A.2 in Appendix A.3.
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Theorem 3.3. Assume (A1)-(A4). Let β > 3. Then there is a number K̂ > 0 depending
only on K, r, L, T , the dimensions and β such that Condition (∗) in Theorem 3.2 is
satisfied with constants K̂ and δ := β−3

4 for all N,M ∈ N such that N ≥ r and M ≥ Nβ.

Proof. Let N,M ∈ N be such that N ≥ r and M ≥ Nβ . Let t0 ∈ IN , ϕ ∈ C. Define the
following functions:

b̃ : Γ → Rd, b̃(γ) := b
(
t0,LinN (ϕ), γ

)
,

σ̃ : Γ → Rd×d1 , σ̃(γ) := σ
(
t0,LinN (ϕ), γ

)
,

f̃ : Γ → R, f̃(γ) := f
(
t0,LinN (ϕ), γ

)
,

g̃ : Rd → Rd, g̃(x) := VN
(
t0+hN ,LinN (S(ϕ, x))

)
,

where S(ϕ, x) is the function in C given by

S(ϕ, x) : [−r, 0] 3 s 7→

{
ϕ(s+hN ) if s ∈ [−r,−hN ],

ϕ(0) + s+hN
hN

x if s ∈ (−hN , 0].

As a consequence of Assumption (A4), b̃, σ̃, f̃ as just defined are continuous functions
on (Γ, ρ). By Assumption (A2), |b̃|, |σ̃|, |f̃ | are all bounded by K. As a consequence of
Proposition 3.4, the function g̃ is Lipschitz continuous and for the Lipschitz constant we
have

sup
x,y∈Rd,x 6=y

|g̃(x)− g̃(y)|
|x− y|

≤ 3L(T+1) exp
(
3T (T+4d1)L2

)
.

Let u ∈ U , and let Zu be the solution to Equation (3.5) of degree N under control process
u with initial condition (t0, ψ) for some ψ ∈ CN such that ψ|[−r,0] = ϕ. As Z also satisfies
Equation (3.8), we see that

Zu(t)− ϕ(0) =
∫ t

0
b̃
(
u(s)

)
ds +

∫ t

0
σ̃
(
u(s)

)
dW (s) for all t ∈ [0, hN ].

By Theorem A.2 in Appendix A.3, we find ū ∈ UN,M such that

E
(∫ hN

0
f̃
(
ū(s)

)
ds+ g̃

(
X ū(hN )

))
− E

(∫ hN

0
f̃
(
u(s)

)
ds+ g̃

(
Zu(hN )−ϕ(0)

))
≤ C̄(1+hN )

( r

N ·M

) 1
4

(( r

N ·M

) 1
4 sup
γ∈Γ

|f̃(γ)| + sup
x,y∈Rd,x 6=y

|g̃(x)− g̃(y)|
|x− y|

)
,

where X ū satisfies

X ū(t) =
∫ t

0
b̃
(
ū(s)

)
ds +

∫ t

0
σ̃
(
ū(s)

)
dW (s) for all t ≥ 0.

Notice that the constant C̄ above only depends on K and the dimensions d and d1. Let Z ū

be the solution to Equation (3.5) of degree N under control process ū with initial condition
(t0, ψ), where ψ|[−r,0] = ϕ as above. Then, by construction, Z ū(t) − ϕ(0) = X ū(t) for all
t ∈ [0, hN ]. Set

K̂ := 2C̄ r−
β
4
(
K + 3L(T+1) exp

(
3T (T+4d1)L2

))
.
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Since M ≥ Nβ by hypothesis, 1+β
4 = 1+δ > 1 and hN = r

N , we have

r
1
4 (N ·M)−

1
4 ≤ r

1
4 ·N− 1+β

4 = r−
β
4 · h1+δ

N .

Recalling the definition of the coefficients b̃, σ̃, f̃ , g̃, we have thus found a piecewise constant
strategy ū ∈ UN,M such that

E
(∫ hN

0
f
(
t0,LinN (ϕ), ū(s)

)
ds+ VN

(
t0+hN , Z ūhN

))
≤ E

(∫ hN

0
f
(
t0,LinN (ϕ), u(s)

)
ds+ VN

(
t0+hN , ZuhN

))
+ K̂ h1+δ

N ,

where Zu, Z ū are the solutions corresponding to u and ū, respectively, as above.

We note that the constant K̂, which appears in Theorem 3.3 and its proof, depends on β
only through the factor r−

β
4 . Moreover, K̂ also depends on the delay length r only through

the factor r−
β
4 . Theorem 3.2 and Theorem 3.3, together with the above observation, yield

the following bound on the difference between the value functions of degree N and degree
(N,M), respectively.

Corollary 3.3. Assume (A1)-(A4). Then there is a positive constant K̄ depending only
on K, L, T , and the dimensions such that for all β > 3, all N ∈ N with N ≥ r, all M ∈ N
with M ≥ Nβ, all t0 ∈ IN , all ϕ ∈ C it holds that

∣∣VN,M (t0, ϕ)− VN (t0, ϕ)
∣∣ ≤ K̄ r−

β
4

( r
N

)β−3
4
.

In particular, with M = dNβe, where dxe is the least integer not smaller than x, the upper
bound on the discretisation error can be rewritten as

∣∣VN,dNβe(t0, ϕ)− VN (t0, ϕ)
∣∣ ≤ K̄ r

− β
1+β

( r

N1+β

) β−3
4(1+β)

.

From Corollary 3.3 we see that, in terms of the total number of time steps NdNβe,
we can achieve any rate of convergence smaller than 1

4 by choosing the sub-discretisation
order β sufficiently large.

When the diffusion coefficient σ is zero or the space of control actions Γ is finite and σ
is not directly controlled, then the sub-disretisation degree M may be chosen of an order
lower than three in N , and Condition (∗) is still satisfied. For in these special cases, the
error bound of Theorem A.2 can be improved on, see Appendix A.3.

Let us first consider the case when σ ≡ 0, which corresponds to deterministic control
problems. To obtain an analogue of Theorem 3.3, we use Lemma A.3 in place of Theo-
rem A.2. The order exponent β must be greater than one, and the order exponent δ in
Condition (∗) is taken to be β−1

2 . If, in addition, Γ is finite, instead of Lemma A.3 we
invoke Lemma A.4. The analogue of Theorem 3.3 holds true for any β > 0 and with the
choice δ := β. These observations in combination with Theorem 3.2 yield the following
bounds for deterministic systems on the difference between VN and VN,M ; the results are
given only for M = dNβe.
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Corollary 3.4. Assume (A1)-(A4). Assume further that σ is equal to zero. Then there is
a positive constant K̄ depending only on K, L, T , and the dimension d such that for all
β > 1, all N ∈ N with N ≥ r, all t0 ∈ IN , all ϕ ∈ C it holds that∣∣VN,dNβe(t0, ϕ)− VN (t0, ϕ)

∣∣ ≤ K̄ r
− β

1+β

( r

N1+β

) β−1
2(1+β)

.

If, in addition, Γ is finite with cardinality NΓ, then there is a positive constant K̃ depending
only on K, L, T such that for all β > 0, all N ∈ N with N ≥ r, all t0 ∈ IN , all ϕ ∈ C it
holds that ∣∣VN,dNβe(t0, ϕ)− VN (t0, ϕ)

∣∣ ≤ K̃(1 +NΓ) r−
β

1+β

( r

N1+β

) β
1+β

.

If the diffusion coefficient σ is not directly controlled, that is, if σ(t, ϕ, γ) = σ̃(t, ϕ)
for some σ̃ and all t ∈ [0, T ], ϕ ∈ C, γ ∈ Γ, then we may rely on Lemma A.5 in place
of Theorem A.2. Observe that the diffusion coefficient for the control problems of degree
(N,M) and N , respectively, is constant on time intervals of the form [(k−1) rN , k

r
N ), k ∈ N.

The order exponent β for the analogue of Theorem 3.3 must be greater than one, and the
order exponent δ in Condition (∗) is taken to equal β−1

2 . In combination with Theorem 3.2,
this implies the following bound.

Corollary 3.5. Assume (A1)-(A4). Assume in addition that σ does not depend on the
control variable and that Γ is finite with cardinality NΓ. Then there is a positive constant
K̃ depending only on K, L, T such that for all β > 1, all N ∈ N with N ≥ r and dNβe a
square number, all t0 ∈ IN , all ϕ ∈ C it holds that∣∣VN,dNβe(t0, ϕ)− VN (t0, ϕ)

∣∣ ≤ K̃(1 + 4r · T +NΓ) r−
β

1+β

( r

N1+β

) β
1+β

.

The requirement in Corollary 3.5 that dNβe be a square number is no serious restriction,
as the optimal bound on the total discretisation error will be achieved with β = 2.

3.4 Bounds on the total error

Here, we put together the error bounds from Sections 3.2 and 3.3 in order to obtain an
overall estimate for the rate of convergence, that is, a bound on the discretisation error
incurred in passing from the original value function to the value function of degree (N,M).
In addition, we address the question of whether and in which sense nearly optimal strategies
for the discrete problems can be used as nearly optimal strategies for the original system.

As in Corollary 3.3, we express the error bound in terms of the total number of dis-
cretisation steps or, taking into account the presence of the delay length r, in terms of the
length of the smallest time step.

Theorem 3.4. Assume (A1)-(A4). Let α ∈ (0, 1], LH > 0. Then there is a constant C̄
depending only on α, LH , L, K, T and the dimensions such that for all β > 3, all N ∈ N
with N ≥ 2r, all t0 ∈ IN , all α-Hölder continuous ϕ ∈ C with Hölder constant not greater
than LH , it holds that, with h = r

N1+β ,∣∣V (t0, ϕ)− VN,dNβe(t0, ϕ)
∣∣ ≤ C̄

(
r

α·β
1+β h

α
1+β ∨ r

β
2(1+β)

√
ln
(

1
h

)
h

1
2(1+β) + r

− β
1+β h

β−3
4(1+β)

)
.
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In particular, with β = 5 and h = r
N6 , it holds that

∣∣V (t0, ϕ)− VN,N5(t0, ϕ)
∣∣ ≤ C̄

(
r

5α
6 h

2α−1
12 ∨ r

5
12

√
ln
(

1
h

)
+ r−

5
6

)
h

1
12 .

Proof. Clearly, |V −VN,dNβe| ≤ |V −VN |+ |VN −VN,dNβe|. The assertion now follows from
Corollary 3.3 and Theorem 3.1, where ln( 1

hN
) = ln(Nr ) is bounded by ln(N

1+β

r ) = ln( 1
h).

The choice β = 5 in Theorem 3.4 yields the same rate for both summands in the error
estimate provided the initial segment is at least 1

2 -Hölder continuous, because 1
2 = β−3

4

implies β = 5. Thus, the best overall error bound we obtain without additional assumptions
is of order h1/12 up to neglecting the logarithmic term.

The rate 1
12 is a worst-case estimate. Moreover, better error bounds are obtained

in the special situations treated at the end of Section 3.3. In the deterministic case,
that is, when the diffusion coefficient σ is zero, two different bounds on the total error
– depending on whether or not the space of control actions Γ is finite – can be derived
by combining Corollary 3.1 from Section 3.2 with Corollary 3.4 from Section 3.3. The
optimal choice of the parameter β is three for a complete and separable metric space Γ,
since 1 = β−1

2 implies β = 3, provided the initial segment as well as the coefficients b and
f are Lipschitz continuous in the time variable. If Γ is finite, we choose β = 1. When the
diffusion coefficient is not directly controlled and Γ is finite, we combine the assertions of
Theorem 3.1 and Corollary 3.5 to obtain a bound on the overall discretisation error. The
optimal choice of β is two, since 1

2 = β−1
2 implies β = 2.

Table 3.1 shows the corresponding bounds on the total error, that is, bounds on the
maximal difference between the value functions V and VN,M over all initial segments of a
given time regularity. The time regularity of the initial segments and of the coefficients b,
σ, f in their time variable is indicated in the first column of the table. A function ψ is
Hölder 1

2− iff |ψ(t)−ψ(s)| ≤ LH
√
|t−s| ln(1/|t−s|) for some LH > 0 and all t, s ≥ 0 with

|t − s| small. The second column of the table shows whether the space of control actions
Γ is assumed to be finite or not. In the third column, the form of the diffusion coefficient
is indicated. The second but last column shows the order of the sub-discretisation degree
M in terms of the degree N of the outer discretisation. Notice that M need only be
proportional to Nβ with β giving the optimal order, not necessarily equal to Nβ . The
error bounds in terms of the time step h = r

N ·M are given in the last column of the table.
Recall that VN,M ≥ VN for all N,M ∈ N by construction. If, instead of the two-sided

error bound of Theorem 3.4, we were merely interested in obtaining an upper bound for
V , we would simply compute VN,M with M = 1. Theorem 3.1 implies that we would incur
an error of order nearly 1

2 ; that is, we would have

V ≤ VN,1 + constant×
√

ln(N)
N

for all N ∈ N, N ≥ 2r,

where the initial segments are supposed to be Hölder 1
2−. This direction, however, is the

less informative one, since we do not expect the minimal costs for the discretised system
to be lower than the minimal costs for the original system.

Up to this point, we have been concerned with convergence of value functions only. A
natural question to ask is the following: Suppose we have found a strategy ū ∈ UN,M which



3.4. BOUNDS ON THE TOTAL ERROR 71

Time regularity Space Γ Diffusion coefficient M ∼ Error bound

Lipschitz finite σ ≡ 0 N h1/2

Lipschitz separable σ ≡ 0 N3 h1/4

Hölder 1
2− finite σ(t, ϕ) N2 h1/6

√
ln( 1

h)

Hölder 1
2− separable σ(t, ϕ, γ) N5 h1/12

√
ln( 1

h)

Table 3.1: The table shows bounds on the difference between V and VN,M for some special
situations and the general case (last row) in terms of the time step h = r

N ·M .

is ε-optimal for the control problem of degree (N,M) under initial condition (t0, ϕ). Will
this same strategy ū also be nearly optimal for the original control problem?

The hypothesis that ū be ε-optimal for the problem of degree (N,M) under initial
condition (t0, ϕ) means that JN (t0, ϕ, ū)−VN,M (t0, ϕ) ≤ ε. Recall that the cost functional
for the problem of degree (N,M) is identical to the one for the problem of degree N ,
namely JN , and that, by construction, JN ≥ VN,M ≥ VN over the set of strategies UN,M .
The strategy ū is nearly optimal for the original control problem if there is ε̃ which must
be small for ε small and N,M big enough such that J(t0, ϕ, ū)−V (t0, ϕ) ≤ ε̃. Recall that
UN,M ⊂ U , whence J(t0, ϕ, ū) is well-defined. The next theorem states that nearly optimal
strategies for the approximating problems are nearly optimal for the original problem, too.

Theorem 3.5. Assume (A1)-(A4). Let α ∈ (0, 1], LH > 0. Then there is a constant C̄r
depending only on α, LH , L, K, T , the dimensions and the delay length r such that for
all β > 3, all N,M ∈ N with N ≥ 2r and M ≥ Nβ, all t0 ∈ IN , all α-Hölder continuous
ϕ ∈ C with Hölder constant not greater than LH the following holds:

If ū ∈ UN,M is such that JN (t0, ϕ, ū)− VN,M (t0, ϕ) ≤ ε, then, with h = r
N1+β ,

J(t0, ϕ, ū)− V (t0, ϕ) ≤ C̄r

(
h

α
1+β ∨

√
ln
(

1
h

)
h

1
2(1+β) + h

β−3
4(1+β)

)
+ ε.

Proof. Let ū ∈ UN,M be such that JN (t0, ϕ, ū)− VN,M (t0, ϕ) ≤ ε. Then

J(t0, ϕ, ū)− V (t0, ϕ)

≤ J(t0, ϕ, ū)− JN (t0, ϕ, ū) + JN (t0, ϕ, ū)− VN,M (t0, ϕ) + VN,M (t0, ϕ)− V (t0, ϕ)

≤ sup
u∈U

∣∣J(t0, ϕ, u)− JN (t0, ϕ, u)
∣∣ + ε + VN,M (t0, ϕ)− V (t0, ϕ).

The assertion is now a consequence of Theorem 3.1 and Theorem 3.4.

Let us suppose we have found a strategy ū for the problem of degree (N,M) with fixed
initial condition (t0, ϕ) ∈ IN ×C which is ε-optimal or optimal and a feedback control. The
latter means here that ū can be written in the form

ū(t)(ω) = ū0

(
btcN ·M ,ΠN (Zu)(btcN ·M )(ω)

)
for all ω ∈ Ω, t ≥ 0,
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where Zu is the solution to Equation (3.8) under control ū and initial condition (t0, ϕ)
and ū0 is some measurable Γ-valued function defined on [0,∞) × CN or, because of the
discretisation, on {k r

N ·M | k ∈ N0} ×Rd(N ·M+M+1). We would like to use ū0 as a feedback
control for the original system. It is not clear whether this is possible unless one assumes
some regularity like Lipschitz continuity of ū0 in its segment variable. The problem is that
we have to replace solutions to Equation (3.8) with solutions to Equation (3.2).

Something can be said, though. Recall the definition of UN,M at the beginning of
Section 3.3. Strategies in UN,M are not only piecewise constant, they are also adapted to
the filtration generated by W (k r

N ·M ), k ∈ N0. Thus, if ū ∈ UN,M is a feedback control,
then it can be re-written as

ū(t)(ω) = ū1

(
btcN ·M ,W (btcN ·M−k r

N ·M )(ω), k = 0, . . . , (N+1)M
)
, ω ∈ Ω, t ≥ 0,

where ū1 is some measurable Γ-valued function depending on the initial condition (t0, ϕ)
and defined on {k r

N ·M | k ∈ N0}×RdN,M with dN,M := d(N·M+M+1). The above equality
has to be read keeping in mind the convention that W (t) = 0 if t < 0. The function ū1

can be used as a noise feedback control for the original problem as it directly depends on
the underlying noise process, which is the same for the control problem of degree (N,M)
and the original problem. By Theorem 3.5, we then know that ū1 induces a nearly optimal
strategy for the original control problem provided ū was nearly optimal for the discretised
problem.

3.5 Solving the control problems of degree (N, M)

Here, we turn to the question of how to compute the value functions of the control prob-
lems resulting from the discretisation procedure analysed above. The value function of
degree (N,M) is the value function of a finite-dimensional optimal control problem in dis-
crete time. One time step corresponds to a step of length r

N ·M in continuous time. The
noise component of the control problem of degree (N,M) is given by a finite sequence of
independent Gaussian random variables with mean zero and variance r

N ·M , because the
time horizon is finite and the strategies in UN,M are not only piecewise constant, but also
adapted to the filtration generated by W (k r

N ·M ), k ∈ N0.
By construction of the approximation to the dynamics in Section 3.2, the segment

space for the problem of degree (N,M) is the subspace of CN consisting of all functions
which are piecewise linear relative to the grid {k r

N ·M | k ∈ Z} ∩ [−r− r
N , 0]. The segment

space of degree (N,M), therefore, is finite-dimensional and isomorphic to RdN,M with
dN,M := d(N ·M+M+1). The functions of interest are actually those whose nodes are
multiples of r

N units of time apart, but in each step of the evolution the segment functions
(and their nodes) get shifted in time by r

N ·M units.
Theoretically, the Principle of Dynamic Programming as expressed in Proposition 3.6

could be applied to compute the value function VN,M . Practically, however, it is not pos-
sible to use any algorithm based on directly applying one-step Dynamic Programming.
This difficulty arises because the state space of the controlled discrete-time Markov chains
we are dealing with is RdN,M and the (semi-)discrete value function VN,M is defined on
IN ·M × RdN,M or, in the fully discrete case, on a dN,M -dimensional grid. In view of Theo-
rem 3.4, the dimension dN,M is expected to be very large so that storing the values of VN,M
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for all initial conditions – as required by the Dynamic Programming method – becomes
impossible.

It is well known that the worst-case complexity of solving a d̃-dimensional discrete-time
optimal control problem via Dynamic Programming grows exponentially in the dimension
d̃. This is related to the famous “curse of dimensionality” (e. g. Bellman and Kabala,
1965: p. 63). The complexity of a problem is here understood in the sense of information-
based complexity theory, see Traub and Werschulz (1998) for an overview. For a result in
this spirit confirming the presence of the curse of dimensionality see Chow and Tsitsiklis
(1989). Observe, though, that the complexity of a problem depends not only on the problem
formulation, but crucially also on the error criterion used for determining the accuracy of
approximate solutions and on the information available to the admissible algorithms.

The situation in our case is not as desperate as it might seem provided the original
control problem has low dimensions d, d1. Recall that VN,M is an approximation of the
value function VN constructed in Section 3.2, which in turn approximates V , the value
function of the original problem, and that the problems of degree N and of degree (N,M),
M ∈ N, have the same dynamics and the same cost functional. Moreover, for any time
t0 ∈ IN , both VN (t0, .) and VN,M (t0, .) live on the space of all functions ϕ ∈ C which are
piecewise linear relative to the grid {k r

N | k ∈ Z} ∩ [−r, 0]. Let us write Ĉ(N) for this
space. Clearly, Ĉ(N) is isomorphic to RdN with dN := d(N+1).

An approximation V̂N,M (t0, .) to VN,M (t0, .) for times t0 ∈ IN can be computed by
backward iteration starting from time TN and proceeding in time steps of length r

N . Recall
that VN,M (TN , .) = g(.), whence V̂N,M (TN , .) is determined by g, the function giving the
terminal costs. To compute V̂N,M (t0, ϕ) for any ϕ ∈ Ĉ(N) when V̂N,M (t0+ r

N , .) is available
and t0 ∈ IN , an “inner” backward iteration can be performed with respect to the grid
{t0+ k r

N ·M | k = 0, . . . ,M}.
If t0 ∈ IN , then, on the time interval [t0, t0+ r

N ), the coefficients b, σ, f are functions
of the control variable only, see Equations (3.8) and (3.9), respectively, and the proof of
Theorem 3.3. The inner optimisation thus consists in solving a d-dimensional discrete-time
optimal control problem with “constant coefficients” and fixed initial condition over M time
steps, which correspond to a time horizon of length r

N . To be more precise, define, for each
n ∈ N0, an operator T (N,M)

n on the space B(Ĉ(N)) of all bounded real-valued functions on
Ĉ(N) by
(3.12)

T (N,M)
n (Ψ)(ϕ) := inf

u∈UN,M

E

(∫ r
N

0
f
(
n r
N , ϕ, u(s)

)
ds + Ψ

(
LinN (Zur

N
)
))

, ϕ ∈ Ĉ(N),

where Zu = Zu,n,ϕ is the process defined on the time interval [−r, rN ] by
(3.13)

Zu(t) :=

{
ϕ(0) +

∫ t
0 b
(
n r
N , ϕ, u(s)

)
ds +

∫ t
0 σ
(
n r
N , ϕ, u(s)

)
dW (s), t ∈ (0, rN ],

ϕ(t), t ∈ [−r, 0].

The definition of T (N,M)
n should be compared to Proposition 3.6. Given Ψ ∈ B(Ĉ(N)), let

us refer to the evaluation of T (N,M)
n (Ψ) at ϕ ∈ Ĉ(N) as the Bellman step for Ψ at segment ϕ

and time step n. Notice that LinN (ϕ) = ϕ for all ϕ ∈ Ĉ(N). Since any strategy u ∈ UN,M
is piecewise constant relative to the grid {k r

N ·M | k ∈ N0}, the integrals appearing in
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(3.12) and (3.13) are really finite sums of random variables; for n ∈ N0, Ψ ∈ B(Ĉ(N)), all
ϕ ∈ Ĉ(N), it holds that

T (N,M)
n (Ψ)(ϕ) = inf

u∈UN,M

E

(
r

N ·M

(
M−1∑
k=0

f
(
n r
N , ϕ, u(k

r
N ·M )

))
+ Ψ

(
LinN (Zur

N
)
))

,

where LinN (Zur
N

) is an element of Ĉ(N) and is completely determined by ϕ(−r+k r
N ),

k ∈ {0, . . . , N−1}, and

Zu( rN ) = ϕ(0) +
r

N ·M

(
M−1∑
k=0

b
(
n r
N , ϕ, u(k

r
N ·M )

))

+
M−1∑
k=0

σ
(
n r
N , ϕ, u(k

r
N ·M )

) (
W
(
(k+1) r

N ·M
)
−W

(
k r
N ·M

))
.

If the diffusion coefficient σ is not directly controlled, that is, if σ(t, ϕ, γ) = σ̃(t, ϕ), then
the expression for Zu( rN ) simplifies to

Zu( rN ) = ϕ(0) +
r

N ·M

(
M−1∑
k=0

b
(
n r
N , ϕ, u(k

r
N ·M )

))
+ σ̃

(
n r
N , ϕ

)
W
(
r
N

)
.

Observe that the operator T (N,M)
n is a non-expansive mapping in supremum norm on

B(Ĉ(N)), that is,

sup
ϕ∈Ĉ(N)

|T (N,M)
n (Ψ)(ϕ)−T (N,M)

n (Ψ̃)(ϕ)| ≤ sup
ϕ∈Ĉ(N)

|Ψ(ϕ)− Ψ̃(ϕ)| for all Ψ, Ψ̃ ∈ B(Ĉ(N)).

This property, though evident from (3.12), is important in that it guarantees numerical
stability when the operators T (N,M)

n , n ∈ N0, are repeatedly applied.
The Bellman steps need not necessarily be backward iterations of Dynamic Program-

ming type as was suggested above. We can use any method that solves the arising M -step
“constant coefficients” control problems. When the space of control actions Γ is finite, then
the coefficients b, σ, f can be evaluated in advance at (n r

N , ϕ, γ) for all γ ∈ Γ, because the
time segment pair (n r

N , ϕ) is constant during any Bellman step.
In the deterministic case, it is sometimes possible to optimise directly over the set of

deterministic M -step strategies. If Γ has finite cardinality NΓ, instead of checking NΓ to
the power of M possibilities, we only have to test

(
NΓ+M−1

M

)
possibilities, which is the

number of combinations of M objects when there are NΓ different kinds of objects.
In the stochastic case, a method recently introduced by Rogers (2007) for comput-

ing value functions of high-dimensional discrete-time Markovian optimal control problems
might prove useful. The method is based on path-wise optimisation and Monte Carlo
simulation of trajectories of a reference Markov chain; it uses minimisation over functions
which can be interpreted as candidates for the value function. Those candidates should
be chosen from a computationally “nice” class so that the value function can be computed
at any given point without the need to store its values for the entire state space, although
this problem is less acute for low dimensions d, d1. Unlike schemes directly employing
the PDP, Rogers’s method does not yield an approximation of the value function over the
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entire state space, but only its value at the given initial point. This is what is needed for
the Bellman step.

Let us return to our procedure for computing V̂N,M (t0, .), t0 ∈ IN . Set nT := bT N
r c.

The procedure starts by determining V̂N,M (nT r
N , .) = V̂N,M (TN , .) from g. To this end,

choose a finite subset SnT ⊂ Ĉ(N). For each ϕ ∈ SnT , set V̂N,M (nT r
N , ϕ) := g(ϕ). The val-

ues of V̂N,M (nT r
N , .) at segments not in SnT are calculated by some interpolation or regres-

sion method. Now, suppose that V̂N,M ((n+1) rN , .) is available for some n ∈ {0, . . . , nT−1}.
Then the following steps are executed:

1. Choose a finite set Sn ⊂ Ĉ(N).

2. For each segment ϕ ∈ Sn, compute V̂N,M (n r
N , ϕ) by executing the Bellman step for

V̂N,M ((n+1) rN , .) at ϕ and time step n.

3. Compute V̂N,M (n r
N , .) by some interpolation or regression method using the data

{(ϕ, V̂N,M (n r
N , ϕ)) | ϕ ∈ Sn}.

In this way, by backward iteration, V̂N,M (n r
N , .) can be calculated for all n ∈ {0, . . . , nT }.

The proposed procedure may be called an application of approximate Dynamic Program-
ming or approximate value iteration1 (e. g. Bertsekas, 2005, 2007: I.6, II.1.3). The idea is
probably as old as Dynamic Programming itself, cf. Bellman and Kabala (1965).

Input: SYSTEM, T, r, N, M
Output: V[0],...,V[T*N/r]

SYSTEM.set_parameters(r,N,M);
SEGMENTS.set_parameters(r,N);
n <- T*N/r;
for i = 0 to n do V[i].set_parameters(r,N);
SEGMENTS.generate(n);
for each x in SEGMENTS do V[n].add(x,SYSTEM.g(x));
V[n].interpolate;
while (n > 0) do begin

n <- n-1;
SEGMENTS.generate(n);
for each x in SEGMENTS do V[n].add(x,SYSTEM.Bellman_step(n,x,V[n+1]));
V[n].interpolate;

end_while;

Figure 3.1: Approximate value iteration: scheme in pseudo code. The object SYSTEM contains
the coefficient functions b, σ, f , g and provides a method for the Bellman step. The objects
V[0],...,V[T*N/r] represent approximations to VN,M (n r

N , .), n = 0, . . . , bT N
r c; they possess an

interpolation method, as values are calculated only at segments provided by SEGMENTS.

1The term “value iteration” is usually reserved for the backward iteration in value function space when
solving infinite horizon control problems, “Dynamic Programming” for the finite backward iteration when
solving problems with finite time horizon.
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Figure 3.1 represents the procedure in an object-oriented pseudo code. The object
SYSTEM contains the coefficient functions b, σ, f , g; the terminal costs g are directly ac-
cessible, the other functions are needed for the method Bellman_step, which implements
the operators T (N,M)

n , n ∈ N. The object SEGMENTS generates and stores the sets Sn of
segments at which the Bellman step is carried out. The objects V[0],...,V[T*N/r] rep-
resent the approximations V̂N,M (n r

N , .) to the value functions VN,M (n r
N , .), n = 0, . . . , nT .

The method interpolate creates an interpolant using the data stored in V[n], that is, it
implements the creation of V̂N,M (n r

N , .) from the data {(ϕ, V̂N,M (n r
N , ϕ)) | ϕ ∈ Sn}.

We have seen how the Bellman steps can be computed in principle, but will leave open
the question of which algorithm should be used. There are two other important questions,
here. The first is the choice of the sets of segments Sn ⊂ Ĉ(N), n ∈ {0, . . . , nT }. The second
regards the choice of the interpolation or regression method. Clearly, the two questions
are interrelated in that the choice of a certain interpolation method may require a specific
choice of the segment sets.

Suppose we have chosen, for each time step n, a set of segments Sn as well as an inter-
polation method. The latter can be represented as a mapping AN

n : B(Ĉ(N)) → B(Ĉ(N))
such that AN

n (Ψ) = AN
n (Ψ̃) whenever Ψ(ϕ) = Ψ̃(ϕ) for all ϕ ∈ Sn. The approximate value

iteration procedure can then be written as

V̂N,M (nT r
N , .) := AN

nT
(g),

V̂N,M
(
n r
N , .
)

:= AN
n ◦ T N,M

n

(
V̂N,M

(
(n+1) rN , .

))
, n ∈ {0, . . . , nT−1}.

An important restriction on the choice of the interpolation method is that the corre-
sponding operators AN

n should be non-expansive mappings. This is to preserve the non-
expansiveness of the Bellman operator, which in turn guarantees numerical stability of
the recursion. Admissible methods are, for example, the nearest neighbour and k nearest
neighbour regression, which work with any choice of the segment sets, or interpolation
methods using piecewise linear basis functions.

Recall that Ĉ(N) is isomorphic to RdN with dN = d(N+1). On the other hand, the
value function of degree (N,M) is Lipschitz continuous, but not necessarily continuously
differentiable. The problem of recovering a Lipschitz continuous function defined on a d̃-
dimensional hypercube (to work on a bounded domain) is itself subject to a dimensional
curse, at least when the error is measured in supremum norm. Consequently, approximate
Dynamic Programming in itself provides no escape from the curse of dimensionality.

Instead of treating the values at the grid points of the segment functions in Ĉ(N) as
belonging to independent dimensions, we may exploit the fact that they are generated
by continuous functions. In view of the error bounds of Sections 3.2 and 3.4, which are
uniform only over sets of Lipschitz or Hölder continuous segments with bounded Lipschitz
or Hölder constant, it is natural to restrict the domain of the value function of degree
(N,M) accordingly. Any function in Ĉ(N) is, by construction, Lipschitz continuous, yet
its Lipschitz constant may be arbitrarily large. For L̃ > 0, let ĈLip(N, L̃) denote the
(convex) set of all functions in Ĉ(N) with Lipschitz constant not greater than L̃. Denote
by Ĉ1/2−(N, L̃) the (convex) set of all functions in ϕ ∈ Ĉ(N) such that

|ϕ(t)− ϕ(s)| ≤ L̃
√
|t−s| ln

(
e·r
|t−s|
)

for all t, s ∈ [−r, 0].
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In the case of a deterministic system and for bounded drift coefficient b, the segments of
all solution trajectories of the original dynamics are Lipschitz continuous with Lipschitz
constant not greater than L̃ provided the initial segments are that regular and L̃ was
chosen big enough. In the stochastic case, boundedness of b and σ does not guarantee
that all trajectory segments are Hölder 1

2− for some constant L̃; nevertheless, for all
Hölder 1

2− initial segments, all trajectory segments are Hölder 1
2−, and the probability

that a trajectory segment has Hölder constant greater than L̃ tends to zero as L̃ goes to
infinity, again provided the initial segments are Hölder 1

2− with constant L̃. Moreover, the
probability that a trajectory segment has Hölder constant greater than L̃ can be estimated
by deriving bounds on the moments of the modulus of continuity of Itô diffusions as in
Appendix A.2.

These observations can be used in choosing the sets Sn, n ∈ {0, . . . , nT } of grid seg-
ments. In generating appropriate Lipschitz or Hölder continuous segments, the Brownian
bridge construction or a deterministic analogue may be used. The underlying idea is that
not all dimensions of the piecewise linear segments are equally important. In particular,
the right-most coordinate, which corresponds to the current time, plays a special role in
that it provides the initial value for generating the new current state, cf. (3.13).

We leave these observations to future investigation. First numerical experiments have
been carried out for the simple deterministic system presented in Subsection 1.2.2. A rough
approximation to the true value function can be obtained. The choice of the grid segments
and of the interpolation method are seen to be crucial in view of the heavy requirements
in memory and computing time.

3.6 Conclusions and open questions

In this chapter, we have presented and analysed a semi-discretisation scheme for finite
horizon stochastic control problems with delay. The dependence of the system on its past
evolution is allowed to be of a general form; it includes point and distributed delay as well
as generalised distributed and functional delay, cf. Section 3.1. Apart from the somewhat
restrictive assumption of boundedness, the hypotheses on the system coefficients are quite
natural. The state process and the noise process may have different dimensions (d and
d1), and no non-degeneracy assumption on the diffusion coefficient is needed. The space of
control actions Γ may be an arbitrary complete separable metric space (only separability is
really needed); in particular, Γ need not be compact. The discretisation of time induces a
discretisation of the segment space. The discrete-time optimal control problems generated
by the scheme are, as a result, finite-dimensional.

Convergence of the scheme has been demonstrated and bounds on the discretisation
error have been derived. Under general assumptions, we have a worst-case estimate of the
rate of convergence; better bounds have been obtained for important special situations,
namely for the deterministic case (finite and separable Γ) and the case of uncontrolled
diffusion coefficient (and finite Γ). We stress that the error bounds of Section 3.4 hold
without any assumptions on regularity or existence of optimal strategies and without any
additional assumptions on the regularity of the value function. Indeed, there are control
problems satisfying our hypotheses which either do not possess optimal strategies or where
the optimal strategies are Borel measurable, but almost surely discontinuous on any non-
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empty open time interval, or where the value function is Lipschitz continuous, but not
everywhere (Fréchet) differentiable.

The structure of our two-step discretisation scheme can be exploited in designing algo-
rithms for the numerical solution of the discrete-time control problems of degree (N,M).
In this way, the memory requirements can be kept within feasible limits. The Bellman
steps, that is, the inner optimisation steps of the procedure proposed in Section 3.5, are of
“constant coefficients” type, which may be computationally advantageous.

In contrast to Chapter 2, the analysis of this chapter is not confined to proving mere
convergence of a discretisation scheme. Kushner’s Markov chain method, on the other
hand, is applicable to a wide variety of dynamic optimisation problems and discretisation
schemes. Notice, however, that some kind of compactness assumption regarding the space
of strategies is an essential ingredient of the method, cf. Section 2.2.

In connection with the two-step scheme, there are some open questions. The error
bound obtained under general assumptions is a worst-case estimate of the rate of conver-
gence, but it is not clear whether it is sharp. Due to the structure of the scheme, none of
the error bounds can be improved beyond the rate of convergence attained by the Euler
scheme for the corresponding uncontrolled system – unless the cost functional has some
special form.2

As far as the numerical solution of the discrete-time control problems of degree (N,M)
is concerned, a lot is still to be done. On the one hand, there is the question of the
complexity of the problem (in the sense of information based complexity), which depends
on the error criterion adopted. On the other hand, there is the question of how to implement
the scheme of Section 3.5. Observe that, even if the problem is subject to a dimensional
curse (in the discretisation degree N), an approximate Dynamic Programming algorithm
can still be useful, as it will produce a first rough approximation to the value function of
the original problem. Such an approximation, in turn, can serve as an initial guess of the
value function for algorithms of suboptimal control like “limited lookahead” or “rollout” (cf.
Bertsekas, 2005: Ch. 6).

The two-step discretisation scheme should be applicable to other types of optimal
control problems with delay. Instead of a finite deterministic time, the (random) time of
first exit from a compact set (as in Section 2.3) may be taken as time horizon. Other
interesting systems are those with reflection at the boundary of a compact polyhedron.
The state process would, in both cases, take values in a bounded subset of Rd, which
is reasonable also from the point of view of numerical computation. What has to be
established is, again, not so much whether the scheme converges, but how fast.

2For stochastic systems with general cost functionals, we have the strong rate of convergence of the
corresponding Euler scheme as bound on the rate of convergence of the two-step scheme. For special cost
functionals, the scheme might attain the weak rate of convergence of the Euler scheme.



Appendix A

A.1 On the Principle of Dynamic Programming

Let ((Ω,F ,P), (Ft),W ) be a Wiener basis of dimension d1. Let U be the associated set
of control processes. For n ∈ N, define the set Un ⊂ U of piecewise constant strategies
according to (3.10) at the beginning of Section 3.3. Let Ũ be either U or Un for some
n ∈ N.

Let r̃ > 0 and set C̃ := C([−r̃, 0],Rd). If Y is an Rd-valued process, then the notation
Yt in this subsection denotes the segment of length r̃. Let b̃, σ̃, f̃ , g̃ be functions satisfying
the following hypotheses:

(H1) Measurability: b̃ : [0,∞)×C̃×Γ → Rd, σ̃ : [0,∞)×C̃ → Rd×d1 , f̃ : [0,∞)×C̃×Γ → R,
g̃ : C̃ → R are Borel measurable functions.

(H2) Boundedness: |b̃|, |σ̃|, |f̃ |, |g̃| are bounded by some positive constant K.

(H3) Uniform Lipschitz condition: there is a constant L > 0 such that for all ϕ,ψ ∈ C̃, all
t ≥ 0, all γ ∈ Γ

|b̃(t, ϕ, γ)− b̃(t, ψ, γ)| ∨ |σ̃(t, ϕ, γ)− σ̃(t, ψ, γ)| ≤ L ‖ϕ− ψ‖,
|f̃(t, ϕ, γ)− f̃(t, ψ, γ)| ∨ |g̃(ϕ)− g̃(ψ)| ≤ L ‖ϕ− ψ‖.

Let T̃ > 0. Define a cost functional J̃ : [0, T̃ ]× C̃ × U → R by

J̃(t0, ψ, u) := E

(∫ T̃−t0

0
f̃
(
t0+s, Ys, u(s)

)
ds + g̃

(
YT̃−t0

))
,

where Y = Y t0,ψ,u is the solution to the controlled SDDE

(A.1) Y (t) =

{
ψ(0) +

∫ t
0 b̃
(
t0+s, Ys, u(s)

)
ds +

∫ t
0 σ̃
(
t0+s, Ys, u(s)

)
dW (s), t > 0,

ψ(t), t ∈ [−r̃, 0].

Define the associated value function Ṽ : [0, T̃ ]× C̃ → R by

Ṽ (t0, ψ) := inf
{
J̃(t0, ψ, u) | u ∈ Ũ

}
.

Depending on the choice of Ũ , the function Ṽ thus defined gives the minimal costs over the
set U of all control processes or just over a set of strategies which are piecewise constant
relative to the grid {k rn | k ∈ N0} for some n ∈ N. The following property of Ṽ is useful.

79
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Proposition A.1. Assume (H1)-(H3). Let Ṽ be the value function defined above. Then Ṽ
is bounded and Lipschitz continuous in the segment variable uniformly in the time variable.
More precisely, |Ṽ | is bounded by K(T̃+1) and for all t0 ∈ [0, T̃ ], all ϕ,ψ ∈ C̃,

|Ṽ (t0, ϕ)− Ṽ (t0, ψ)| ≤ 2
√

2L(T̃+1) exp
(
3T̃ (T̃+ 4d1)L2

)
‖ϕ− ψ‖.

Proof. Boundedness of Ṽ is an immediate consequence of its definition and Hypothe-
sis (H2). Let t0 ∈ [0, T̃ ], let ϕ,ψ ∈ C̃. Recall the inclusion Ũ ⊆ U and observe that,
in virtue of the definition of Ṽ , we have

|Ṽ (t0, ϕ)− Ṽ (t0, ψ)| ≤ sup
u∈U

|J̃(t0, ϕ, u)− J̃(t0, ψ, u)|.

By Hypothesis (H3), for all u ∈ U we get

|J̃(t0, ϕ, u)− J̃(t0, ψ, u)|

≤ E

(∫ T̃−t0

0

∣∣f̃(t0+s,Xu
s , u(s)

)
− f̃

(
t0+s, Y u

s , u(s)
)∣∣ds +

∣∣g̃(Xu
T̃−t0

)
− g̃
(
Y u
T̃−t0

)∣∣)

≤ L(1 + T̃−t0) E

(
sup

t∈[−r̃,T̃ ]

|Xu(t)− Y u(t)|2
) 1

2

,

where Xu, Y u are the solutions to Equation (A.1) under control process u with initial
conditions (t0, ϕ) and (t0, ψ), respectively. Now, for every T ∈ [0, T̃ ],

E

(
sup

t∈[−r̃,T ]
|Xu(t)− Y u(t)|2

)
≤ 2E

(
sup
t∈[0,T ]

|Xu(t)− Y u(t)|2
)

+ 2‖ϕ− ψ‖2,

while Hölder’s inequality, Doob’s maximal inequality, Itô’s isometry, Fubini’s theorem and
Hypothesis (H3) together yield

E

(
sup
t∈[0,T ]

|Xu(t)− Y u(t)|2
)

≤ 3|ϕ(0)− ψ(0)|2 + 3T E
(∫ T

0

∣∣∣b̃(t0+s,Xu
s , u(s)

)
− b̃
(
t0+s, Y u

s , u(s)
)∣∣∣2ds)

+ 3d1

d∑
i=1

d1∑
j=1

E

(
sup
t∈[0,T ]

(∫ t

0

(
σ̃ij
(
t0+s,Xu

s , u(s)
)
− σ̃ij

(
t0+s, Y u

s , u(s)
))
dW j(s)

)2
)

≤ 3|ϕ(0)− ψ(0)|2 + 3T L2

∫ T

0
E
(
|Xu

s − Y u
s |2
)
ds

+ 12d1 E

(∫ T

0

d∑
i=1

d1∑
j=1

(
σ̃ij
(
t0+s,Xu

s , u(s)
)
− σ̃ij

(
t0+s, Y u

s , u(s)
))2

ds

)

≤ 3|ϕ(0)− ψ(0)|2 + 3(T+ 4d1)L2

∫ T

0
E
(

sup
t∈[−r̃,s]

|Xu(t)− Y u(t)|2
)
ds.

Since |ϕ(0)−ψ(0)| ≤ ‖ϕ− ψ‖, Gronwall’s lemma implies that

E

(
sup

t∈[−r̃,T̃ ]

|Xu(t)− Y u(t)|2
)

≤ 8‖ϕ− ψ‖2 exp
(
6T̃ (T̃+ 4d1)L2

)
.

Putting the estimates together, we obtain the assertion.
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Recall that the the value function Ṽ has been defined over the set of strategies Ũ . If
Ũ = U , set Ĩ := [0,∞), else if Ũ = Un, set Ĩ := {k rn | k ∈ N0}. The following version of
Bellman’s Principle of Optimality or Principle of Dynamic Programming holds.

Theorem A.1 (PDP). Assume (H1)-(H3). Then for all t0 ∈ [0, T̃ ], all t ∈ Ĩ ∩ [0, T̃−t0],
all ψ ∈ C̃,

Ṽ (t0, ψ) = inf
u∈U

E
(∫ t

0
f̃
(
t0+s, Y u

s , u(s)
)
ds + Ṽ (t0+t, Y u

t )
)
,

where Y u is the solution to Equation (A.1) under control process u with initial condition
(t0, ψ).

Theorem A.1 is proved in the same way as Theorem 4.2 in Larssen (2002), also see
the proof of Theorem 4.3.3 in Yong and Zhou (1999: p. 180). We merely point out the
differences in the problem formulation and the hypotheses. Here, all coefficients, those
of the dynamics and those of the cost functional, are bounded, while Larssen (2002) also
allows for sub-linear growth. Since Equation (A.1) has unique solutions, boundedness of
the coefficients guarantees that the cost functional J̃ as well as the value function Ṽ are
well defined. Notice that we express dependence on the initial time in a different, but
equivalent way in comparison with Larssen (2002). Notice further that in Theorem A.1
only deterministic times appear.

We have stated the control problem and given Bellman’s principle in the strong Wiener
formulation, cf. Section 3.1. Although the weak Wiener formulation is essential for the
proof, the resulting value functions are the same for both versions. This is due to the
fact that weak uniqueness holds for Equation (A.1). Also the infimum in the Dynamic
Programming equation can be taken over all Wiener control bases or just over all control
processes associated with a fixed Wiener basis.

There are two respects in which our hypotheses are more general than those of The-
orem 4.2 in Larssen (2002). The first is that we do not require the integrand f̃ of the
cost functional to be uniformly continuous in its three variables. This assumption is not
needed for the Dynamic Programming equation, while it is important for versions of the
Hamilton-Jacobi-Bellman partial differential equation. The second is that we allow the op-
timisation problem to be formulated for certain subclasses of admissible strategies, namely
the subclasses Un of piecewise constant strategies. The set Ĩ and thus the set of allowed
intermediate times must be chosen accordingly.

A.2 On the modulus of continuity of Itô diffusions

A typical trajectory of standard Brownian motion is Hölder continuous of any order less
than one half. If such a trajectory is evaluated at two different time points t1, t2 ∈ [0, T ]
with |t1−t2| ≤ h small, then the difference between the values at t1 and t2 is not greater than

a multiple of
√
h ln( 1

h), where the proportionality factor depends on the trajectory and
the time horizon T , but not on the choice of the time points t1, t2. This is a consequence
of Lévy’s exact modulus of continuity for Brownian motion. The modulus of continuity of
a stochastic process is a random element. Lemma A.1 below shows that the modulus of
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continuity of Brownian motion and, more generally, that of any Itô diffusion with bounded
coefficients has finite moments of any order.

Lemma A.1, which treats the case of Itô diffusions with bounded coefficients, can be
found in Słomiński (2001), cf. Lemma A.4 there. It is enough to prove Lemma A.1 for
the special case of one-dimensional Brownian motion. The full statement is then derived
by a component-wise estimate and a time-change argument (the Dambis-Dubins-Schwarz
theorem), cf. Theorem 3.4.6 in Karatzas and Shreve (1991: p. 174), for example.

One way of proving the assertion for Brownian motion – different from the proof in
Słomiński (2001) – is to follow the derivation of Lévy’s exact modulus of continuity as
suggested in Exercise 2.4.8 of Stroock and Varadhan (1979). The main ingredient there
is an inequality due to Garsia, Rodemich, and Rumsey, see Theorem 2.1.3 in Stroock and
Varadhan (1979: p. 47) and Garsia et al. (1970). For the sake of completeness, we give the
two proofs in full detail.

Lemma A.1 (Słomiński). Let W be a d1-dimensional Wiener process living on the prob-
ability space (Ω,F ,P). Let Y = (Y (1), . . . , Y (d))

T be an Itô diffusion of the form

Y (t) = y0 +
∫ t

0
b̃(s)ds +

∫ t

0
σ̃(s)dW (s), t ≥ 0,

where y0 ∈ Rd and b̃, σ̃ are (Ft)-adapted processes with values in Rd and Rd×d1 , respectively.
If |b̃|, |σ̃| are bounded by some positive constant K, then it holds that for every p > 0, every
T > 0 there is a constant Cp,T depending only on K, the dimensions, p and T such that

E

(
sup

t,s∈[0,T ],|t−s|≤h

∣∣Y (t)− Y (s)
∣∣p) ≤ Cp,T

(
h ln( 1

h)
) p

2 for all h ∈ (0, 1
2 ].

Proof. Let T > 0, p > 0. Then for all t, s ∈ [0, T ],∣∣Y (t)− Y (s)
∣∣p ≤ d

p
2

(∣∣Y (1)(t)− Y (1)(s)
∣∣p + . . .+

∣∣Y (d)(t)− Y (d)(s)
∣∣p) ,

and for the i-th component we have

∣∣Y (i)(t)− Y (i)(s)
∣∣p =

∣∣∣∫ t

s
b̃i(s̃)ds̃ +

d1∑
j=1

∫ t

s
σ̃ij(s̃)dW j(s̃)

∣∣∣p

≤ (d1+1)p

Kp|t−s|p +
d1∑
j=1

∣∣∣∫ t

s
σ̃ij(s̃)dW j(s̃)

∣∣∣p
 .

Hence, for h ∈ (0, 1
2 ],

E

(
sup

t,s∈[0,T ],|t−s|≤h

∣∣Y (t)− Y (s)
∣∣p)

≤ d
p
2 (d1+1)p

(
dKp hp +

d∑
i=1

d1∑
j=1

E

(
sup

t,s∈[0,T ],|t−s|≤h

∣∣∣∫ t

s
σ̃ij(s̃)dW j(s̃)

∣∣∣p)).
To prove the assertion, it is enough to show that the d · d1 expectations on the right-hand
side of the last inequality are of the right order. Let i ∈ {1, . . . , d}, j ∈ {1, . . . , d1}, and
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define the one-dimensional process M = M (i,j) by

M(t) :=

{∫ t
0 σ̃ij(s̃) dW

j(s̃) if t ∈ [0, T ],

M(T ) +W j(t)−W j(T ) if t > T.

Since σ̃ij is bounded, the process M is a martingale and can be represented as a time-
changed Brownian motion. More precisely, by the Dambis-Dubins-Schwarz theorem, see
Theorem 3.4.6 in Karatzas and Shreve (1991: p. 174), for example, there is a standard
one-dimensional Brownian motion W̃ living on (Ω,F ,P) such that, P-almost surely,

M(t) = W̃ (〈M〉t) for all t ≥ 0,

where 〈M〉 is the quadratic variation process associated with M , that is,

〈M〉t =

{∫ t
0 σ̃

2
ij(s̃) ds̃ if t ∈ [0, T ],∫ T

0 σ̃2
ij(s̃) ds̃+ (t−T ) if t > T.

Consequently,

E

(
sup

t,s∈[0,T ],|t−s|≤h

∣∣∣∫ t

s
σ̃ij(s̃)dW (j)(s̃)

∣∣∣p) = E

(
sup

t,s∈[0,T ],|t−s|≤h

∣∣M(t)−M(s)
∣∣p)

= E

(
sup

t,s∈[0,T ],|t−s|≤h

∣∣W̃ (〈M〉t)− W̃ (〈M〉s)
∣∣p)

≤ E

(
sup

t,s∈[0,(K2+1)T ],|t−s|≤(K2+1)h

∣∣W̃ (t)− W̃ (s)
∣∣p)

as it holds that, P-almost surely, |〈M〉t−〈M〉s| ≤ K2|t−s| ≤ (K2+1)|t−s| for all t, s ∈ [0, T ].
The assertion is now a consequence of Lemma A.2, which gives an upper bound for the
moments of the modulus of continuity for standard one-dimensional Brownian motion.

Lemma A.2. Let W̃ be a standard one-dimensional Brownian motion living on the prob-
ability space (Ω,F ,P). Then for every p > 0, every T > 0 there is a constant C̃p,T such
that

E

(
sup

t,s∈[0,T ],|t−s|≤h

∣∣W̃ (t)− W̃ (s)
∣∣p) ≤ C̃p,T

(
h ln( 1

h)
) p

2 for all h ∈ (0, 1
2 ].

Proof. As announced above, the main ingredient in the proof is an inequality due to Garsia,
Rodemich, and Rumsey; it allows us to get an upper bound for |W̃ (t)(ω) − W̃ (s)(ω)|p in
terms of ω ∈ Ω, T and the distance |t−s|. To this end, we define two strictly increasing
functions Ψ, µ on [0,∞) by

Ψ(x) := exp
(
x2

2

)
− 1, µ(x) :=

√
2x, x ∈ [0,∞).

Instead of µ we could have taken any function of the form x 7→ c
√
x provided c > 1; as

one may expect, the resulting constant C̃p,T would be different. Clearly,

Ψ(0) = 0 = µ(0), Ψ−1(y) =
√

2 ln(y+1) for all y ≥ 0, dµ(x) = µ(dx) =
dx√
2x
.
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In order to prepare for the application of the Garsia-Rodemich-Rumsey inequality, we set

ξ(ω) :=
∫ T

0

∫ T

0
Ψ

(
|W̃ (t)(ω)− W̃ (s)(ω)|

µ(|t−s|)

)
ds dt, ω ∈ Ω,

thus defining an F-measurable random variable with values in [0,∞]. Since W̃ (t)− W̃ (s)
has normal distribution with mean zero and variance |t−s|, we see that

E(ξ) = E

(∫ T

0

∫ T

0
exp

(
|W̃ (t)− W̃ (s)|2

4|t−s|

)
ds dt

)
− T 2

=
∫ T

0

∫ T

0
E

(
exp

(
|W̃ (t)− W̃ (s)|2

4|t−s|

))
ds dt− T 2

=
1√
2π

∫ T

0

∫ T

0

(
1√
|t−s|

∫ ∞

−∞
exp

(
u2

4|t−s|
− u2

2|t−s|

)
du

)
ds dt− T 2

=
1√
2π

∫ T

0

∫ T

0

(
1√
|t−s|

√
2π
√

2|t−s|

)
ds dt− T 2 =

(√
2− 1

)
T 2 < ∞,

that is, ξ has finite expectation. In particular, ξ(ω) < ∞ for P-almost all ω ∈ Ω. The
Garsia-Rodemich-Rumsey inequality now implies that for all ω ∈ Ω, all t, s ∈ [0, T ],

∣∣W̃ (t)(ω)− W̃ (s)(ω)
∣∣ ≤ 8

|t−s|∫
0

Ψ−1

(
4ξ(ω)
x2

)
µ(dx) = 8

|t−s|∫
0

√
2 ln

(
4ξ(ω)
x2 +1

) dx√
2x
.

Notice that if ξ(ω) = ∞ then the above inequality is trivially satisfied. With h ∈ (0, 1
2 ] we

have

sup
t,s∈[0,T ],|t−s|≤h

∣∣W̃ (t)(ω)− W̃ (s)(ω)
∣∣ ≤ 8

∫ h

0

√
ln
(
4ξ(ω)+x2

)
+ 2 ln( 1

x)
dx√
x

≤ 8
√

ln(4ξ(ω)+1)
∫ h

0

dx√
x

+ 8
√

2
∫ h

0

√ln( 1
x)− 1√

ln( 1
x)

+
1√

ln( 1
x)

 dx√
x

= 16
√
h
√

ln(4ξ(ω)+1) + 16
√

2h ln( 1
h) + 8

√
2
∫ h

0

dx√
x ln( 1

x)

≤ 16
(√

ln(4ξ(ω)+1) +
√

2
√

ln( 1
h) +

√
2

ln(2)

)√
h

≤ 32
(√

ln(4ξ(ω)+1) + 2
)√

h ln( 1
h).

Consequently, for all p > 0, all h ∈ (0, 1
2 ],

E

(
sup

t,s∈[0,T ],|t−s|≤h
|W̃ (t)− W̃ (s)|p

)
≤ 32pE

((√
ln(4ξ+1) + 2

)p) (
h ln( 1

h)
) p

2 .
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The above inequality yields the assertion provided we can show that the expectation on
the right-hand side is finite. But this is the case, because

E
((√

ln(4ξ+1) + 2
)p) ≤ 2pE

((
ln(4ξ+1)

) p
2

)
+ 4p

and the expectation on the right-hand side of the last inequality is finite, as E(ξ) <∞ and
ln(x+1) ≤ x

2
p for all x ≥ 0 big enough. More precisely, if p ≥ 1, then ln(x) ≤ (ln(p)+1)·x

1
p

for all x ≥ (e · p)p, whence

E
((

ln(4ξ+1)
) p

2

)
≤

√
1+ln(p)E

(√
4ξ+1

)
+
(
p ln(p)+p

) p
2

≤
√

1+ln(p)
(√

1 + 4
(√

2−1
)
T 2

)
+
(
p ln(p)+p

) p
2

≤ 2
(
p ln(p)+p

) p
2
(
1 + T

)
.

Therefore, the asserted inequality follows for p ≥ 1, where the constant Cp,T need not be
greater than

256p
(
p ln(p)+p

) p
2
(
1 + T

)
.

On the other hand, if p ∈ (0, 1), then clearly

E
((√

ln(4ξ+1) + 2
)p) ≤

√
E
(
ln(4ξ+1)

)
+ 2

≤ 2
(√

E(ξ) + 1
)

≤ 2
(
T + 1

)
,

and the constant Cp,T , p ∈ (0, 1), need not be greater than 2 · 32p(1 + T ).

A.3 Proofs of “constant coefficients” error bounds

The first result we give here is a reduced version, adapted to our notation, of Theorem 2.7
in Krylov (2001). It provides an estimate of the error in approximating constant-coefficient
controlled Itô diffusions by diffusions with piecewise constant strategies. The error is mea-
sured in terms of cost-functional-like expectations with Lipschitz (or Hölder) coefficients;
see Section 1 in Krylov (2001) for a discussion of various error criteria. In the deterministic
case, better error bounds can be obtained, see Lemmata A.3 and A.4 below.

Let ((Ω,F ,P), (Ft),W ) be a Wiener basis of dimension d1 in the sense of Definition 3.1.
As above, let (Γ, ρ) be a complete and separable metric space, and denote by U the set
of all (Ft)-progressively measurable processes [0,∞) × Ω → Γ. For n ∈ N, let Un be the
subset of U given by (3.10). Thus, if ū ∈ Un, then ū is right-continuous and piecewise
constant in time relative to the grid {k rn | k ∈ N0} and ū(t) is measurable with respect
to the σ-algebra generated by W (k rn), k = 0, . . . , btnr c. We have incorporated the delay
length r in the partition in order to be coherent with the notation of Section 3.3. In the
original work by Krylov (2001), there is no delay and the time grid has mesh size 1

n instead
of r

n .
Let b̃ : Γ → Rd, σ̃ : Γ → Rd×d1 be continuous functions with |b̃|, |σ̃| bounded by K. For

u ∈ U denote by Xu the process

Xu(t) :=
∫ t

0
b̃
(
u(s)

)
ds +

∫ t

0
σ̃
(
u(s)

)
dW (s), t ≥ 0.
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Let us write |.|Γ for the supremum norm of a real-valued function over Γ. Let us write |.|1
for the Lipschitz norm of a real-valued function defined on Rd. Thus, if g̃ is a Lipschitz
continuous function Rd → R, then

|g̃|1 := sup
x,y∈Rd,x 6=y

|g̃(x)− g̃(y)|
|x− y|

.

The following theorem provides an error estimate for the approximation of a process Xu,
where u ∈ U , by processesXun , n ∈ N, where un ∈ Un, in terms of suitable cost functionals.

Theorem A.2 (Krylov). Let T̄ > 0. There is a constant C̄ > 0 depending only on K and
the dimensions such that the following holds: For any n ∈ N such that n ≥ r, any bounded
continuous function f̃ : Γ → R, any bounded Lipschitz continuous function g̃ : Rd → R, any
u ∈ U there exists un ∈ Un such that

E

(∫ T̄

0
f̃
(
un(s)

)
ds+ g̃

(
Xun(T̄ )

))
− E

(∫ T̄

0
f̃
(
u(s)

)
ds+ g̃

(
Xu(T̄ )

))

≤ C̄(1+T̄ )
( r
n

) 1
4

(( r
n

) 1
4 |f̃ |Γ + |g|1

)
.

Note that in Theorem A.2 the difference between the two expectations may be inverted,
since we can take −f̃ in place of f̃ and −g̃ in place of g̃.

Proof. Let n ∈ N such that r
n ≤ 1. Define an (extended) cost functional J̄ on R× Rd × U

by

J̄(t, x, u) :=

E
(∫ T̄−t

0 f̃
(
u(s)

)
ds+ g̃

(
x+Xu(T̄−t)

))
if t < T̄ ,

g̃(x) if t ≥ T̄ .

Let V̄n be the value function arising from minimising J̄ over Un, that is,

V̄n(t, x) := inf
u∈Un

J̄(t, x, u), (t, x) ∈ R× Rd.

To prove the assertion it is enough to show that for all u ∈ U , x ∈ Rd,

V̄n(0, x)− J̄(0, x, u) ≤ C̄(1+T̄ )
( r
n

) 1
4

(( r
n

) 1
4 |f̃ |Γ + |g̃|1

)
.

Indeed, it suffices to verify the above inequality for x = 0 ∈ Rd, because we may consider
the “translated” problem with g̃(x+ .) in place of g̃(.), leaving the other functions f̃ , b̃, σ̃
unchanged. Hence, it suffices to show that

(?) V̄n(0, 0) ≤ J̄(0, 0, u) + C̄(1+T̄ )
( r
n

) 1
4

(( r
n

) 1
4 |f̃ |Γ + |g̃|1

)
for all u ∈ U .

We take note of the following properties of the discrete value function V̄n, cf. Lemma 3.1
in Krylov (2001).

1. Lipschitz continuity in space: for all t ∈ R, x, y ∈ Rd,∣∣V̄n(t, x)− V̄n(t, y)
∣∣ ≤ |g̃|1 |x− y|.

This is clear from the observation that |V̄n(t, x)− V̄n(t, y)| is bounded by the supre-
mum of |J̄(t, x, u)− J̄(t, y, u)| over u ∈ Un and the definition of J̄ .
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2. One-step Principle of Dynamic Programming: for all t ≤ T̄− r
n , x ∈ Rd,

V̄n(t, x) = inf
γ∈Γ

E
( r
n
f̃(γ) + V̄n

(
t+ r

n , x+Xγ
(
r
n

)))
.

This is a consequence of Theorem A.1 in Appendix A.1. As will be seen below, it is
actually enough to have an upper bound for V̄n, that is, to have the one-step Dynamic
Programming Inequality with “≤” in place of “=”.

3. Hölder continuity in time: for all t, s ≤ T̄ , x ∈ Rd,∣∣V̄n(t, x)− V̄n(s, x)
∣∣ ≤ |f̃ |Γ |t−s| + K |g̃|1

(√
|t−s|+

√
d1

)√
|t−s|.

To check this property, notice that |V̄n(t, x)− V̄n(s, x)| is bounded by the supremum
of |J̄(t, x, u)− J̄(s, x, u)| over u ∈ Un. Now, for u ∈ U , it holds that∣∣J̄(t, x, u)− J̄(s, x, u)

∣∣ ≤ |f̃ |Γ |t−s| + |g̃|1 E
(
|Xu(T̄−t)−Xu(T̄−s)|

)
≤ |f̃ |Γ |t−s| + |g̃|1

(
K |t−s|+K

√
d1

√
|t−s|

)
.

A main difficulty in estimating the error arising from time-discretisation of the strategies
is due to the fact that neither the discrete value function V̄n nor the original value function
V̄ are necessarily differentiable. Krylov’s idea for overcoming this problem is to consider a
family of mollified functions (V̄ (ε)

n )ε∈(0,1] in place of V̄n. The Hölder and Lipschitz regularity
of V̄n translate into bounds on the partial derivatives of V̄ (ε)

n , which in turn serve to estimate
the discretisation error for the mollified value functions; because of the smoothness of the
functions V̄ (ε)

n , Itô’s formula can be applied. Also the error between V̄n and V̄ (ε)
n has to be

estimated. Finally, to equate the two error bounds, one chooses the mollification paramater
ε of the right order in r

n . The idea of using the Principle of Dynamic Programming to get
from a local to a global error bound re-appears.

Let η ∈ C∞(R), ξ ∈ C∞(Rd) be non-negative real-valued functions with unit integral
and compact support; assume that η(t) = 0 for t ∈ R \ (0, 1). For ε ∈ (0, 1] define

ηε(t) := ε−1 η
(

1
ε t
)
, t ∈ R, ξε(x) :=ε−d ξ

(
1
ε x
)
, x ∈ Rd,

ζε(t, x) := ηε2(t) ξε(x), (t, x) ∈ R× Rd.

Notice the different scaling in time and space as regards the functions ζε. Define the
mollified discrete value function with parameter ε as

V̄ (ε)
n := V̄n ∗ ζε, i. e., V̄ (ε)

n (t, x) =
∫

R

∫
Rd

ζε(t−s, x−y) V̄n(s, y) dy ds, (t, x) ∈ R× Rd.

Denote by V̄ ε
n the discrete value function with parameter ε which is mollified only in the

space variable, that is,

V̄ ε
n (t, x) =

∫
Rd

ξε(x−y) V̄n(t, y) dy, (t, x) ∈ R× Rd.

The function V̄ (ε)
n , i. e. the mollification of V̄n in time and space, is in C∞(R×Rd) and has

bounded partial derivatives of all orders. The following estimates on the partial derivatives
will be needed. The constants C1, . . . , C6 that will appear in the estimates below depend
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only on K, the dimensions d, d1 and the choice of the mollifiers η and ξ. Recall that
ε ∈ (0, 1] and that η and ξ are C∞-functions with unit integral and compact support,
the support of η being contained in [0, 1]. This implies, in particular, that the integrals∫ 1
0 η

′(s)ds,
∫ 1
0 η

′′(s)ds,
∫
supp(ξ)D

lξ(y)dy all equal zero, where l > 0 is the order of any
partial derivatives in space.

1. Partial derivative in time of second order: for all t ≤ T̄ , x ∈ Rd,∣∣∣ ∂2

∂t2
V̄ (ε)
n (t, x)

∣∣∣ =
∣∣∣ ∂2

∂t2

∫ ∞

−∞
ε−2 η

(
t−s
ε2

)
V̄ ε
n (s, x) ds

∣∣∣
= ε−6

∣∣∣∫ t

t−ε2
η′′
(
t−s
ε2

)(∫
Rd

ξε(x−y) V̄n(s, y) dy
)
ds
∣∣∣

= ε−6
∣∣∣∫ ε2

0
η′′
(
s
ε2

)(∫
Rd

ξε(x−y)
(
V̄n(t−s, y)− V̄n(t, y)

)
dy

)
ds
∣∣∣

≤ ε−6

∫ ε2

0

∣∣η′′( s
ε2

)∣∣ (|f̃ |Γ|s|+ (1+
√
d1)K|g̃|1

√
|s|
)(∫

Rd

ξε(y)dy
)
ds

≤ ε−6
(
ε|f̃ |Γ + (1+

√
d1)K|g̃|1

)∫ ε2

0

∣∣η′′( s
ε2

)∣∣√|s|ds
≤ ε−6

(
ε|f̃ |Γ + (1+

√
d1)K|g̃|1

)
ε3
∫ 1

0

∣∣η′′(s)∣∣√|s| ds ≤ C1 ε
−3
(
ε|f̃ |Γ + |g̃|1

)
.

2. Partial derivatives in space of order l ∈ {1, 2, 3, 4}: for all (t, x) ∈ R× Rd,∣∣∣DlV̄ (ε)
n (t, x)

∣∣∣ ≤ sup
s∈R

∣∣∣DlV̄ ε
n (s, x)

∣∣∣
= sup

s∈R
ε−l−d

∣∣∣∫
Rd

(Dlξ)
(

1
ε y
) (
V̄n(s, x−y)− V̄n(s, x)

)
dy
∣∣∣

≤ ε−l−d
∫

Rd

∣∣(Dlξ)
(

1
ε y
)∣∣ |y| |g̃|1dy = ε−l−d |g̃|1 εd

∫
supp(ξ)

∣∣(Dlξ)(y)
∣∣ |ε y| dy

≤ ε−l |g̃|1 ε sup
y∈supp (ξ)

∣∣(Dlξ)(y)
∣∣ ∫

supp (ξ)
|y| dy ≤ C2 ε

1−l |g̃|1.

3. Mixed partial derivatives of first order in time and order l ∈ {1, 2} in space: for all
(t, x) ∈ R× Rd,

∣∣∣ ∂
∂t
DlV̄ (ε)

n (t, x)
∣∣∣ = ε−4

∣∣∣∫ ε2

0
η′
(
s
ε2

)
(DlV̄ ε

n )(t−s, x) ds
∣∣∣

≤ ε−4C2 ε
1−l |g̃|1 ε2

∫ 1

0
|η′(s)|ds =: C3 ε

−l−1 |g̃|1.

Itô’s formula will presently be applied to get an upper bound for V̄ (ε)
n (0, 0). To this purpose,

for γ ∈ Γ, let Lγ be the second order partial differential operator

∂

∂t
+

d∑
i,j=1

(σ̃σ̃T)ij(γ)
∂2

∂xi∂xj
+

d∑
i=1

b̃i(γ)
∂

∂xi
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acting on functions in C2(R×Rd). Let u ∈ U be any strategy. Itô’s (or Dynkin’s) formula
then yields

E
(
V̄ (ε)
n

(
T̄− r

n , X
u
(
T̄− r

n

)))
= V̄ (ε)

n (0, 0) + E

(∫ T̄− r
n

0
Lu(t)V̄ (ε)

n

(
t,Xu(t)

)
dt

)
.

Let t ≤ T̄ − r
n , x ∈ Rd. As a consequence of the one-step PDP for V̄n, Fatou’s lemma and

Fubini’s theorem, we have

V̄ (ε)
n (t, x) =

∫
R

∫
Rd

ζε(t−s, x−y) V̄n(s, y) dy ds

=
∫

R

∫
Rd

ζε(t−s, x−y) inf
γ∈Γ

E
( r
n
f̃(γ) + V̄n

(
s+ r

n , y+Xγ
(
r
n

)))
dy ds

≤ inf
γ∈Γ

{
r

n
f̃(γ) + E

(∫
R

∫
Rd

ζε(t−s, x−y) V̄n
(
s+ r

n , y+Xγ
(
r
n

))
dy ds

)}
≤ inf

γ∈Γ

{ r
n
f̃(γ) + E

(
V̄ (ε)
n

(
t+ r

n , x+Xγ
(
r
n

)))}
.

Let γ ∈ Γ. Itô’s formula and Fubini’s theorem yield

E
(
V̄ (ε)
n

(
t+ r

n , x+Xγ
(
r
n

)))
= V̄ (ε)

n (t, x) +
∫ r

n

0
E
(
Lγ V̄ (ε)

n

(
t+s, x+Xγ(s)

))
ds.

This, together with the above Dynamic Programming inequality, implies that∫ r
n

0
E
(
Lγ V̄ (ε)

n

(
t+s, x+Xγ(s)

))
ds ≥ − r

n
f̃(γ).

Applying Itô’s formula to Lγ V̄ (ε)
n (t+ ., x+ .) we see that, for all s ≥ 0,

E
(
Lγ V̄ (ε)

n

(
t+s, x+Xγ(s)

))
= Lγ V̄ (ε)

n (t, x) + E
(∫ s

0
Lγ
(
Lγ V̄ (ε)

n

)(
t+s̃, x+Xγ(s̃)

)
ds̃

)
.

Therefore, for all γ ∈ Γ, t ≤ T̄ − r
n , x ∈ Rd it holds that

Lγ V̄ (ε)
n (t, x) +

n

r

∫ r
n

0
E
(∫ s

0
Lγ
(
Lγ V̄ (ε)

n

)(
t+s̃, x+Xγ(s̃)

)
ds̃

)
ds ≥ −f̃(γ).

The differential operator Lγ ◦Lγ is composed of the following partial derivatives: derivative
in time of second order, second to fourth order derivatives in space, mixed derivatives of
first order in time and first and second order in space. The above bounds on the partial
derivatives of V (ε) therefore imply that, for all γ ∈ Γ, s ≤ T̄ , y ∈ Rd,

Lγ
(
Lγ V̄ (ε)

n

)
(s, y) ≤ C4 ε

−3
(
ε|f̃ |Γ + |g̃|1

)
,

where C4 := max{C1, C2, C3}. Notice that ε−3 ≥ εl for all l ≥ −3 since ε ∈ (0, 1]. Using
the above inequality, we obtain

Lγ V̄ (ε)
n (t, x) ≥ −f̃(γ) − r

n
C4 ε

−3
(
ε|f̃ |Γ + |g̃|1

)
for all γ ∈ Γ, t ≤ T̄− r

n , x ∈ Rd.
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Recall that

V̄ (ε)
n (0, 0) = −E

(∫ T̄− r
n

0
Lu(t)V̄ (ε)

n

(
t,Xu(t)

)
dt

)
+ E

(
V̄ (ε)
n

(
T̄− r

n , X
u
(
T̄− r

n

)))
,

where u ∈ U is an arbitrary strategy. The above lower bound for Lγ V̄ (ε)
n translates into

V̄ (ε)
n (0, 0) ≤ E

(∫ T̄− r
n

0
f̃
(
u(t)

)
dt

)
+ E

(
V̄ (ε)
n

(
T̄− r

n , X
u
(
T̄− r

n

)))
+ T̄

r

n
C4 ε

−3
(
ε|f̃ |Γ + |g̃|1

)
.

On the other hand, V̄ (ε)
n is close to V̄n; more precisely, for (t, x) ∈ R× Rd,∣∣∣V̄ (ε)

n (t, x)− V̄n(t, x)
∣∣∣ ≤

∫
R

∫
Rd

ζε(s, y)
∣∣V̄n(t−s, x−y)− V̄n(t, x)

∣∣ dy ds
≤

∫
R

∫
Rd

ζε(s, y)
(
|g̃|1|y|+ |f̃ |Γ|s|+K|g̃|1

(√
d1+

√
|s|
)√

|s|
)
dy ds

≤ C5 ε
(
ε|f̃ |Γ + |g̃|1

)
.

Combining the last two inequalities we get

V̄n(0, 0) ≤ E

(∫ T̄

0
f̃
(
u(t)

)
dt

)
+ E

(
V̄n
(
T̄− r

n , X
u
(
T̄− r

n

)))
+

r

n
|f̃ |Γ + 2C5 ε

(
ε|f̃ |Γ + |g̃|1

)
+ T̄

r

n
C4 ε

−3
(
ε|f̃ |Γ + |g̃|1

)
.

Now observe that, for x, y ∈ Rd,∣∣V̄n(T̄− r
n , y
)
− g̃(x)

∣∣ =
∣∣V̄n(T̄− r

n , y
)
− V̄n

(
T̄ , x

)∣∣
≤ |g̃|1 |x− y| +

r

n
|f̃ |Γ + (1+

√
d1)K|g̃|1

( r
n

) 1
2
,

whence

E
(
V̄n
(
T̄− r

n , X
u
(
T̄− r

n

)))
−E

(
g̃
(
Xu(T̄ )

))
≤ r

n
|f̃ |Γ + (1+

√
d1)K|g̃|1

( r
n

) 1
2 + |g̃|1 E

(∣∣Xu
(
T̄− r

n

)
−Xu

(
T̄
)∣∣)

≤ r

n
|f̃ |Γ + (1+

√
d1)K|g̃|1

( r
n

) 1
2 + (1+

√
d1)K|g̃|1

( r
n

) 1
2
.

Consequently, we have

V̄n(0, 0) ≤ E

(∫ T̄

0
f̃
(
u(t)

)
dt

)
+ E

(
g̃
(
Xu(T̄

))
+ C6

( r
n

) 1
2

(( r
n

) 1
2 |f̃ |Γ + |g̃|1

)
+ 2C5 ε

(
ε|f̃ |Γ + |g̃|1

)
+ T̄

r

n
C4 ε

−3
(
ε|f̃ |Γ + |g̃|1

)
.
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In order to equate the order of the error in the last two summands, set ε := ( rn)
1
4 . With

this choice of ε and recalling the definition of J̄ , we find that

V̄n(0, 0) ≤ J̄(0, 0, u) + C6

( r
n

) 1
2

(( r
n

) 1
2 |f̃ |Γ + |g̃|1

)
+ 2C5

( r
n

) 1
4

(( r
n

) 1
4 |f̃ |Γ + |g̃|1

)
+ T̄

r

n
C4

(n
r

) 3
4

(( r
n

) 1
4 |f̃ |Γ + |g̃|1

)

≤ J̄(0, 0, u) + C̄ (T̄+1)
( r
n

) 1
4

(( r
n

) 1
4 |f̃ |Γ + |g̃|1

)
,

where u ∈ U is arbitrary and the constant C̄ can be chosen as max{C4, 2C5, C6}. Hence
Inequality (?) holds.

We now turn to the deterministic case. Let Û denote the set of all deterministic
strategies, that is, Û is the set of all measurable functions [0,∞) → Γ. For n ∈ N, let Ûn be
the subset of Û consisting of all right-continuous functions [0,∞) → Γ which are piecewise
constant relative to the grid {k rn | k ∈ N0}. Again, we have incorporated the delay length
r in the partition in order to be coherent with the notation of Section 3.3.

Let b̃ : Γ → Rd be a measurable function with |b̃| bounded by K. For u ∈ Û , denote by
xu the function

xu(t) :=
∫ t

0
b̃
(
u(s)

)
ds, t ≥ 0.

The following results provide error estimates for the approximation of a function xu, where
u ∈ Û , by functions xun , n ∈ N, where un ∈ Ûn, in terms of suitable cost functionals.

The result we state first should be compared to Theorem 2.1 in Falcone and Giorgi
(1999) and also to Theorem A.2 above. Recall that the error bound in Theorem A.2 is of
order h1/4 in the time step h = r

n , while the bound for deterministic problems automatically
improves to h1/2.

Lemma A.3. Let T̄ > 0. There is a constant C̄ > 0 depending only on K and the
dimension d such that the following holds: For any n ∈ N such that n ≥ r, any bounded
measurable function f̃ : Γ → R, any bounded Lipschitz continuous function g̃ : Rd → R,
any u ∈ Û there exists un ∈ Ûn such that∫ T̄

0
f̃
(
un(s)

)
ds+ g̃

(
xun(T̄ )

)
−

(∫ T̄

0
f̃
(
u(s)

)
ds+ g̃

(
xu(T̄ )

))

≤ C̄(1+T̄ )
( r
n

) 1
2
(
|f̃ |Γ + |g̃|1

)
.

The proof of Lemma A.3 is – mutatis mutandis – completely parallel to the proof of
Theorem A.2. Itô’s formula has to be replaced by the usual change-of-variable formula, and
the scaling relation between smoothing in time and smoothing in space must be modified,
as would be expected, from ε vs.

√
ε to ε vs. ε. Observe, however, that the proof of

Theorem 2.1 in Falcone and Giorgi (1999) is different, as it relies on the theory of viscosity
solutions.

If the space of control actions Γ is finite, then the following elementary arguments show
that the approximation error is of order h in the length h = r

n of the time step.
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Lemma A.4. Assume that Γ is finite with cardinality NΓ. Let T̄ > 0. Then for any n ∈ N
such that n · T̄ ≥ NΓ ·r, any bounded measurable function f̃ : Γ → R, any bounded Lipschitz
continuous function g̃ : Rd → R, any u ∈ Û there exists un ∈ Ûn such that∫ T̄

0
f̃
(
un(s)

)
ds+ g̃

(
xun(T̄ )

)
−

(∫ T̄

0
f̃
(
u(s)

)
ds+ g̃

(
xu(T̄ )

))
≤ r

n
(1 +NΓ)

(
|f̃ |Γ +K|g̃|1

)
.

Proof. By hypothesis, Γ has NΓ elements, say Γ = {γ1, . . . , γNΓ
}. Let n ∈ N be such that

n · T̄ ≥ NΓ · r. Clearly, for arbitrary u ∈ Û , all ū ∈ Ûn,∫ T̄

0
f̃
(
ū(s)

)
ds+ g̃

(
xū(T̄ )

)
−

(∫ T̄

0
f̃
(
u(s)

)
ds+ g̃

(
xu(T̄ )

))

≤
∣∣∣∫ T̄

0
f̃
(
ū(s)

)
ds−

∫ T̄

0
f̃
(
u(s)

)
ds
∣∣∣ + |g̃|1

∣∣∣∫ T̄

0
b̃
(
ū(s)

)
ds−

∫ T̄

0
b̃
(
u(s)

)
ds
∣∣∣.

Denoting by λ1 Lebesgue measure on R, we set

ak := λ1
{
s ∈ [0, T̄ ] | u(s) = γk

}
, k ∈ {1, . . . , NΓ}.

Then, by definition of the Lebesgue integral,

∫ T̄

0
f̃
(
u(s)

)
ds =

NΓ∑
k=1

ak f̃(γk),
∫ T̄

0
b̃
(
u(s)

)
ds =

NΓ∑
k=1

ak b̃(γk).

Notice that the integral over f̃ is just a real number, while the integral over b̃ is a point in
Rd. On the other hand, setting

jk := #
{
i ∈ {1, . . . , bT̄ n

r c−1} | ū(r in) = γk
}
, k ∈ {1, . . . , NΓ},

we have∫ T̄

0
f̃
(
ū(s)

)
ds =

(
NΓ∑
k=1

jk
r

n
f̃(γk)

)
− f̃

(
ū( rnbT̄

n
r c)
) (
T̄− r

nbT̄
n
r c
)
,

∫ T̄

0
b̃
(
ū(s)

)
ds =

(
NΓ∑
k=1

jk
r

n
b̃(γk)

)
− b̃

(
ū( rnbT̄

n
r c)
) (
T̄− r

nbT̄
n
r c
)
.

Consequently,

∣∣∣∫ T̄

0
f̃
(
ū(s)

)
ds−

∫ T̄

0
f̃
(
u(s)

)
ds
∣∣∣ + |g̃|1

∣∣∣∫ T̄

0
b̃
(
ū(s)

)
ds−

∫ T̄

0
b̃
(
u(s)

)
ds
∣∣∣

≤
(
|f̃ |Γ + |g̃|1K

)( r
n

+
NΓ∑
k=1

∣∣ak − jk
r

n

∣∣) ,
where the hypothesis that |b| ≤ K has been used. Recall that a1, . . . , aNΓ

depend on
u ∈ Û , while j1, . . . , jNΓ

depend on the choice of ū ∈ Ûn. Let us fix u ∈ Û . Clearly, ak ≥ 0
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and
∑NΓ

k=1 ak = T̄ . Define numbers j1, . . . , jNΓ
recursively by setting j1 := bnr a1c and, if

NΓ ≥ 2,

jl :=

⌊
n

r

l∑
k=1

ak

⌋
−

l−1∑
k=1

jk, l ∈ {2, . . . , NΓ}.

With this definition, the numbers j1, . . . , jNΓ
are in {0, . . . , bnr T̄ c} and

NΓ∑
k=1

jk = jNΓ
+
NΓ−1∑
k=1

jk =

⌊
n

r

NΓ∑
k=1

ak

⌋
=

⌊n
r
T̄
⌋
.

To estimate the difference between al and r
njl, l ∈ {1, . . . , NΓ}, note that∣∣a1 − j1

r

n

∣∣ =
r

n
·
∣∣n
r
a1 −

⌊n
r
a1

⌋∣∣ <
r

n
,

and observe that for all a, â ≥ 0,∣∣â− ba+âc+ bac
∣∣ =

∣∣a+ â− ba+âc − (a− bac)
∣∣ < 1.

Therefore, for all l ∈ {2, . . . , NΓ},∣∣al − jl
r

n

∣∣ =
r

n
·
∣∣n
r
al −

⌊
n

r

l∑
k=1

ak

⌋
−

l−1∑
k=1

jk
∣∣

=
r

n
·
∣∣n
r
al −

⌊
n

r

l∑
k=1

ak

⌋
+

⌊
n

r

l−1∑
k=1

ak

⌋∣∣ <
r

n
.

It is clear that we can choose ū ∈ Ûn such that

jk = #
{
i ∈ {1, . . . , bT̄ n

r c−1} | ū(r in) = γk
}

for all k ∈ {1, . . . , NΓ}.

For example, we may define ū to be equal to γ1 on the interval [0, rnj1), then to be equal
to γ2 on the interval [ rnj1,

r
n(j1+j2)) and so on. In this way, given u ∈ Û , we find ū ∈ Ûn

such that ∣∣∣∫ T̄

0
f̃
(
ū(s)

)
ds−

∫ T̄

0
f̃
(
u(s)

)
ds
∣∣∣ + |g̃|1

∣∣∣∫ T̄

0
b̃
(
ū(s)

)
ds−

∫ T̄

0
b̃
(
u(s)

)
ds
∣∣∣

≤
(
|f̃ |Γ + |g̃|1K

)( r
n

+ NΓ
r

n

)
,

which yields the assertion.

Let us return a last time to the stochastic setting. We are interested in the case
when the diffusion matrix is constant and the space of control actions Γ is finite. Let
((Ω,F ,P), (Ft),W ) be a Wiener basis of dimension d1, U the set of all (Ft)-progressively
measurable processes [0,∞)× Ω → Γ, and Un be the subset of strategies which are right-
continuous and piecewise constant in time relative to the grid {k rn | k ∈ N0} and measurable
with respect to the σ-algebra generated by W (k rn), k ∈ N0, as above.

Let b̃ : Γ → Rd be a continuous function with |b̃| bounded by K, and let σ be a d× d1

matrix. For u ∈ U , denote by Xu the Rd-valued process

Xu(t) :=
∫ t

0
b̃
(
u(s)

)
ds + σW (t), t ≥ 0.

The following result gives a bound on the discretisation error which is of order
√
h in the

time step h = r
n .
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Lemma A.5. Assume that Γ is finite with cardinality NΓ and that the diffusion coefficient
σ is a constant matrix. Let T̄ > 0. Then for any square number n ∈ N such that

√
n · T̄ ≥

NΓ, any bounded measurable function f̃ : Γ → R, any bounded Lipschitz continuous function
g̃ : Rd → R, any u ∈ U there exists un ∈ Un such that

E

(∫ T̄

0
f̃
(
un(s)

)
ds+ g̃

(
Xun(T̄ )

))
− E

(∫ T̄

0
f̃
(
u(s)

)
ds+ g̃

(
Xu(T̄ )

))
≤ 1√

n
(1 + 4r · T̄ +NΓ)

(
|f̃ |Γ +K|g̃|1

)
.

Proof. Let n ∈ N be such that
√
n · T̄ ≥ NΓ. Since σ is constant, we have for arbitrary

u ∈ U , all ū ∈ Un,

E

(∫ T̄

0
f̃
(
ū(s)

)
ds+ g̃

(
X ū(T̄ )

))
− E

(∫ T̄

0
f̃
(
u(s)

)
ds+ g̃

(
Xu(T̄ )

))

≤ E

(∣∣∣∫ T̄

0
f̃
(
ū(s)

)
ds−

∫ T̄

0
f̃
(
u(s)

)
ds
∣∣∣ + |g̃|1

∣∣∣∫ T̄

0
b̃
(
ū(s)

)
ds−

∫ T̄

0
b̃
(
u(s)

)
ds
∣∣∣) .

Let ω ∈ Ω. Clearly,

∫ T̄

0
f̃
(
u(s, ω)

)
ds =

b
√

n
r
c∑

k=1

∫ k r·T̄√
n

(k−1) r·T̄√
n

f̃
(
u(s, ω)

)
ds

 +
∫ T̄

b
√

n
r
c r·T̄√

n

f̃
(
u(s, ω)

)
ds,

∫ T̄

0
b̃
(
u(s, ω)

)
ds =

b
√

n
r
c∑

k=1

∫ k r·T̄√
n

(k−1) r·T̄√
n

b̃
(
u(s, ω)

)
ds

 +
∫ T̄

b
√

n
r
c r·T̄√

n

b̃
(
u(s, ω)

)
ds.

By Lemma A.4 and its proof, we can find a deterministic function ûω ∈ Ûn such that for
all k ∈ {1, . . . , b

√
n
r c−1},∣∣∣∫ (k+1) r·T̄√

n

k r·T̄√
n

f̃
(
ûω(s)

)
ds−

∫ k r·T̄√
n

(k−1) r·T̄√
n

f̃
(
u(s, ω)

)
ds
∣∣∣

+ |g̃|1
∣∣∣∫ (k+1) r·T̄√

n

k r·T̄√
n

b̃
(
ûω(s)

)
ds−

∫ k r·T̄√
n

(k−1) r·T̄√
n

b̃
(
u(s, ω)

)
ds
∣∣∣.

≤ r

n
(1 +NΓ)

(
|f̃ |Γ +K|g̃|1

)
.

Notice that, since n is a square number, the points of the grid of mesh size r√
n

are also
part of the finer grid of mesh size r

n . The functions ûω, ω ∈ Ω, can now be chosen in such
a way that ū(t, ω) := ûω(t), t ≥ 0, ω ∈ Ω, defines an Ft-progressively measurable piecewise
constant Γ-valued process which is also measurable with respect to the σ-algebra generated
by W (k rn), k ∈ N0. Thus, ū is a strategy in Un, and it holds that

E

(∣∣∣∫ T̄

0
f̃
(
ū(s)

)
ds−

∫ T̄

0
f̃
(
u(s)

)
ds
∣∣∣ + |g̃|1

∣∣∣∫ T̄

0
b̃
(
ū(s)

)
ds−

∫ T̄

0
b̃
(
u(s)

)
ds
∣∣∣)

≤
√
n

r
· r
n

(1 +NΓ)
(
|f̃ |Γ +K|g̃|1

)
+ 4

r · T̄√
n

(
|f̃ |Γ +K|g̃|1

)
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