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Kurzfassung

Eine Messung des inklusiven Wirkungsquerschnittes fiir den neutralen Strom
der tief-inelastischen et p-Streuung und eine anschlieende Suche nach Elektron-
Quark Kontakt-Wechselwirkungen werden vorgestellt.

Die Analyse beruht auf Daten, die in den Jahren 1999 und 2000 bei einer Schwer-
punktsenergie von /s &~ 319 GeV mit dem H1-Experiment bei HERA aufgezeich-
net wurden. Umfangreiche systematische Verbesserungen werden bei der Rekon-
struktion der Ereignisse mit neutralem Strom bei hohen Viererimpulsiibertragen
Q? erreicht. Die priizise Messung des gestreuten Elektrons alleine mit dem
Kalorimeter wird etabliert. Die einfach- und doppelt-differentiellen Wirkungs-
querschnitte do /dQ? und d?c /dx dQ? werden im Bereich 200 < Q2 < 30000 GeV?
und 0.0032 < Bjorken z < 0.65 gemessen. Die Ergebnisse sind in guter Uber-
einstimmung mit der QCD-Vorhersage des Standardmodells.

Die Kompatibilitat des gemessenen Wirkungsquerschnittes mit dem Standard-
modell und dessen Erweiterungen wird mit Hilfe einer neuartigen y?-Anpassung
quantifiziert, die die Abhingigkeit von der Form der Proton-Partondichten
stark reduziert. Es werden keine signifikanten Anzeichen fiir neue Physik
gefunden. Die Analyse liefert eine obere Grenze auf den Quarkradius von
Rauark < 1.1 x 1078 m (CL=95%) und untere Ausschlussgrenzen auf Skalen von
Elektron-Quark-’Compositeness’ im Bereich von 1.5 bis 4.8 TeV. Die Ergebnisse
sind vergleichbar mit denen anderer Analysen, die bei HERA, LEP oder am
TeVatron durchgefithrt wurden.

Abstract

A measurement of the inclusive neutral current cross section for deep inelastic
etp scattering and a subsequent search for electron-quark contact interactions
are presented.

The analysis is based on data taken in 1999 and 2000 at a centre-of-mass energy
of v/s = 319 GeV with the H1 experiment at HERA. Substantial systematic im-
provements are achieved for the reconstruction of neutral current events at large
four-momentum transfer 2. The precise measurement of the scattered electron
using solely calorimetric information is established. The single and double dif-
ferential cross sections do/dQ? and d?c/dx dQ? are measured in the range of
200 < @2 < 30000 GeV? and 0.0032 < Bjorken x < 0.65. The results are in good
agreement with the Standard Model QCD prediction.

The compatibility of the cross section measurement with the Standard Model and
extensions beyond is quantified using a novel x? fit, which strongly reduces the
dependence on the shape of the proton parton densities. No significant indications
of new physics are found. The analysis yields an upper bound on the quark
radius of Rguark < 1.1 X 1078 m (CL=95%) and lower limits on electron-quark
compositeness scales ranging from 1.5 to 4.8 TeV. The results are comparable to
those of other analyses performed at HERA, LEP or TeVatron.
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Chapter 1

Introduction

Within the last decades, the Standard Model of elementary particle interactions has be-
come the accepted theory to describe experimental observables in high energy physics.
In the framework of the Standard Model, matter consists of quarks and leptons as
fundamental particles, each of them appearing in three families. Interactions between
the particles are based on the strong and electroweak forces and are mediated by the
exchange of gauge bosons.

The Standard Model has been tested in many aspects and to some extent with
impressing accuracy. Up to now, it has successfully accomplished all extensions to
new energy regimes which have been opened for experimental research by upgraded
or new accelerators. Nevertheless, the Standard Model cannot be the final theory of
fundamental interactions, since it leaves too many experimental facts unexplained and
since it has some basic fundamental problems which have to show up at high energies.
To name a few of them:

o The Standard Model contains many free parameters which are not predicted by
theory but must be measured by experiments. Why can’t the Standard Model
predict e.g. a particle’s mass?

o Fermions appear in three families of identical structure. Why are there exactly
three generations of quarks and leptons?

o The open hierarchy problem: Why does electroweak unification happen already
at the 100 GeV scale far below the so-called Planck scale where the unification
of all interactions is expected?

o How does gravity fit into all of this?

All experiments are therefore also looking for deviations from the Standard Model
predictions, and today there is at least one experimental fact which requires an ex-
tension of the Standard Model, namely the finite mass of neutrinos as discovered by
oscillation experiments. Other deviations have been observed, e.g.:

o The measurement of the magnetic moment of the muon disagrees about 2.5¢
from the Standard Model prediction.

o The determinations of the electroweak mixing angle from the observation of lep-
tonic and hadronic Z° decays differ almost 3o.
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These are still compatible with statistical fluctuations and therefore not convincing
enough to declare the break down of the Standard Model.

Thus, there are both experimental and theoretical reasons which motivate the search
for new physics. Since the Standard Model is a rather successful theory, primarily
extensions of the Standard Model are considered.

The consequences arising from new physics are expected to be observable in the
extreme kinematic regions, at highest energies and momentum transfers. The experi-
ments at the ep storage ring HERA are well suited to test some of these models since
they explore the highest centre-of-mass energy available for deep inelastic scattering
with a lepton and a quark in the initial state. It was in fact one of the intentions and
design goals of the H1 experiment to look for physics beyond the Standard Model.

Direct signals like new particles pointing to the existence of new physics have not
been observed at HERA so far. On the other hand, the search for indirect effects arising
from new physics extends to kinematic regions which are currently not directly accessi-
ble. At HERA, the best way to look for deviations from the Standard Model apart from
searches for new particles is the precise measurement of the inclusive neutral current
cross section at high x and Q2. Theoretically, this cross section is well described in
the Standard Model. Experimentally, it offers clean signatures and precise kinematics
mainly on the basis of the scattered electron.

The subject of this thesis is the measurement of the inclusive neutral current ep
cross section at large momentum transfers with data from the H1 experiment and the
subsequent investigation for electron-quark contact interactions associated with scales
far beyond the HERA centre-of-mass energy. The main emphasis is put on the pre-
cise determination of the neutral current cross section including the comprehensive
treatment of the systematic uncertainties. The results are used in a novel fit to de-
rive an upper bound on the radius of light quarks and lower limits on electron-quark
compositeness scales.

The thesis is organised as follows:

e Chapter 2 presents a theoretical overview of deep inelastic ep scattering and the
measurement of the inclusive neutral current cross section within the Standard
Model.

e Chapter 3 describes the concept of electron-quark contact interactions and their
relation to Standard Model neutral current ep scattering.

e The HERA collider and the H1 experiment are introduced in chapter 4.

e Chapter 5 represents the main part of the data analysis and explains the event
identification and reconstruction. Importance is attached to the energy and posi-
tion measurement of the scattered electron exploiting the full capabilities of the
H1 Liquid Argon calorimeter.

e Chapter 6 presents the event selection and summarises the data sample used for
the cross section measurement.



e Chapter 7 contains the cross section determination. It describes the relevant
systematic uncertainties and their implications on the cross section measurement.
The cross section result is presented and compared to the H1 publication.

e The interpretation of the cross section result is performed in chapter 8. In a
statistical analysis based on a x? fit, the compatibility of the cross section mea-
surement with the Standard Model prediction is tested. In addition, limits are
derived on the quark radius and scales of various compositeness models.

e In chapter 9 this thesis concludes with a summary of the cross section and contact
interaction results and gives an outlook.






Chapter 2

Standard Model Deep Inelastic ep
Scattering

The Standard Model framework provides a precise description of deep inelastic scat-
tering processes with high momentum transfers.

This chapter deals with the phenomenology of deep inelastic electron!-proton (ep)
scattering at HERA. The fundamental scattering process is introduced together with
the relevant kinematic quantities as well as important methods used for the kinematic
reconstruction. The Standard Model cross section and its decomposition into proton
structure functions and coupling terms is reviewed.

For a more comprehensive description of Standard Model deep inelastic scattering
is referred to e.g. [1, 2] and [3, 4].

2.1 Kinematics of Neutral Current Events

The HERA machine at the DESY laboratory in Hamburg provides collisions of electrons
with an energy of 27.5 GeV with protons with an energy of 920 GeV. The fundamental
process is the interaction of an electron with a quark or anti-quark inside the proton.
This process is depicted in leading order by the Quark-Parton Model (QPM) which
assumes that the proton? consists of point-like partons which don’t interact with each
other and which share the total proton momentum. The QPM was originally introduced
by Feynman to interpret the scaling behaviour of the structure functions.

In interactions with high momentum transfers between the electron and the proton,
the partons behave as free particles and the electron scatters incoherently off single
partons. Therefore, deep inelastic ep scattering is also known as elastic eq scattering.

The interaction is schematically displayed in figure 2.1. The electron e with four
momentum k enters the scattering process from the left, the proton p with four mo-
mentum P from the right hand side. The electron scatters off a parton inside the
proton, and a lepton leaves with four momentum %’. The incident parton carries the
fractional four momentum z of the proton. The interaction between the electron and

'If not explicitly stated, the lepton is always denoted as electron independent of its charge.
2The Quark-Parton Model does in general apply for nucleons.
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e /v (K)

v.Z° 1 W* (q)
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E=—— <

scattered parton jet

Figure 2.1: Tllustration of leading order deep inelastic ep scattering. The four
momentum vectors are given in parentheses.

the parton is mediated by the exchange of a virtual gauge boson which transfers the
four momentum ¢ = k£ — k’. The scattered parton hadronises and produces a jet. The
same happens to the remaining partons of the proton which proceed along the proton
direction and form the so-called remnant or “spectator” jet.

Depending on the charge of the boson the process is named neutral current (NC)
or charged current (CC) interaction. This analysis deals with inclusive neutral current
deep inelastic ep scattering, i.e. a photon () or Z° boson is exchanged and the electron
remains unchanged:

e(k) +p(P) — €K)+X. (2.1)

The particle’s four momenta are given in parentheses. X denotes the hadronic final
state which represents the sum of all final state particles apart from the scattered
electron.

A convenient and commonly used set of lorentz invariant kinematic variables to
describe the process of equation 2.1 is defined by:

Q' =—-¢=-(k-F)", (2:2)
Q2

T (2.3)

y = llj—_'z . (2.4)

The virtuality Q? is the negative of the four momentum squared which is transferred
by the virtual boson. Q? specifies the transverse resolving power of the probe with
wavelength A = 1/Q 3. The Bjorken scaling variables z and y are non-dimensional
and take on values between zero and one. In the infinite momentum frame, where the
proton moves with infinite momentum and the proton mass can be neglected, x can
be interpreted as the momentum fraction of the proton which is carried by the struck

31f not explicitly given, h = ¢ = 1 is used throughout.



2.2 NEUTRAL CURRENT CROSS SECTION 7

parton. In the proton rest frame, the inelasticity y corresponds to the relative energy
fraction transferred from the electron to the proton.

Deep inelastic scattering (DIS) denotes interactions which have Q> > M? (deep)
and W? > M} (inelastic) where M, is the proton mass and W is the centre-of-mass
energy of the v*p system.

The centre-of-mass energy /s of the total ep scattering process is given by s =
(P + k)2 ~ 4F.E,, where E, and E, are the beam energies of the electron and the
proton, respectively. At HERA, /s = 319 GeV defines the largest mass of a particle
that can be produced on-shell.

Neglecting the lepton and proton masses yields the important relation

RQ*=s5-z-y. (2.5)

Thus, at a fixed centre-of-mass energy +/s, the kinematics of the scattering process is
completely described by two independent variables.

Kinematic Plane

Figure 2.2 shows the kinematic plane in Q? and z, defining the kinematic phase space
accessible at HERA. The kinematic limit is given by the diagonal line for y = 1,
restricting the measurements to the lower right half plane. A change in centre-of-mass
energy corresponds to a parallel translation of this limit, and lines of constant y run
parallel to the diagonal (cf. equation 2.5).

Since the HERA centre-of-mass energy of /s = 319 GeV is large compared to fixed
target experiments, HERA provides extensive access to both the extremely low z and
the very high @? kinematic regions. The HERA DIS data of H1 and ZEUS cover the
approximate ranges of 1 < Q? < 5x10* GeV? and 10~ ° < z < 0.65. The measurements
of the fixed target experiments expand the coverage of the kinematic plane to the lower
right corner. They provide valuable data with high statistics at highest x where the
HERA experiments suffer from limited statistics.

This analysis covers the kinematic range of high @2 > 200 GeV? and y > 0.05,
corresponding to the upper right corner in figure 2.2. Approaching the kinematic limit
of HERA allows sensitive searches for substructure of the quarks and for production
of new particles with masses up to /s = 319 GeV.

2.2 Neutral Current Cross Section

This section presents the cross section definition as applied in this analysis. For the
subsequent apposition of additional contact interaction terms (cf. section 3.2), the
cross section is fractionised down to the level of parton densities of the proton and
electroweak couplings.

The data used in this analysis were taken with longitudinally unpolarised electrons
scattering off unpolarised protons. However, these days the HERA collider starts to
provide a longitudinally polarised lepton beam for ep interactions. Polarisation is a
powerful option to search for physics beyond the Standard Model and, as the case may



8 2 STANDARD MODEL DEEP INELASTIC ep SCATTERING

5
f\'l_l 10 - T \\\H\‘ T \\\\H‘ T \\\\H‘ T T T TTTT T UL L
() B . .. . 2
O r This analysis: H1 high Q Vil
. , , . y e X
~ H1: high Q7 low Q7 min. bias i
o 4
RS
| . s
10 °E ISR, shifted vertex Rl
F ]
Aot tosatete e to%es
B l:l ZEUS: high 2 2 ]
B S: high Q%, low Q%, BPT, SVX SRR
B
[ ] Fixed Target Experiments: S
' BEEA
10 3 = ‘0‘0‘;::::::’5 ]
8 CCFR, NMC, BCDMS, % ssssssisE
s % SRR
B ST
E665, SLAC e
o 50 XREIHT
RS A
XX 7
Z 7
2 2% ;
10 "
- X
- A2
XX
- 0% X
X X
- K
X <
B <X
- X
RIS
B s i
XIS RAIIRRNX KX JR K KA KK X
S SEGASIISAIK
R oV '.' V% '. %/
10 | S KL
- XXX
KR
- O 000000 X X
- SRR
B 4 QQQQQQ'.'Q"'Q'Q""/"Q""O‘ 9,
2 9099090090099, 90 39000099,
- £ XX XK KK XXX AR K XK X KK
< R R S A RIS FEILS
Y 2% 6070070676026 07, #0000 0767 4
/‘QQGOi.G‘G:”GQAGGAGAGA# VA, A A A a) 7S el
9 09,9, ’z
Z
1 9557 —
E SRPROIEN E
- )’ DV ANV 8 N AW Wt —
- RS RIEIIILKNS .
g S ;
| %‘0’0‘0‘0‘0‘0‘0’0’0‘0‘0’0‘0’0‘0}0 S i
\\\H\‘ L L l/\\\\‘ L L L \\\\H‘ L L \\\\H‘ L -
5 -4 3 2 1
10 10 10 10 10 1

X

Figure 2.2: The kinematic plane of Q? and z accessible at HERA, showing the
coverage of this analysis (red, fine grid), of the HERA experiments H1 and
ZEUS, and of some fixed target experiments. See text for further explanations.

be, to verify and/or identify the source of new processes. Since also needed later on
for the implementation of general contact interaction terms, the cross section for ep
scattering with a lepton beam of arbitrary longitudinal polarisation is described in this
section.

The cross section of neutral current deep inelastic scattering depends on two in-
dependent variables which characterise the scattering process and is usually given as
function of Q? and z. In general, a measured cross section contains the information on
the fundamental scattering process plus additional radiative corrections (67ad):

2 2

A (14 5rad) (2.6)

dx dQ)? dz dQ? ) gormn
The so-called Born cross section only includes the lowest order O(a?) contribution of
the electroweak interaction and is discussed in detail below. Terms of higher orders
in the coupling constant o represent radiative corrections to the Born cross section.
They don’t carry additional information on the electron-quark interaction and will be
addressed in section 2.3.
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2.2.1 Born Cross Section and Structure Functions

The Born cross section represents the fundamental measure for fermion-fermion inter-
actions.

The neutral current scattering process is illustrated in figure 2.1 in lowest order
QCD, O(a?), where a photon (y) or Z° boson is exchanged between the electron and a
parton inside the proton. Higher order QCD contributions will be discussed in section
2.2.3.

The Standard Model Born cross section for deep inelastic neutral current ep scat-
tering with an arbitrarily polarised lepton beam is typically written as

d?o

dx dQ?

2
(efp—eX) = % [n Fy(z, Q) ¥V 2By (2, Q) — v* Fy (=, QQ)} . (27)
where a=e2/4r is the electromagnetic coupling constant to be taken at Q?=0 GeV?.
The essential Q—* dependence of the cross section accommodates for the Rutherford-
type scattering behaviour being characteristic for elastic scattering of point-like charged
particles. The term in square brackets accounts for the details of the ep interaction: The
three nonnegative generalised structure functions Fy(x, Q?), zF3(x, Q?) and Fi(x, Q?)
contain the parton information of the proton and the couplings between the fermions
and the exchanged boson. The F sign of the x F5 term governs the opposite contribution
to the cross section for etp and e p scattering. The kinematic coefficients Y. =1+
(1—y)2 take care of the helicity dependences of the electroweak interactions.

The e* beam polarisation A (X € [—1,1]), where A = 0 for unpolarised leptons
and A = —1(+1) for left-handed (right-handed) incoming leptons, enters implicitly via
the structure functions. It should be pointed out already here that F; and zF3 remain
constant only for an unpolarised lepton beam but change in magnitude for finite lepton
beam polarisation when switching between e™ and e~ lepton beams.

The longitudinal structure function Fj, describes the absorption of a longitudinally
polarised vector boson and vanishes for point-like spin one-half particles in the limit
of negligible quark masses and intrinsic transverse momenta in the proton. However,
QCD effects as gluon radiation lead to a small contribution of Fj, in the kinematic
region of small z and highest y. Since this analysis is restricted to y < 0.9 and covers
very high momentum transfers which require considerably large values of x, F}, yields
a minor contribution to the cross section and is neglected in the following discussion
of the structure functions. However, F may in principal be decomposed in a similar
way as will be shown for F5. Certainly, the F, contribution is taken into account in
the cross section calculations performed in this analysis.

The structure functions are decomposed according to the fact that the cross sec-
tion contains the absolute square of the sum of the amplitudes of the contributing
electroweak matrix elements,

d’c

a0 y o+ 70 | . (2.8)
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The exchanged v (Z°%) couples with the charges e, and e, (vector/axial vector couplings
ve/ae and v,/a,) to the electron and quark, respectively, where the fermion’s couplings
to the Z° are defined as

vy = Ta; — 2essin®(Oy)

2.9
af = Tg,f . ( )

T3 5 is the third component of the weak isospin of the fermion and 6y is the Weinberg
angle, relating the W+ mass to the Z° mass via sin?(fy) = 1 — M2,/M2 (on-shell
scheme).

Following the prescription of 2.8, the generalised structure functions can be sepa-
rated into the contributions arising from the pure v and the pure Z° exchange as well
as from the vZ° interference:

Fy = F) — (e£Xae) k7 FJ? + (02 + a2+ A20.0a,.) k% FZ

N (2.10)
-TF?, = - (ae :l: )\Ue) Rz xFE;YZ + (QUeae :I: )‘(Ug +CL§)) K’QZ xF?)Z .

The explicit indication of the 2 and Q? dependences are omitted for simplicity. The +
and F signs refer to the charge of the e* beam, while the polarisation enters through
M. In this notation, the couplings v, and a. of the lepton to the Z° are always those of
the electron particle for both e™p and e p scattering.

The factor kz denotes the ratio of the couplings and propagators of the Z° to those
of the photon,

Q2
@+ Mz

1 Q°

= ~ 1.41
4 sin®(By) cos®(Bw) Q% + M3

Kz =Kz (QQ)

(2.11)

Therefore, the relative magnitudes of the cross sections corresponding to (v,72°,2°)
exchange behave like (1,k7,k%), depending on Q? as displayed in figure 2.3.

0&? IR T T \\Hui Pﬁgure 2'3: 622 deperuience Of KZ;
N 15 — K, al the ratio of the couplings and propa-
veee K2 e gators of the Z° to those of the pho-

ton, and of k7%.

\\\\‘\\\\i\\\\‘\\\

-’ i
ale=eT L

3 4 5
10 10 10

Q* [GeV]

The structure functions Fy, Fj?, Ff, Fy” and zFf of equation 2.10 characterise
solely the proton as seen by a neutral current, independent of what the counterpart
of the interaction (here the electron) is. The electromagnetic structure function F)
originates from pure photon exchange and is the dominant contribution to the cross
section in the bulk of the kinematic phase space accessible at HERA. The structure
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functions Fy” (FZ) and zFy? (zFZ) represent the vZ° interference (pure Z°) terms
of F and ./L'ﬁ?,, respectively. The vZ° interference contribution is noticeable already at
intermediate Q2 values of a few 1000 GeV2. However, both 7Z° and Z° exchange yield
important contributions to the cross section only at very large Q? typically beyond
M2 = 8000 GeV?. The different structure function contributions to the cross section
are presented in figure 2.4 as function of z for large Q% > 2000 GeV? by comparing
them to the cross section of pure photon exchange. The x dependence reflects both

> [ [ [ [
2 - Q?=2000GeV? | Q?=3000GeV? | Q?=5000GeV? | QF=8000GeV?
© 1 Fre SN F . A T s
~ - - - - - —_—
o = N N [
ke | | | |
e 0 T L L L TR S [RTFCREIAV EF AP I LR ~---------.—.-.-.-:-:‘:-.-:-_-ﬁ,-pv-- - Mt
© - - - . - T
> _l :\ \\\HH‘ | \\\HH:\ \\\HH‘ | \\\HH:\ \\\HH‘ | [T L Ll | L Ll
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5 Q7 =12000 GeV*™ | Q" =20000 GeV” - .
1 F - -
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Figure 2.4: Cross section contributions of,; of the structure functions Fy
(dashed), zFy (dash-dotted) and Fy, (dotted) as well as the total NC cross
section (solid line), normalised to the cross section of pure photon exchange
o) ;. The cross sections have been derived from the H1 1997 PDF Fit (cf.

red”
section 2.5).

the magnitude of the structure functions themselves and the different weights of the y
dependent coefficients of the structure functions which govern the composition of the
cross section (cf. equation 2.7).

Since there are no assumptions on the proton structure, the definition of equation
2.10 provides the most general form of the proton structure functions for the elec-
troweak boson exchanges.

The single differential cross section

The single differential cross section as function of Q? is obtained by integration of
equation 2.7 over the allowed kinematic phase space:

do _/ d*c
o ) dwad@

dQ?

d . (2.12)
Q35
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The reduced cross section

For the representation and discussion of the data, a modification of the double differ-
ential cross section, the so-called reduced cross section, is defined by

~ d’o B zQ* 1 d*o
77 \d2dQ?) oy~ 270?Y, dzdQ?

, (2.13)

~ Yy - v~
= B(e.Q) % 2By (2. @) — L Fu(e.@?)
+ +
The propagator term as well as the couplings are divided out to obtain essentially the
effects of the parton distribution functions. In most of the kinematic range the relation
o =~ F; holds to a good approximation.

2.2.2 Structure Functions in the Quark-Parton Model

The QCD Quark-Parton Model provides a connection between structure functions and
parton densities. In this picture, the structure functions of equation 2.10 are related to
the couplings of the neutral current to the quarks as well as to the quark and anti-quark
momentum densities of the proton:

[F;,F;Z,FQZ] = x%j[e?,?efvf,v;—kaﬂ (ar +75) ,

. (2.14)
[ng ,a:F3] = xzf:[Qefaf,Qvfaf] (qf—qf) )

The sums run over all quark flavours f. The function gf(z,Q?) is the probability
density to find a quark of flavour f in the proton with fractional momentum z and at
a scale Q2. The F), part of the cross section depends on the total quark content of the
proton while the xF3 part is sensitive to the valence quark distributions. The parton
densities of the proton cannot be derived from first principles but have to be determined
by experiment. However, they are universal and don’t depend on the specific process.
Further information about parton density functions are presented in section 2.5.

For the investigation of additional interactions beyond the Standard Model, e.g.
of various contact interaction scenarios, it is convenient to separate the generalised
structure functions into the quark densities ¢f(z, @?) and the overall coupling terms.
Considering leptons of pure left- or right-handed chirality, the combination of equations
2.10 and 2.14 yields:

FRe,Q?) = o

3 far(, @)+ 7,5, Q)] { V(@) + [47"@) '}
eFPR(2,Q%) = $xzf:

af
a7 (2, Q%) — Gy (2, Q)] {-N2VH(Q%) APR(Q*)}

(2.15)
with the electroweak coupling terms

V;IL,R(QZ) = eq — (Ve Nae) v, kz(Q%)

AqL’R(QZ) = — (ve £ Nae) agrz(Q?) - (216)
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Again, the £ signs refer to the et beam, while the pure polarisation enters with \' = F1
for the L, R states. Note that the F sign of zFj3 in equation 2.15 cancels the F sign of
the cross section contribution (cf. equation 2.7).

The generalised structure functions for arbitrary lepton beam polarisation A can be
obtained by a linear combination of the structure functions given in equation 2.15.

In this notation, V, and A, represent the vector and axial-vector couplings of the
neutral current to the parton inside the proton. It is deduced from equation 2.15
that F5 respects parity operations while xF3 contains the parity violating part of the
interaction.

2.2.3 Higher Order QCD Corrections

So far, the neutral current cross section has been discussed for leading order QCD. This
picture assumes that quarks are the only constituents of the proton. However, exper-
imental results indicated that quarks carry only about half of the hadron momentum
and that there must be additional constituents [5] which in QCD are identified with
the gluons.

QCD is an essential ingredient of the Standard Model. It is well tested in hard
processes where the transferred momentum is large compared to any other scale in-
volved. In this kinematic regime, perturbative QCD is based on the factorisation of
the inclusive cross section into partonic subprocesses and parton distribution functions
q(z,Q?) [6]. The Q? dependence of the parton distribution functions at fixed values of
r is governed by the DGLAP* evolution equations [7, 8, 9], whereas the x dependence
is not predicted by theory.

In analogy to the renormalisation of the coupling constant s, go(x) can be re-
garded as unmeasurable, raw distribution. The collinear singularities are absorbed
into these raw distributions at a factorisation scale p. The corresponding renormalised
distribution ¢(z, 4?) cannot be determined perturbatively since it contains long range
contributions of the strong interaction. Therefore, ¢(z, u?) has to be extracted from
experimental structure function data (cf. section 2.5).

A fundamental property of QCD is the possibility to separate between short and
long range contributions to physical cross sections at high momentum transfers. This
factorisation is valid in all orders perturbation theory and provides a unique method
to deal with logarithmic singularities. In addition, there are finite (non logarithmic)
contributions. The set of these finite contributions, being factorised and absorbed into
the quark density functions, defines the renormalisation scheme.

In the DIS® scheme [10], all gluon contributions are absorbed into the renormalised
quark distributions. Thus, the structure function Fy(z,@?) is defined as in equation
2.14 to all orders in «, only the parton densities may change. The structure functions
rF3(x, Q%) and Fp(x,Q?) get corrections for all contributions of higher orders.

In the M S® scheme [11], which is more commonly used in practice, only the diver-
gent contribution and an omnipresent (In(47)—-yg) term are factorised out. Here, all

4Dokshitzer-Gribov-Lipatov-Altarelli-Parisi
Deep Inelastic Scattering
6Modified Minimal Subtraction
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three structure functions receive corrections in higher orders.

The cross section calculations in this analysis are performed in NLO QCD to O(as).
The corresponding structure functions are derived from the respective parameterisa-
tions of the proton parton density distributions (cf. section 2.5) as given in the HEC-
TOR [12] program package.

2.3 QED Radiative Corrections

In the previous discussion of kinematics and cross sections only leading order O(a?)
terms of the electroweak interaction have been considered. However, the real data
contain contributions of higher orders in «, arising from the exchange or emission of
additional bosons and from the self energies of the particles involved.

The cross section measurements have to be corrected for these effects since the
higher order contributions depend on the interaction process and partly even on the
detector acceptance and on experimental cuts of the analysis procedure.

In case of NC scattering, the radiative corrections are classified according to the
contributing Feynman diagrams [13]:

e Leptonic corrections yield the dominant contributions and account for an ad-
ditional photon attached to the lepton line. One differentiates between:

— Initial state radiation (ISR): The incoming electron radiates a real photon
which most likely escapes detection through the beam pipe. The conse-
quence is a change in the electron-proton centre-of-mass energy and there-
fore different kinematics compared with the original process.

— Final state radiation (FSR): The outgoing electron radiates a real photon.
Most probably the photons are emitted under small angles leading to the
detection of the electron and the photon as a single particle. These events
are thus mostly indistinguishable from events without radiation. Since wide
angle radiation is suppressed, FSR yields small corrections compared to ISR.

— Vertex correction and self energies: The former considers photons which
are radiated off the incoming electron and absorbed again by the outgoing
electron, while the latter accounts for the radiation and reabsorption on the
external lepton line. These processes cannot be observed experimentally.

e Quarkonic corrections consider additional photons attached to the quark line
analogous to the leptonic contributions. However, due to the large quark masses
and the fractional charge of the quarks, they are strongly suppressed compared
to the electron side.

e Lepton-quark interference corrections account for the interference of the
leptonic and quarkonic bremsstrahlung processes and for vy and vZ box diagram
contributions. Since they depend on the quark masses and the quark charge
again, these corrections are also small compared to the leptonic corrections.
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e Purely weak corrections represent all other diagrams that don’t contain addi-
tional photons. These include the self energy of the photon which yields the most
important correction to the NC cross section. It is connected with the so-called
running of the electromagnetic coupling constant o = «(Q?) which decreases by
approximately 6% at Q? = M% compared to a(0) ~ 1/137. In addition, the weak
corrections contain the Z self energy, the vZ mixing, the weak lepton and quark
vertex corrections and box diagrams with two W or Z bosons.

The radiative corrections can be separated into electromagnetic and purely weak
contributions,

146 = (14 6QP) - (14 gveak) (2.17)

The former are commonly called QED corrections ((5QED) and contain the leptonic and
quarkonic corrections, their interference as well as the self energy of the photon. The
weak corrections (5%¢2K) correspond to processes with the Z or W boson.

The QED radiative corrections are precisely predicted by theory and provide a size-
able contribution to the measured cross section. Figure 2.5 shows the QED radiative
corrections to the neutral current cross section as obtained in the Leading Log Approx-
imation from the HELIOS [14] program which is implemented in the HECTOR [12]
package. The corrections are presented in bins of the double differential cross section
as measured in this analysis and include the y > 0.05 requirement. The two most
commonly used reconstruction methods, e and eX (cf. section 2.4), are compared with
and without the (E — p,) > 35 GeV requirement applied in the current analysis. The
corrections rise towards low x, corresponding to large values of y. The effects are large,
of the order 10%, due to the steep @? dependence of the NC cross section which leads
to large kinematic migrations. The impact of the (E' —p,) cut, which rejects NC events
with an ISR photon of energy E, > 10 GeV, is observed by the kink in the curves of
the e method.

The cross section measurement is corrected for radiative effects implicitly by using
Monte Carlo simulations which include radiation effects (cf. section 4.4). The HERA-
CLES [15] event generator includes the QED radiation processes explained above.

Weak radiative corrections

The weak corrections §%¢2¥ to the neutral current cross section are typically less than
1% and never more than 3% [16]. They are not corrected for in the cross section
measurement which is therefore given by (cf. equation 2.6):

d’c d’o
_ (1 weak _ 21
i = (i) g () (219
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Figure 2.5: QED radiative corrections to the double differential NC cross

section d?c/dz dQ? in the kinematic phase space of the present analysis. The

corrections are shown for the e and e¥ reconstruction methods each with and

without the (E — p,) > 35 GeV requirement.

2.4 Reconstruction of Event Kinematics

The measurement of the differential cross sections (cf. chapter 7) requires the precise
reconstruction of the event kinematics.

In neutral current ep scattering at HERA, both the scattered electron and the
hadronic recoil system can be measured. The scattered electron is usually described
by its energy E! and scattering angle 6,”. Since the hadronic jet from the spectator
partons escapes detection through the beam pipe, the following variables are commonly

At HERA, polar angles § are measured with respect to the proton beam direction which defines
the positive z axis and the so-called forward direction.
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used to describe the hadronic final state:

(E=Dpaa = Y (En—pzp) (2.19)

PThad = (sz,h> + (Zpy,h) : (2.20)

The sums run over all objects of the hadronic final state. (E — p,) is the so-called
longitudinal energy momentum balance, pr is the transverse momentum. By construc-
tion, the former is relatively insensitive to losses through the forward beam pipe. Both
variables are combined to define the inclusive hadron angle 44,

E —
tan 204 _ (B = Plhaa (2.21)
2 DT, had

In the QPM, 7444 corresponds to the quark scattering angle 6, presumed the hadronic
final state is massless.

Measuring with a perfect detector, energy and momentum conservation require the
total (E — p,),,; and prx® of the scattered electron and the hadronic final state to be
equal to the values of the initial beam particles.

(E—p.),, = 2-E.=55GeV,

Priot = 0. (2'22)

However, real experiments suffer from acceptance losses and resolution effects which
lead to deviations.

At given energies of the incoming electron (E,) and proton (E,) and therefore
at fixed centre-of-mass energy /s = 2,/FE, - E,, the kinematics of the ep interaction
is completely described by any two independent variables. Neutral current events
provide four independent measurements, two of each of the electron and proton. The
redundancy offers several methods of kinematic reconstruction. The choice of the
reconstruction method defines the sources of systematic errors and the size of radiative
corrections. Since only two of the kinematic variables %, z and y are independent,
usually @Q? and y are reconstructed, being closely related to the measured observables,
and x is determined from equation 2.5.

The electron method (e method) uses the electron variables to determine Q?, x
and y. Since in neutral current interactions at high Q?, the scattered electron can be
reconstructed much easier and more reliable compared to the hadronic final state, the
e method is of absolute importance and provides the basis for all other reconstruction
methods. Furthermore in use are the 3 and eX methods, which have the advantage
to consider to some extent the effects of initial state radiation, and the double angle
method (2o method), which is rather insensitive to energy calibration issues. Pure
hadronic reconstruction suffers from large measurement uncertainties and is not con-
sidered here.

SpT,tot is the absolute value of the vectorial sum of electron and hadronic final state pr.
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Initial state radiation from the incoming electron is the most severe effect spoiling
the kinematic reconstruction. In principle, the properties of the radiated photon can be
reconstructed from the overdetermined system of four measuring quantities in neutral
current interactions, leading to an adaption of the centre-of-mass energy. However,
all reconstruction methods discussed here always apply the full centre-of-mass energy,
since the benefit from being completely independent of initial state radiation cannot
compensate the loss in resolution associated with the reconstruction of the electron
entering the hard interaction [17].

In the following, the reconstruction methods are discussed which are relevant for this
analysis. Also presented are the uncertainties on the kinematic variables as determined
from standard error propagation.

All kinematic formulae are given as function of the measured quantities E. and
f. of the electron as well as (E—p,),,, of the hadronic final state. Since the trans-
verse momentum pr of the hadronic final state is more difficult to measure and suffers
e.g. from beam pipe losses, it doesn’t enter the methods considered. For simplicity,
(E=p.), = E(1—~os ) and (E—p,),,; = (E=pz) +(E=p2)peg a0d Zpad = (E=D2) -

Electron (e¢) Method

The e method is the main method used in this analysis and reconstructs the kinematics
solely from the energy E, and the polar angle 6, of the scattered electron:

(£ —p:)
=1-—— 2.23
Ye B (2.23)
2
p 0
Q? = 1%’;6 = 4E,F' cos? Ee : (2.24)
2
= @ (2.25)
8- Ye
Their measurement errors are given as’:
0Ye :_1_ye(5_Elé® _ 1—y.
Ye Ye Eé e tan 96/2 €
0Q2 0B, 0c
= —tan — 66, , 2.26
Q! B © "5 (2:26)
0 1 §FE! . 1-— 6
Te _ — —¢ @ |—tan— + Ye cot = 50, .
Ze Ye Ei 2 Ye 2

This method provides an excellent resolution in @? for the entire kinematic phase space
accessible at HERA and good precision in z and y at moderate and high values of y.
However, due to the 1/y behaviour of the errors this method suffers from imperfections
in the reconstruction of y and especially of x at low y values. That is why v, > 0.05 is
required in this analysis (cf. chapter 6).

9A® B = /A2 + B2; the sign of A and B indicates the direction of the bias.
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Sigma (¥) and eSigma (e¥) Methods

The ¥ method accounts to some extent for potential photons radiated from the ini-
tial electron escaping undetected through the beam pipe. In addition to the electron
variables, the (E —p,),,, of the hadronic final state is used to reconstruct the total
(E—p)p = (E =), + (E —D,),.q Which replaces the nominal value of 2F, in the
formula of the e method.

(E _pz)h d
= Y—  T%/had 2.27
() (E _ pz)tOt ) ( )
2
2 Pre
= = 2.28
@ = o (228)
2
e = O (2.29)
S Yy

The difference in (E — p,) can be allocated to an initial state photon with energy
E, = E. — [(E —p.), + (E — p2)paql, changing the centre-of-mass energy available

for the hard ep interaction to s' =2 (E, — E,) E, = % - s. However, as explained

above, x is calculated using the full centre-of-mass energy, leaving some remaining
sensitivity of the ¥ method to initial state radiation. The measurement errors are:

oys OE' 1 —ys 0% had

— = —(1- < ——=40, 1-— ,

Ys ( yE) Eé @ tan 06/2 @ ( yE) Ehad

6Q% OE; b 1—-ys 02 had

—XE _ 92— e _ Je .
Q% -y @ [ tan 5+ tang, /2| 0% @ o, o (2:30)
5%2 OE! 0e 2(1 - yz) 5Zhad

T = -9 € —tan — + ———>1 46, 2yy — 1 .

Ty, (8= 2u) E' ® [ amy tan 6,/2 & (2px )z,md

Compared to the e method, the ¥ method provides a better resolution in z and y at
low and moderate values of y.

Since the e method provides the optimal resolution in Q? surpassing also the X
method [18], the eX method is introduced which reconstructs @* from the e method
and x from the 3 method.

25 (2.31)
Yer = 75—~ 'Yz, :
(B = P2) o
Qs = Q2 (2:32)
2
Ty = —Z= =gy . (2.33)
S Yex

The errors in Q?%; and z.s are given by the respective entries of equations 2.26 and
2.30. The error in y,x is

6:1/82 . 5E’ 2(1 - yeE)
Yex E! tan 6, /2
The e method provides good resolution and is the best overall solution to reconstruct

the kinematics in a unified way in the entire kinematic range accessible at HERA
including the very low y region.

60 @ (1 — 2yex) (2.34)
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However, in the kinematic range relevant for this analysis, i.e. at high Q? and at
least moderate y, the ¥ and eX methods are completely dominated by the electron
quantities. In addition, the electron method provides a clear and simple access to
the systematic error treatment since it is independent of the properties of the hadronic
final state. Therefore, the electron method is used for the primary reconstruction of the
event kinematics. The eX method will only be used for cross-checks to give confidence
that the energy measurements and the radiative corrections are under control.

Double Angle (2a) Method

The double angle method uses the electron scattering angle 6, and the inclusive hadron
angle ypqeq to reconstruct the kinematics.

tanfyhad/Q
a — y 2.35
& tan Ypeq/2 + tan 6, /2 (2.35)
£6,/2
2 — 4F2. 0 Te 2.36
QQa e tan ’Yhad/Q + tan 06/2 ’ ( )
_ Q3
Doy = Y20 (2.37)
S - Yo

The angle measurement is to first order independent of the energy calibration of the
detector, but local inhomogeneities in the energy reconstruction may lead to distortions.

In the picture of the Quark-Parton Model, the energies of the electron and quark are
related to their angles by the total pr and (E — p,) balance of neutral current events.
The measurement of the angles 6, and ;.4 therefore allows to predict the transverse
momentum and the energies of the electron and the quark.

B 2-E,
Pr2e = an %e + tan Zad ’
1
E = . , 2.38
e2a sin 06 pr ( )
1
Eq,?a = . *Pr -
SN Yhad

Due to the assumption of a perfect (E — p,) balance, the 2« method is extremely
sensitive to initial state radiation. Thus, this method is used in this analysis exclusively
for energy calibration purposes.

2.5 Parton Density Functions of the Proton

A knowledge of the partonic structure of the proton is of particular importance for
the interpretation of hard scattering ep data. The parton density functions (PDFs),
which build up the structure functions of the proton, contain long range contributions
of the NC interaction. Thus, they cannot be derived from first principles but have to
be extracted from experimental data.
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The PDFs have been parameterised by so-called global analyses using a wide range
of DIS and related hard scattering data which cover large areas of the kinematic phase
space. Since the Q? dependence is well known and given by the DGLAP equations,
the = dependence of the PDFs is parameterised at some low scale Q% ~ 1 GeV2 A
common ansatz is of the form

rq(z,Q*) = A2P (1 -2)°- Pz, (2.39)

with a polynomial function P(z). Positive values of B and C assure that the PDFs
vanish for z — 0 and 2 — 1. The PDFs are developed at fixed z from Q? to a given
scale @? using the DGLAP evolution equations. The parameters A, B, C, etc. are
determined from a fit by comparing the cross sections predicted by these PDFs with
those actually measured in experiment. The main constraints come from DIS fixed
target data and, since available, from the DIS data of the HERA experiments.

Up to a few years ago, the parameterisations of PDFs did not contain error estimates
and data analyses compared the effects of different PDF sets to estimate their errors.
These days the experimental data have reached a level of precision which demands
for improvements in the uncertainty determination. However, the global analyses have
been confronted with conceptual difficulties in providing complete error estimates [25].
According to their origin, the systematic uncertainties on PDFs are separated into
so-called experimental and theoretical errors:

e Experimental errors contain the uncertainty due to the statistical and system-
atic errors of the experimental input data. The latest parameterisations (e.g.
CTEQ6.1 [19, 20] and MRST2001 [21, 22]) provide experimental uncertainties
on their PDF's. Following the eigenvector-basis approach to the Hessian method
[19, 22, 23], they produce additional PDF sets corresponding to fit parameters
(e.g. A, B, C, ...) which describe the Ax? behaviour in the vicinity of the x?
minimum of the central fit. Since the x? minimum is mapped in the plus and
minus directions along the eigenvectors of the error matrix, the PDF sets are
linear independent w.r.t. the fit parameter space. Therefore, uncertainties of any
quantity related to the PDFs, e.g. of the NC cross section, are accessible by
standard error propagation of the differences imposed by each plus/minus pair of
the error PDF sets. The resulting uncertainties on the NC e*p cross section are
shown in figure 2.6 for the CTEQG6.1 and MRST2001 PDF sets. Since the PDF
fits suffer from theoretical difficulties and experimental inaccuracies [22, 24], the
PDF analyses derive their error sets from the e.g. Ax? = 20 or 100 contours.
Thus, the magnitude of the errors is somehow arbitrary. However, the errors
show the expected increase towards low x and especially at highest x reflecting
the availability of experimental data. Contrary to that, the errors are rather
independent of Q2.

e Theoretical errors include uncertainties arising from e.g. the selection of data
used in the fit, the estimates of higher order QCD contributions and the input
assumptions placed on the PDF fit [25, 26]. The latter reflects primarily the
ignorance of the form of the x dependence of the PDFs at the initial scale.
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Figure 2.6: Cross section uncertainties for the MRST2001 and CETQ6.1 PDF
sets, imposed by ’experimental’ PDF uncertainties.

Compared to the experimental errors, the theoretical ones are even more difficult
to obtain and currently subject to intensive discussions. However, it is expected
that the theoretical errors may yield the dominant contributions to the total PDF
uncertainties.

As a consequence, the goal of this analysis is to be rather independent of details of the
PDF input, especially of its  parameterisation. This will affect the contact interaction
fits to the data presented in chapter 8.

The PDF sets used in this analysis are briefly introduced in the following:

e The H1 1997 PDF Fit [27] is based on the H1 inclusive high @* NC and CC
cross section data of 1994 to 1997, on H1 low Q? data of 1994 as well as on proton
and deuteron data from the BCDMS [28] and NMC [29] experiments. This PDF
is used for the cross section measurement, since it provides a good description of
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the H1 data while not depending on the 1999-2000 H1 data which are subject of
this analysis.

e The H1 2000 PDF Fit [16] is completely independent of data from other ex-
periments. It relies solely on the H1 inclusive cross section data of 1994 to 2000.
Since these include the 1999/2000 NC high Q? data which are subject of this
analysis, this recent fit of H1 is used for cross-checks only.

e The CTEQS5 parameterisations [30] is the oldest PDF set used in this analysis.
It is based on a wide range of data available in 1999. H1 data only give a marginal
contribution by the low Q? F, data of 1994.

e The CTEQ6.1 PDF set [19, 20] is an extension of CTEQ5 applying improved fit
methods. It uses more recent data, including the 1998/1999 H1 e p data at last.
In addition to the central fit, this package contains 40 PDF sets for uncertainty
studies providing the plus and minus sets of 20 eigenvector representations.

e The MRST1999 PDF set [31] is the result of a global analysis similar to that
of CTEQ5. However, it includes a little more recent data and in particular the
H1 inclusive cross section data taken until 1997.

e The MRST2001 PDF parameterisations [21, 22] is comparable to the CTEQ6.1
set regarding the data used in the fit. In addition to the central fit result which
corresponds to an «; value of 0.119, this package provides PDF sets of fits with
o being lowered and raised by the experimental uncertainty of 0.002. Finally, it
contains 30 error PDFs corresponding to the respective plus and minus sets for
each of 15 eigenvector representations.

To get an estimate of the differences between the PDF sets, the corresponding cross
sections are compared in figure 2.7. Typical differences are of a few percent. They
partly exceed the range of the experimental systematic uncertainties quoted by the
latest PDF versions of MRST and CTEQ (cf. figure 2.6), indicating some missing
contributions arising from theoretical issues. A remarkable pattern is observed at
x =~ 0.25 where the cross sections of all global analyses take almost the same value of
about 2% above the prediction by the H1 1997 PDF Fit.

It should be stressed that the high Q? data sets don’t have a significant influence on
the structure function fit results which are mainly constrained from the high statistics
data at low Q? values. However, correlated systematics may impose small dependences
of the parton densities from the data at highest Q2.
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Figure 2.7: NC cross sections derived from different PDF sets. They are
normalised to the cross section obtained from the H1 1997 PDF Fit.



Chapter 3

Physics Beyond the Standard
Model

The previous chapter dealt with the neutral current high Q? cross section being a
sensitive probe to validate the Standard Model and to prove consistency within this
model up to the extreme kinematic regions accessible at HERA. At the same time, the
neutral current cross section provides a precise and versatile measurement to look for
new physics phenomena. In fact, considering interference effects of Standard Model
processes with the virtual exchange of new, heavy particles or composite objects, scales
of new physics can be tested which are far above the HERA centre-of-mass energy.

The neutral current cross section measurement extends up to very high values of
Q? ~ 50000 GeV?. According to the Heisenberg uncertainty principle, i.e. Ap- Az > h,
the ep interaction probes spatial structures with a resolution of up to

Az A he 200 GeV- 10718 m
Q2 V50000 GeV?

that is where potential signs of new physics may become observable.

The Standard Model describes the interactions between elementary particles by the
exchange of gauge bosons. So far established are the massless photon v as well as the
heavy Z° and W* bosons. The fundamental fermions (leptons and quarks) and gauge
bosons (photons and Z° bosons) are assumed to be point-like with no substructure.
Popular, model independent extensions of the Standard Model can be performed by
the introduction of so-called contact interactions, which could be explained e.g. by
compositeness, leptoquarks, supersymmetry, large extra dimensions, etc. and which
introduce new physics scales in the TeV range.

The purpose of the present analysis is to investigate the inclusive double differen-
tial neutral current cross section for the effects of a finite quark radius and various
compositeness models of contact interactions.

~09x10 ¥ m, (3.1)

3.1 Form Factors and Quark Radius

The Standard Model regards the leptons and quarks to be point-like without spatial ex-
tension. This assumption can be tested particularly in neutral current ep interactions,
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since the gauge boson exchange is sensitive to the electroweak charge distributions of
the participating particles. From a classical point of view, the neutral current cross
section should decrease with % for an extended object compared to point-like parti-
cles, since at sufficient resolving power the exchange bosons interact only with parts of
the distributed charge. This behaviour is commonly described by a form factor ansatz
for a spherical charge distribution [32],

d*c d?c°M

dzdQ?  drdQ?

) |f(Q2)\2 , with f(Q*) =1 — éRQ Q? . (3.2)

Here, the quark radius R is taken as the root of the mean squared radius of the
electroweak charge distribution, R = 1/(r?). In principle, a form factor may be assigned
to both lepton and quark. However, since the current limits on the electron radius are
beyond the reach of HERA, the electron is assumed to be point-like as well as the
photon and Z° boson. According to equation 3.1, the typical resolution is expected to
be of ~1 fm.

3.2 Contact Interactions

There are many models beyond the Standard Model which predict new effects at scales
in the TeV energy range. New currents or heavy bosons at scales far beyond the elec-
troweak symmetry breaking scale, representing new physics, could produce indirect
effects in deep inelastic ep scattering by virtual exchange. The interference of these
interactions with the Standard Model fields would lead to residual contact interactions
which may be observed as deviations in the event rates and consequently in the cross
sections. These modifications are expected to be stronger and therefore cleaner to
detect the higher the resolution of the probe is. Hence, the neutral current ep cross
section offers an ideal measurement to look for these effects since it reaches the highest
accessible Q? values with appropriate, finite statistics. The HERA ep collider is espe-
cially suited for the investigations of (e€)(qq) contact interactions since it provides the
world’s highest centre-of-mass energy with both types of the participating particles in
the initial state. In particular the initial electron allows a relatively clean measurement.
In comparison, the TeVatron (pp) colliding experiments suffer from the difficulties of
having two hadrons as the inital state, even though exploiting a higher centre-of-mass
energy.

3.2.1 Introduction

In analogy to Fermi’s interpretation of weak interactions, indirect signatures of particle
masses and scales Ay far beyond the currently available centre-of-mass energies, /s,
can be described in the low energy approximation, i.e. Ax > /s, as point-like four
fermion contact interaction. As illustrated in figure 3.1, the contributing Feynman di-
agrams with the appropriate propagator terms contract into a four-fermion interaction
with remaining effective coupling g% /A%.
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Figure 3.1: Feynman diagrams for neutral current ep scattering via a new
interaction, contracting in the low energy approximation into an effective four-
fermion contact interaction with coupling g% /A%.

The effects of heavy particles or composite objects beyond the scale of electroweak
symmetry breaking can be analysed theoretically by introducing an effective lagrangian
Lo which is added to the Standard Model lagrange function,

L=Lsy+ Lcr . (3.3)

If one accepts the Standard Model as the correct low energy effective lagrangian, new
interactions in principle should respect the SU(3). x SU(2), x U(1), invariance as
well. However, just implying SU(3), x U(1), symmetry', the most general form of
independent lagrange contributions can be expressed in terms of the three lorentz
invariant fermion bilinear forms of scalar-scalar (S), vector-vector (V') and tensor-
tensor (T') type interactions [33, 34, 35]:

Ler = Ls+ Ly + Ly, (3.4)

Ls = {niELer)(@rqr) + 1% (ELer)(@rar) } +hoc. (3.5)
q

Lv =Y { i Erver)@ra) + nirELyees) @rr"ar) (3.6)
q

+ N (€rvuer) (@ L) + npr(ErYuer) (@Y ar) }

Lr =Y {n4(ELower)@,0™qr) } +hec. . (3.7)

q

The sums run over all quarks and anti-quarks ¢. The indices L and R denote the
respective left and right handed helicities of the fermions.

The contributions of scalar and tensor terms, which contain helicity flip operations
between the fermions, are proportional to the fermion mass and therefore strongly
suppressed at HERA [35]. In addition, these contributions are restrained by strong
exclusion limits from low energy experiments measuring helicity suppressed rare decays
[36, 37]. They are therefore neglected in the following.

'Tn theories where the Z° and W bosons are composite objects, the SU(2); x U(1), group may
not necessarily have a fundamental meaning.
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Thus, the most general form of a chiral invariant lagrange contribution for contact
interactions in neutral current scattering reads [38]:

Lorm Ly =Y {  nj Emen) @y a) + nigEmes)@rr"ar) (3.8)
! + Nk (CrYuer) @Y qr) + Nir(ErVuer)(@r7"ar) } -

In this description, the strength of the contributing contact interactions is parame-
terised by independent coupling coefficients
2

9 — 4
nabzeabAq2'
ab

(3.9)
The indices a and b denote the helicities L or R of the electron and quark, respectively,
g is the overall coupling strength, A, represents the scale of the contact interaction
and e, =+1 defines a sign for the interference with the Standard Model amplitude.

In principle, the parameters n?, could be (pairwise) different for all quark types
g€ (u,d, s, c,b) and for all helicity combinations a, b€ (L, R). However, in deep inelastic
ep scattering at high Q2 the u and d quark contributions completely dominate. Contact
interaction terms arising from the second- and third-generation sea quarks are strongly
suppressed by the respective parton density functions in the proton, since the kinematic
range of high Q? requires at least moderate z values.

For the present analysis, quark flavour symmetry is assumed, i.e. the coefficients
ne, are independent of the family and are distinguished only for up- and down-type
quarks:

Nas = Tap = Nap ’

My =M% = N = Ty -
Due to the strong dominance of the first quark generation, the contact interaction limits
presented in this analysis are rather insensitive to this assumption?. Contributions from
the top quark are negligible at HERA due to its high mass.

Therefore, the four respective helicity combinations for the up- and down-type
quarks yield eight independent parameters giving rise to many different scenarios of
contact interactions.

The cross section can only be calculated to leading order O(«;) since contact inter-
actions as defined above are a non-renormalisable effective theory. Therefore, the NLO
Standard Model cross section as described in chapter 2 is weighted by the leading oder

cross section ratio
< d2 ) LO
dx dQ? SM+-CI

w = . (3. 11)
LO
d*c
dx dQ2 SM
2The situation is similar at the TeVatron where contact interaction limits are derived from lepton-
pair production that also depends on the proton density functions. In contrast, the contact interaction

analyses at LEP are sensitive to the process e*e™ — hadrons and the resulting limits depend strongly
on flavour symmetry assumptions.

(3.10)
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Radiative corrections due to real photon emission (cf. section 2.3) are expected to
cancel in this ratio to a large extent.

The ansatz of equation 3.8 can be easily applied to any new phenomenon and allows
a model independent approach to study various kinds of contact interactions, e.g. (eq)
compositeness, leptoquarks, large extra dimensions or new currents mediated by heavy
gauge bosons. In this analysis the data are investigated for (e€)(¢q) contact interactions
of various compositeness scenarios.

3.2.2 Implementation of Contact Interactions

The previous section introduced the phenomenology of contact interactions. The la-
grange contribution of equation 3.8 together with the coupling coefficients n?, of equa-
tion 3.9 lead to the following extension of the Standard Model neutral current coupling
terms V,"#(Q%) and A}"(Q?) as defined in equation 2.16:

2
‘/;L(Q2) =e; — (Ve Fac)vgrz (Q°) + o— (i, +1ig)

8Ty
2
VqR(QQ) = e; — (Ve E ac)vgkz (@%) + @ (M, + Nkr) (3.12)
AHQ@) =~ eFadagns (@) + o (il —ika) |
2
Ag(QQ) = — (ve £ ae) agkz (Q%) + Sro (M — Mkr) -

The + and F signs refer to the e* type of the lepton beam particle.

As can be seen from equations 2.7, 2.15 and 3.12, the effect of a contact interac-
tion on the neutral current cross section depends on the specific scenario. There are
two general terms contributing in addition to the Standard Model prediction. One
is proportional to 7> ~ 1/A* and enhances the cross section at very high Q?. The
other one is proportional to  ~ 1/A? and originates from the interference with the
Standard Model amplitude, which can have either signs to enhance or suppress the
cross section at intermediate @Q? values. Although the additional contact interaction
terms in equation 3.12 are independent of the lepton beam particle, the interference
contributions are different for etp and e~ p scattering. It is important to note that
contact interactions modify the Standard Model cross section at all x and Q?. The
effects depend mainly on Q2 but also on z at fixed Q? due to the different particle
density contributions in the structure functions F» and xF3 (cf. equation 2.15) and due
to the different y dependences of the coefficient functions Y, multiplying the structure
functions in equation 2.7.

3.2.3 Substructure of Leptons and Quarks — Compositeness

Originally, contact interactions have been equated with the association of substruc-
tures of electrons and quarks. Starting from the electron and from the up and down
quarks, the subsequent discoveries of the remaining fermions initiated the speculation
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that leptons and quarks were composite objects, composed of more fundamental par-
ticles called preons [39]. In these models, the scale A characterises the strength of the
interaction which binds the preons within the fermions.

In general, contact interactions comprise only one scale A for all couplings and don’t
distinguish between up and down type quarks, further reducing the variety of coupling

combinations to
2

u o opd = —e. 9
Mab = Tab = Tlab = €abp5 (3.13)
with €4 = €l = €4 -

Equation 3.13 assures SU(2) invariance which requires n%; = n%; [37]. Finally, four
coupling terms 7, or rather €, € [0, £1] remain in addition to the overall scale A to
define the various contact interaction scenarios. The overall coupling constant is by
convention set to ¢? = 4.

The 26 chiral structures of compositeness models investigated in this analysis are
defined in table 3.1. Each row provides a relative coupling combination between the €,

| coupling | e €r  €rL €rr |
LL 1 0 0 0
LR 0 1 0 0
RL 0 0 1 0
RR 0 0 0 1
VvV 1 1 1 1
AA 1 -1 -1 1
VA 1 —1 1 —1
LL - LR 1 -1 0 0
LL+ RL 1 0 1 0
LL+ RR 1 0 0 1
LR+ RL 0 1 1 0
LR+ RR 0 1 0 1
RL — RR 0 0 1 -1

Table 3.1: Chiral structures of compositeness models for contact interaction
couplings. Each row corresponds to two different contact interaction scenarios
of opposite interference sign w.r.t. the Standard Model amplitudes. The table
gives the coupling combinations for models denoted by the '+’ superscript,
e.g. LL". The models of opposite overall interference behaviour, e.g. LL™, are
defined by reversed signs.

which serves for two different models of opposite overall interference behaviour w.r.t.
the Standard Model amplitudes.

Low energy experiments which measured parity violating transition amplitudes in
caesium atoms [37, 40, 41] have put very restrictive constraints on parity violating
contact interactions, e.g. on scenarios of pure chiral couplings (LL, LR, RL, RR). Nev-
ertheless, these contact interaction types will be considered in this analysis, since they
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are of simplest, elementary form and since at HERA, they are investigated at much
higher energy scales. The strong limits from the low energy experiments don’t affect
parity conserving contact interaction scenarios, i.e. which comply with

77%L + 77%}1 - 77;1%L - 7731?,1{ =0. (3-14)

Besides the types of pure chiral coupling, all other contact interaction scenarios defined
in table 3.1 obey equation 3.14 and therefore preserve parity. Note that each line in
this table represents two scenarios, one for € = 4+1 and one for ¢ = —1, denoted as e.g.
LL* and LL™, respectively.

The modifications of the Standard Model double differential cross sections due
to contact interactions are displayed in appendix B for the scenarios defined above.
Compositeness scales mainly affect the ? dependence of the cross section. In general,
a steep rise with )? is found for positive interference signs, while negative interference
leads to a typical interference pattern. Moreover, the effects of contact interactions
increase towards large x.

Some contact interaction scenarios lead to ambiguities in the resulting cross sections:
For models which have negative interference with the Standard Model amplitudes, at
a certain, finite scale A the cross section observable may be indistinguishable from the
Standard Model prediction. Here, the destructive SM xCI interference term cancels
approximately the pure CIxXCI term, e.g. for the AA model with A= =~ 4 GeV. In
addition, some models yield comparable effects on the cross section for both interference
signs of the same coupling combination, e.g. the V' A coupling combination.






Chapter 4

The H1 Experiment at HERA

The analysis of this thesis is based on data which were taken with the H1 experiment
at the HERA ep collider. This chapter introduces the HERA collider and the detector
components of the H1 experiment which are relevant for the investigation of neutral
current events at large momentum transfers.

4.1 The HERA Collider

The HERA! ep collider is located at the DESY? laboratory in Hamburg, Germany.
It consists of two storage rings, one for electrons (or positrons) and one for protons,
which have a circumference of 6.4 km and are situated in a tunnel about 10-15 m below
the surface. The HERA facility with the main accelerator ring and the pre-accelerator
system is shown in figure 4.1. The beams are accumulated and pre-accelerated in

Figure 4.1: The HERA collider
facility and its pre-accelerator
system.
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several steps before the electrons and the protons are injected in opposite directions
into the HERA machine. Bending magnets in the curved sections keep the beams on a
circular orbit, while the straight sections are equipped with acceleration stations and
focussing magnets. The beams are collided head-on in two interaction regions occupied
by the experiments H1 and ZEUS. There are two additional fixed target experiments,
HERA-B and HERMES, which use only one of the beams. Due to the RF voltage
used for the acceleration electrons and protons appear in up to 220 bunches of 10'° to
10! particles each. The time between two bunch crossings is 96 ns. The longitudinal
bunch length is about 60 cm, leading to an approximately Gaussian distribution of
interaction points along the beam line with a width of about 10 cm.

During the data taking period 1999-2000, HERA was operated with E, = 27.5 GeV
positrons and E, = 920 GeV protons, providing a centre-of-mass energy of /s ~ 319
GeV. Typical electron currents of 40 mA and proton currents of 90 mA yielded a peak
luminosity of about 1.5 x 103' cm~2s~!, which corresponds to the design value. The
annual integrated luminosity provided by HERA since 1992 and the one accumulated
by H1 are displayed in figure 4.2. From 1992 to 2000, the H1 experiment has recorded

S wm]
L ,/ ,

60

— 904 /
- 1995

1996
1997 g
""""""" 1998
1999
40 —_— 2000

Produced by HERA [pb']
Accumulated by H1 [pb]

oL \ e i L
100 200 300 100

day

Figure 4.2: Annual integrated luminosity as function of time. The left figure
shows the integrated luminosity provided by HERA, the luminosity accumu-
lated by the H1 experiment is shown on the right.

data corresponding to an integrated luminosity of about 120 pb~!. The present analysis
is based on data from the second half of 1999 and the year 2000.

In September 2000, HERA operation was shut down to allow for a major luminosity
upgrade of the HERA machine and the colliding beam experiments. Currently, the
start-up of the HERA-II run proceeds promising an increase of luminosity by a factor
of five.
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4.2 The H1 Detector

The H1 detector was designed on the basis of the HERA physics program, which
includes the precise measurement of the proton structure, tests of the Standard Model
and searches for new physics. The multi-purpose detector serves to measure the energy
and direction of particles emerging from ep interactions. Emphasis is placed on accurate
lepton and in particular electron identification and calorimetric measurement as well
as on high granularity and resolution for hadronic jet measurements. To allow for the
recognition of missing transverse energy, the detector provides hermetic coverage of
almost the complete solid angle of 47 with some unavoidable losses due to the feed
through of the beam pipe.

A right-handed Cartesian coordinate system is used to describe points within the
H1 detector. The origin is placed at the geometrical centre of the central tracking
chambers which defines the nominal interaction point. The z-axis points in the proton
beam direction, the y-axis points vertically upwards. The z-y plane is referred to as
the transverse plane. The forward and backward directions denote the regions of z > 0
and z < 0, respectively. The polar angle # is measured w.r.t. the proton beam direction
and the azimuthal angle ¢ is defined w.r.t. the positive z-axis. The pseudorapidity 7
is sometimes used instead of the polar angle which are related by n = —In(tan 6/2).

A schematic view of the H1 detector is shown in figure 4.3. The individual detector
components are mounted concentrically around the beam line. Due to the different
beam momenta and the corresponding strong boost of the ep centre-of-mass system in
the proton direction, the detector design is asymmetric with respect to the interaction
point, with enhanced instrumentation in the forward direction.

The interaction region is covered by silicon detectors in the central and backward
directions to assist the measurement of particle tracks and detect secondary vertices.
They are followed by the central and forward tracking detectors to measure the tra-
jectories and momenta of charged particles. The tracking system is enclosed in a
large calorimeter system which consists of the Liquid Argon calorimeter in the central
and forward directions and is supplemented in the backward region by the Spaghetti
calorimeter. Both of them are divided into an electromagnetic and hadronic section
and measure the positions and energies of neutral and charged particles. They also
allow for the separation of electromagnetically interacting particles and hadrons and
thus for the identification of electrons. An additional plug calorimeter is installed in
the forward direction close to the beam pipe. The Liquid Argon calorimeter is sur-
rounded by a superconducting coil which provides a homogeneous magnetic field of 1.15
T parallel to the beam axis. The field lines are closed by the iron return yoke which is
instrumented with streamer tubes to detect muons and to measure energy leakage from
hadrons not fully contained in the calorimeters. The forward muon detector consists
of drift chambers and a toroidal magnet to identify and measure the momentum of
penetrating muons in the forward direction. The luminosity system is placed in the
negative z-direction close to the beam pipe.

A detailed description of the H1 detector can be found in [42, 43]. In the following
only the components important for the present analysis are described.
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4.2.1 Liquid Argon Calorimeter

The Liquid Argon (LAr) calorimeter is the most important detector component for
the present analysis. It provides the identification and measurement of the scattered
electron and the main part of the measurement of the hadronic final state of neutral
current high Q? events. The LAr calorimeter covers the polar angle range of 4° <
6 < 154° and is housed in a single cryostat. The superconducting solenoid is located
outside of the cryostat to minimise the amount of inactive material in front of the
calorimeter.

The LAr technique offers the advantages of good stability, ease of electronic cali-
bration, good homogeneity of the response and fine granularity. These properties allow
for the identification of electrons and the precise measurement of their energies and
positions as well as the accurate measurement of the hadronic energy flow. The struc-
ture of the LAr calorimeter and its energy measurement are described below. Detailed
information can be found in [44].

The plug calorimeter, which covers the very forward region between the LAr calo-
rimeter and the beam pipe, is not used in this analysis.

Structure of the LAr calorimeter

The LAr calorimeter is a sampling calorimeter which consists of an inner, fine grained
electromagnetic section followed by a coarser hadronic part. Figure 4.4 shows a vertical
cut along the beam axis of the LAr calorimeter. It is divided along the z-direction into
eight self-supporting wheels, named according to their position w.r.t. the proton beam:
Backward Barrel (BBE), Central Barrel (CB1, CB2, CB3), Forward Barrel (FB1, FB2),
Outer Forward (OF) and Inner Forward (IF). The BBE consists of an electromagnetic
section only, the OF only of two hadronic sections. In ¢-direction, each wheel is further
segmented into eight identical units, the so-called octants. Figure 4.5 shows a transverse
cross section of a central barrel wheel with the typical octagon structure. In the BBE
the structure of the octants is bent at the edges leading to a 16-fold polygonal surface
of the calorimeter front. The insensitive areas at the connection points of the modules
are called “z-cracks” between the wheels and “¢-cracks” between the octants.

The LAr calorimeter is built up of absorber plates supplemented by high voltage and
read-out electrodes. The interspaces between the plates are filled with liquid Argon as
active medium. To obtain a uniform energy resolution, the orientation of the plates is
arranged such that the angle of incidence of particles originating from the ep interaction
point is always larger than 45°. The electromagnetic section consists of 2.4 mm lead
absorber plates. The LAr gap thickness is 2.35 mm on average. The absorption length
of the electromagnetic part varies between 20 and 30 radiation lengths (Xj) in the
central and forward directions, respectively. The absorber material in the hadronic
section consists of 19 mm thick stainless steel plates with a double gap of 2.4 mm
filled with liquid Argon. The total amount of absorbing material of the calorimeter
corresponds to about 5 to 8 hadronic interaction lengths ().

The LAr calorimeter is segmented into about 44000 read-out cells to enable a good
spatial resolution of deposited energies. The segmentation is coarse in the backward
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Figure 4.4: Longitudinal cross section of the LAr calorimeter. The upper half
shows the sampling structure with the orientation of absorber plates. The
read-out cell structure is indicated in the lower part. “WWP” denotes the
nominal interaction point.

Figure 4.5: Transverse cross sec-
tion of a central barrel (CB2)
wheel of the LAr calorimeter
viewed along the proton beam di-
rection.
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part and becomes finer towards the forward direction (cf. lower part of figure 4.4).
As seen from the ep interaction point, the number of layers increases from three to
six in the electromagnetic section and from four to six in the hadronic section. In
terms of the Molieére radius®, Rj;, which is a measure of the transverse extension of
electromagnetic showers, the typical transverse size of the cells varies between 2.5R,,
in the backward region and 1.0R;; in the forward part. The fine granularity allows for
both a precise position measurement of electromagnetically interacting particles and
a clean separation of electromagnetic and hadronic showers. The latter provides the
basis for an efficient electron identification.

Energy measurement with the LAr calorimeter

Using a LAr calorimeter technique the energy measurement relies on the absorption of
the total energy of the primary particle by a cascade of secondary particles [45]. Part of
the energy — about 10% for electromagnetic showers — is deposited in the LAr gaps by
ionisation. The charge is collected with charge sensitive amplifiers from the read-out
pads. In test beam measurements [46, 47] calibration constants were determined for
each cell geometry to convert the measured charge into energy units. The electronic
noise contribution depends linearly on the capacitance of the complete read-out chain
which is mainly given by the cell size. For a single cell the noise amounts to an
equivalent energy of about 10 to 30 MeV. The accumulation of all cells would thus yield
a substantial contribution to the energy measurement of the LAr calorimeter. However,
noise suppression algorithms are applied and reduce the noise contribution to a large
extent without significant effects on the real energy measurements. Further correction
factors entering the charge to energy conversion are: the charge collection efficiency
at nominal high voltage operation, which is measured from high voltage curves using
cosmic or halo muons; corrections for local variations of the size of cracks or absorbers,
which are obtained from Monte Carlo simulations. Finally, the energy reconstruction
combines groups of cells to so-called clusters which approximately correspond to the
energy depositions of single particles.

The LAr calorimeter is non-compensating, i.e. the deposited charge is smaller for
hadrons than for electrons of the same energy. The signal ratio of electrons to pions,
the so-called e/ ratio, is about 1.35 for 10 GeV particles and decreases logarithmically
with energy. Large 7 fluctuations in hadronic showers thus yield a non-linear energy
response and significant non-Gaussian contributions to the energy measurement. This
deficit is compensated using a software energy weighting technique. The method relies
on the fine segmentation of the LAr calorimeter which allows to identify the electro-
magnetic components within hadronic showers. Details on the energy weighting are
discussed in section 5.8, which presents an improved algorithm developed in parallel to
this thesis.

CERN test beam measurements [46, 47| for the LAr calorimeter modules revealed

3The Moliere radius, Ry, is a characteristic constant of a material describing its electromagnetic
interaction properties, and is related to the radiation length by Ry = X - Eg/ E., with the radiation
length Xy, a scale energy Es ~ 21 MeV, and the critical energy E. [92]. Ry is a good scaling variable
in describing the transverse dimension of electromagnetic showers.
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an energy resolution of

Oem(E)/E = 12%//E[GeV] & 1% (4.1)

for electrons and photons and

0had(E)/E = 50%/+/E[GeV] @ 2% (4.2)

for charged hadrons. The in situ calibration of the electromagnetic and hadronic energy
scale is performed with real ep data in the present analysis (cf. sections 5.7 and 5.8).

4.2.2 Spaghetti Calorimeter

The Spaghetti calorimeter (Spacal) [48] supplements the calorimetric measurement in
the backward direction covering the polar angle range of 153° < 6 < 177.5°. In the
present analysis it is used to complete the measurement of the hadronic final state in
the backward region.

The Spacal was designed to provide an accurate measurement of the scattered
electron of low Q? neutral current DIS events (1 < Q? <150 GeV?). Tt is a sampling
calorimeter made of lead as absorber material and scintillating fibres as active compo-
nent. Incident particles develop into a shower in the lead and accompanying charged
particles cause scintillation of the fibres. The light is collected and read out by photo-
multiplier tubes.

The Spacal consists of an electromagnetic and a hadronic section made of 0.5
mm and 1.0 mm diameter scintillating plastic fibres with a lead-to-fibre volume ra-
tio of 2.3:1 and 3.4:1, respectively. The electromagnetic section contains 1192 cells
of transverse size of 40.5 x 40.5 mm? providing a spatial resolution of a few mm
for electrons. The active material corresponds to 28 radiation lengths. The elec-
tromagnetic energy resolution was obtained in test beam measurements [49] to be
Oem(E)/E =~ T%//E[GeV] ® 1%. The absolute energy scale is known to a precision
of 1.0%.

The hadronic section consists of 136 cells with size 119 x 119 mm?. In total, the
Spacal is two interaction lengths deep.

The Spacal provides coarse hadronic energy measurement and precise time infor-
mation which is used on the first trigger level to suppress background events.

4.2.3 Tail Catcher Calorimeter

The iron yoke of the main solenoid surrounds all major detector components of the H1
experiment. It serves as hadronic tail catcher, measuring hadronic energy leaking out
of the LAr and Spacal calorimeters, and for the measurement of penetrating muons.
The iron system consists of ten iron layers, each 7.5 cm thick, which are instru-
mented with a total of 16 layers of limited streamer tubes. Five layers are equipped
with strip electrodes running perpendicular to the wires. The digital information of
the wires and strips allow for the reconstruction of tracks in the iron, which are used
for the identification of muons. The spatial resolution of these tracks is of the order of
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5-15 mm. The detector is subdivided into the forward endcap, the barrel and the back-
ward endcap, which cover different polar angle regions and have different orientations
of the wires and strips.

In order to measure hadronic energy leaking out of the main calorimeters, eleven
layers of the instrumented iron are equipped with read-out electrodes (pads), which
have a typical size of 40 x 50 cm in the barrel part and 28 x 28 cm in the endcaps.
The signals of the consecutive five inner and six outer pads are added and thus provide
two-fold energy sampling in depth. The energy measurement is based on the analog
read-out of the pad signals. Details on the calibration, long-term stability and energy
scale are discussed in [50]. The main energy contributions of the tail-catcher to the
total calorimetric energy measurement comes from the directions close to the beams and
from the transition region between LAr and Spacal calorimeter. The energy resolution

was obtained in test beam measurements [51] to be o(E)/E ~ 100%/+/E[GeV].

4.2.4 Inner Tracking System

The inner tracking system is designed to measure the momenta and angles of charged
particles and to provide fast trigger signals. The trajectories of particles are deter-
mined by combining the signals of different sub-detectors. The momenta are obtained
from the curvature of the tracks within the magnetic field provided by the supercon-
ducting solenoid magnet. In the present analysis the tracking system serves for the
reconstruction of the ep interaction vertex.

The components of the inner tracking system are shown in figure 4.6. Due to the
high track multiplicity in the forward direction, which is a result of the different beam
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Figure 4.6: Longitudinal cross section of the inner tracking system.
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energies, the tracking system is divided into central and forward tracking devices. The
backward drift chamber (BDC), which completes the coverage in the backward region,
is not used in the present analysis.

Central tracking chambers

The central tracking detector covers the angular range 15° < 6 < 165° with full azi-
muthal acceptance. Figure 4.7 shows a transverse cross section of the central tracking
chambers, which are mounted concentrically around the beam pipe. The following
chambers are installed:

e Central silicon tracker (CST) consisting of two detector layers (not shown).

e Central inner and outer multi-wire proportional chambers (CIP and COP), each
consisting of two detector layers.

e Inner and outer central jet chambers (CJC1 and CJC2). The CJC1 (CJC2)
consists of 30 (60) cells with 24 (32) sense wires parallel to the z axis.

e Central inner and outer z-drift chambers (CIZ and COZ) equipped with wires
perpendicular to the beam axis. The CIZ (COZ) consists of 15 (24) so-called
“rings” of drift cells along z with four signal wire layers per cell.

(cm]

Al tank

: Central jet chamber 2 (CIC 2)
! (60 cells, 32 sense wires each)

t
i
E/ Carbon fibre cylinder

]
i Outer MWPC (COP)
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Figure 4.7: Transverse cross section of the central tracking chambers.
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The primary components of the tracking system are the two jet-type drift chambers
CJC1 and CJC2, denoted as CJC. They measure the r-¢-coordinate of the particle
tracks with a precision of 0,4 ~ 170 um. The z-coordinate is measured by comparing
the collected charge on the two ends of the wire, resulting in a rather coarse resolution
of o, & 2.5 cm. A much better precision of o, ~ 400 um is achieved with the assistance
of the z-chambers CIZ and COZ.

The tracking system achieves a momentum resolution in the coordinate transverse
to the magnetic field of o(pr)/pr ~ 0.008 - pr[GeV].

Forward tracking chambers

The forward tracking system extends the polar angle coverage of the central tracking
system down to 6 = 7°. It consists of three identical super-modules, each containing
three planes of planar drift chambers (rotated by 60° against each other), a multi-wire
proportional chamber, a transition radiation detector and a radial drift chamber. The
forward tracking system allows for the reconstruction of the ep interaction vertex for
events where no tracks are found within the acceptance of the central tracking system.

Proportional chambers

Integrated into the tracking system are layers of multi-wire proportional chambers,
which cover the polar angle range between 5° and 175° with full azimuthal acceptance.
They provide a fast timing signal with time resolution below the time difference between
HERA bunch crossings, fast track information to be used on the first trigger level, and
supplementary track elements for the track reconstruction.

4.2.5 Time-of-Flight Detectors

The Time-of-Flight (ToF) system [52] is used to reject proton beam induced back-
ground. So-called beam-gas and beam-wall events, where protons interact with the
residual gas inside the beam pipe or with the beam pipe wall, yield a large contribu-
tion to the non-ep background.

The ToF systems consists of several scintillator arrays located in the backward
region of the H1 detector. They are mounted perpendicular to the beam pipe and
provide precise time information of traversing particles. At the position of the ToF-
walls, the signal of proton induced background events is separated in time from real ep
collisions by the time-of-flight of beam protons from the ToF plane to the ep interaction
region and the emerging final state particles back from the interaction point to the ToF-
wall. Based on the precisely known time structure of ep collisions, time windows are
set to reject non-ep background.

The precise time resolution of the Spacal calorimeter provides additional time in-
formation which is used in an analogous way as for the ToF system.
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4.2.6 Luminosity Measurement

The measurement of the luminosity yields an important ingredient to a cross section
determination. The instantaneous luminosity £ connects the interaction rate dN/dt
with the cross section ¢ of a given process:

dN

The total number of events is related to the integrated luminosity L = f L dt, which
is given in units of inverse picobarn, pb~!. Thus the measurements of integrated
luminosity and number of events allows for the determination of a cross section.

At H1 the luminosity is measured with the Bethe-Heitler process of small-angle
bremsstrahlung [53], ep — €’yp. The cross section of this reaction is calculable to high
precision and diverges for photons radiated collinear to the electron. The large cross
section enables a precise measurement of the event rate and thus of the luminosity
using equation 4.3.

Figure 4.8 shows the luminosity system [54] of the H1 experiment. It consists of
the electron tagger (ET) located at zpy = —33.4 m and the photon detector (PD) at
zpp = —102.9 m. Both detectors are segmented crystal Cerenkov counters with high
radiation resistance and good energy, coordinate and time resolution.

The scattered electron from the Bethe-Heitler process, which has a reduced momen-
tum compared to the beam electrons, is deflected by a magnet system and measured
in the electron tagger. The photon is predominantly scattered under small angles and

Electron Tagger (ET) Photon Detector (PD)
Epr = 11.8 GeV P Epp = 14.5 GeV

H1 Luminosity System

e e o e B
i — I ] p

e PD

Figure 4.8: The luminosity system of the H1 experiment. In the upper part,
the electron tagger (left) and the photon detector (right) are shown with a typ-
ical bremsstrahlung event. The lower part shows both detectors with respect
to the ep beam lines and the interaction point (IP).
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leaves the upwards bent proton beam pipe before hitting the photon detector. The
photon detector is shielded from synchrotron radiation by a lead filter (F). A water
Cerenkov veto counter (VC) recognises events with photons interacting in the lead ab-
sorber, which are rejected for precise energy measurements. The electron and photon
detectors are permanently calibrated during data taking constraining the energy sum
Egr + Epp to the electron beam energy FE..

For the online measurement of the luminosity the ’'coincidence’ method is used,
which requires the simultaneous detection of Bethe-Heitler electrons and photons. How-
ever, due to smaller systematic uncertainties, the ’single photon’ method is applied for
the offline determination of the final value of the integrated luminosity. In this case,
the luminosity is measured solely from the rate of detected photons,

NEPH(E’Y > Emin)
OBH (E'y > Emm)

where N (E, > E,,) and opg(E, > E.;,) denote the number of selected Bethe-
Heitler events with an photon energy E, larger than a minimum energy E,,;, and the
corresponding cross section, respectively. Important corrections to the event number
are trigger efficiencies, the acceptance of the photon detector and pile-up effects. The
final systematic uncertainty of the luminosity measurement is typically of the order of
1%.

In addition to the luminosity measurement the luminosity system also serves for
the identification of photoproduction events (Q? < 0.01 GeV?) and DIS events with an
additional photon from initial state QED radiation.

L=

: (4.4)

4.3 Trigger System and Data Acquisition

The trigger system of the H1 experiment consists of a series of fast filters designed to
accept only desired events during data acquisition. Events with significant detector
signals occur at a rate of about 100 kHz. However, they predominantly arise from
non-ep background processes such as cosmic muons or beam-wall interactions as well
as from the uninteresting part of ep interactions typically of very large cross sections.
While rejecting these events, the trigger has to efficiently recognise potential interesting
interactions to allow for the investigations of rare, low cross section processes, for
instance of high ? interactions. In addition, the trigger controls the dead time of
the detector, since the complete read-out of the detector takes some time in which no
further events can be observed.

The trigger system is divided into four levels (L1 to L4). The first level trigger
(L1) provides a decision in about 2 us on whether an event should be kept or not.
The basis are coarse detector information of fast availability, e.g. timing, energy sums,
vertexing and event topology, which define trigger elements of individual subdetector
components. These trigger elements are logically combined into 128 subtriggers. In
the meantime, the total detector information is stored continously in a pipeline buffer.
If any of the subtrigger conditions is fulfilled, the pipeline is stopped, and the event
is passed to the second level trigger (L2). Here, the signals of different detector com-
ponents can be connected to provide topological information about the event. The
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full detector information is available on the next trigger level (L4), which performs a
partial reconstruction of the whole event to verify the decision of the previous levels.
The events accepted by L4 are written to tape with a typical rate of 10-20 Hz.

Finally, the accepted raw data are subject to the full event reconstruction. The
events are classified according to different physics categories, what is also known as L)
classification.

The data are taken in so-called runs, which are time intervals of almost constant
experimental conditions. A luminosity fill denotes the period between two HERA
fillings of electrons or protons.

Triggering neutral current high Q? events

The triggering of neutral current high Q? events is mainly based on the prominent,
localised energy deposition of the scattered electron in the LAr calorimeter.

The LAr calorimeter provides input to the central trigger by so-called big tower
(BT) sums. The signals of the 44000 calorimeter read-out channels (pads) are merged
into electromagnetic and hadronic trigger cells (TC) which consist of 16 and 4 pads,
respectively. The signals of the trigger cells are combined into projective trigger towers
(TT) and further into 256 big towers, which point to the interaction vertex [44, 55].

Important for the triggering of neutral current events are the LAr trigger elements
LAr_electron_1 and LAr_electron_2 which are activated by an energy deposition above
threshold in the electromagnetic section of a big tower. In the LAr barrel region,
they have different thresholds of about 5 GeV for LAr_electron_1 and 3.5 GeV for
LAr_electron 2. The thresholds are increased to about 30 GeV in the IF region to
account for beam induced background.

The related subtriggers relevant for the present analysis are the following:

s67 is based the LAr_electron_1 trigger element and is the main and most efficient
subtrigger for neutral current high Q% events. The high threshold of about
5 GeV in the LAr barrel allows relatively loose additional timing and veto
requirements to activate this subtrigger. The timing condition can be supplied
by the LAr calorimeter or by the central or forward tracking system.

s75 combines the LAr_electron 2 trigger element with the requirement of at least
one high pr track measured in the central tracking chambers.

s71 is mainly based on track information. The only LAr requirement is a deposit
of at least 1 GeV (LAr barrel) in the direction of a prominent track found
by the proportional chambers. Since the LAr condition is rather weak, this
subtrigger can be considered as independent of the LAr trigger elements.

All these subtriggers require in addition timing information to determine the bunch
crossing time and some veto conditions which are mainly based on timing information,
e.g. by the veto walls or the time of flight system. A more detailed description of trigger
elements and neutral current subtriggers is provided in [56].

The subtriggers s67 and s75 are used to trigger NC events while s71 serves as
monitor trigger to determine the trigger efficiency (cf. section 6.3). These subtriggers
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are not affected by prescale factors, which are introduced to reduce the high rates of
some subtriggers in order to limit the dead time of the detector.

4.4 Monte Carlo Simulation

In order to measure a cross section of a given process, it is of absolute importance
to understand the detector response in all aspects related to the measurement of this
process. This is a non-trivial task for an apparatus as complex as the H1 detector.
There are correlations between several detector effects and also physics influences,
the detector acceptance depends on radiation effects, for instance. In addition, the
detector contains by construction locally different amounts of dead material. Therefore,
Monte Carlo simulations have been proven useful, which include the structure and
functionality of the detector.

Event generation

The generation of DIS ep events is based on the prediction of the corresponding dif-
ferential cross sections. High Q2 neutral current DIS events are generated using the
DJANGO program package [57] which is an interface of the programs HERACLES
[15] and LEPTO [58]. The HERACLES program generates ep — ¢'X () events in-
cluding the Born process and the O(a) QED radiative corrections (cf. section 2.3).
The LEPTO program includes higher order QCD effects using the colour dipole model
[59] as implemented in the ARTADNE program [60] for the description of parton show-
ers. The Lund string fragmentation [61] as implemented in the JETSET program [62]
is used to obtain the complete hadronic final state. Detailed investigations of these
generators concerning HERA ep interactions can be found in [63, 64].

The events are generated using the out-dated MRSH proton parton density func-
tions [65] and thus reweighted to the cross section prediction according to the parton
densities of the H1 1997 PDF Fit [27] (cf. section 2.5). Each event is scaled by the
ratio of the full NLO cross section calculated with the new parton density parameter-
isation to the cross section which has been used by the generator. It is worthwhile
to note that both cross sections have to be evaluated according to the kinematics of
the hard interaction at the hadron vertex where the parton densities actually enter the
calculation.

The generated neutral current DIS high Q? events correspond to an integrated
luminosity of L = 165 pb~!. For Q% > 500 GeV? additional data set were generated,
accounting to at least ten times the data luminosity.

The following processes were generated in order to predict the background con-
tributions to the neutral current DIS events (cf. section 6.5): Photoproduction (yp)
events are generated by the PYTHIA program [62] using the GRV LO parton densities
[66] for the proton and the photon. The generation of elastic QED-Compton events
is based on the COMPTON program [67]. Lepton-pair events are generated using the
LPAIR generator [68, 69).



48 4 THE H1 EXPERIMENT AT HERA

Simulation of the H1 detector

A detailed simulation of the H1 detector, HISIM [70], has been implemented using
the GEANT program package [71]. It contains the geometry and the material prop-
erties of the entire detector system. The parameters were determined in test beam
measurements and optimised using real ep data.

The detector response is simulated for the generated events by tracking the gener-
ated particles through the detector. This step includes e.g. the generation of secondary
particles and the shower development in the calorimeter material. In the standard sim-
ulation, called HIFAST [72], electromagnetic and hadronic showers are simulated using
parameterisations of the shower shape which depend on averaged geometry and ma-
terial information. For energy calibration and systematic studies Monte Carlo events
were also simulated with the so-called detailed simulation, which accurately traces each
particle track down to a minimal cut-off energy. In a second step, the response of the
active detector components, e.g. sense wires and calorimeter cells, is simulated.

Finally, real data noise patterns of the LAr calorimeter and other detector compo-
nents, which were recorded using a random trigger, are superimposed to the genuine
physics signals. In addition, the trigger response is simulated to some extent.

The simulation is completed by subjecting the events to the same reconstruction
program as the data.



Chapter 5

Event Identification and
Reconstruction

In this chapter the event identification and reconstruction is described which provides
the basis for an accurate cross section measurement.

Neutral current DIS events of large four momentum transfer Q2 have the very clean
signature of a prominent electromagnetic cluster in the LAr calorimeter caused by
the scattered electron and a hadronic final state which compensates the transverse
momentum of the electron. Since the kinematic quantities of the ep interaction are
reconstructed solely from the scattered electron (cf. section 2.4), the electron identifi-
cation as well as the precise measurements of the electron energy and scattering angle
are essential for this analysis and will be explained in detail. The following items are
discussed in this chapter:

e Determination of the interaction vertex.

Electron identification.

Reconstruction of the electron centre of gravity.

Alignment of the LAr calorimeter.

Electron angle measurement.

Electron energy calibration.

e Measurement of the hadronic final state.

This chapter also deals with systematic uncertainties which are separated into a
correlated and an uncorrelated part w.r.t. the cross section measurement. In addition
to a good description of the data by simulation, this analysis focusses on the absolute
precision of the measurements.

5.1 Introductory Remarks

Important properties of the detector performance and of the simulation relevant for
this analysis are discussed.

49
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5.1.1 Electromagnetic Shower Shapes

The Monte Carlo programs simulate the detector response of electromagnetic showers
and consequently of electron cluster candidates in the LAr calorimeter with the so-
called HIFAST option, using a parameterisation of the shower shape variables (cf.
section 4.4).

Significant deficits between data and simulation have been observed in the descrip-
tion of transverse and longitudinal shower extensions and consequently of the energy
density and the number of cells of electromagnetic clusters. The transverse and longi-
tudinal dispersions of the electron cluster, oz and o, are defined by

orR=V<r2>—<r>2, og,=V<P>—-<1>2, (5.1)
where
1 i E;
w; T w; = —
Ziwi i (2 7

7 ) ‘/;
is the n*® moment of the distance z between the shower centre of gravity and the cell ¢
weighted by the cell energy density F;/V;. r and [ represent the respective projections
of = transverse and parallel to the shower axis. o and oy are shown in figure 5.1
for the CB2 wheel. Since the shower size grows with increasing energy and since the
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Figure 5.1: Comparison between data and simulation of transverse (a) and
longitudinal (b) shower extensions of the electron cluster in the CB2 wheel.

wheels differ in geometry and slightly in material constants, table 5.1 quantifies the
peak values and the widths of the transverse and longitudinal dispersions separately
for each wheel of the barrel part of the LAr calorimeter. The disagreement between
data and simulation in mean value and width of the transverse dispersion is at the
10% level. In the CB2 wheel it even reaches 20% for the mean and 30% for the
width. Considerable deviations are also observed for the width of the distribution of
the longitudinal dispersion. Compared to the real data, the simulated showers are
significantly more compact, especially in the transverse direction.

The parameters which define the electromagnetic shower shapes in the simulation
were tuned with test beam data and checked with real data just after the HERA start
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Wheel transverse dispersion longitudinal dispersion
peak [cm] width [cm] peak [cm] width [cm)]

Data MC A[%] |[Data MC A[%] || Data MC A[%]|Data MC A[%]
BBE 1.990 1.828 +8.9 [0.528 0.467 +13.1(/6.433 6.323 +1.7(0.711 0.666 +6.7
CB1 1.916 1.787 +7.2 10.482 0.434 +11.1{/6.179 6.097 +1.3]0.480 0.521 —8.0
CB2 1.794 1.503 +19.4]0.449 0.346 +30.0{/6.119 6.092 +0.40.445 0.485 —8.2
CB3 1.672 1.512 +10.6]0.359 0.317 +13.4{/6.113 6.091 +0.4|0.516 0.540 —4.5
FB1+2{1.950 1.772 +10.1]0.440 0.376 +17.2||6.316 6.220 +1.5|0.708 0.739 —4.2

Table 5.1: Wheel-wise mean and width of the peak fits to the transverse and
longitudinal dispersions for data and simulation (MC). For both dispersions,
the typical precision of the mean (width) of the fit is < 0.25% ( < 1%) in BBE-
CB2, <0.5% (=~ 2%) in CB3, and =~ 1.5% (=~ 8%) in FB1+2. A denotes the
relative difference between data and simulation.

up with low statistics. Recently, these parameters have been adjusted in a dedicated
analysis [73] using the precise data available in the meantime. Since this investigation
had not been completed during the data analysis period of this thesis, the old detector
simulation is used for the present cross section measurement.

The differences of the electromagnetic shower shapes in data and simulation are
identified and well understood. They mainly influence the electron cluster reconstruc-
tion and the energy calibration. However, both are performed individually for data and
simulation. The corresponding systematic errors are under control as will be presented
in the following sections.

5.1.2 Performance of the Tracking Chambers

The central drift chambers of the H1 detector measure the trajectories of charged
particles providing trigger information and allowing momentum measurement, particle
identification and the reconstruction of the primary vertex. Unfortunately, the CJC was
not 100% operational in all sectors throughout the data taking period. The performance
of the tracking system can be monitored with neutral current data events which are
selected by requiring a scattered electron which is clearly identified by its cluster shape
and event kinematics. Using the z and ¢ position of the electron cluster, the local
performance of the tracking system is quantified by the fraction of electron clusters
which have an associated track. Figure 5.2 shows the track link efficiencies separately
for CJC1 and CJC2 versus ¢ as function of time. The average track link efficiency is
about 95% for the combined central jet chambers, but there are data taking periods
where broken wires prevented operation of complete sectors of the jet chamber.

The Monte Carlo simulation is performed with perfect tracking conditions. Since
the defects of the tracking system are difficult to describe with the required accuracy,
the tracking system is used in this analysis exclusively to reconstruct the primary
interaction vertex.
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Figure 5.2: Electron track link efficiencies of the CJC1 (a) and CJC2 (b)
chambers as function of electron azimuth angle ¢, and days of data taking.
The 1999/2000 transition is marked by the dotted line.

5.2 Determination of the Interaction Vertex

The determination of the event interaction vertex is important for the precise recon-
struction of the event kinematics and for the suppression of non-ep-collision back-
ground. In fact, the reconstruction of the event vertex enables a more precise deter-
mination of the event kinematics compared to using the average run vertex. There are
also effects which depend indirectly on the z vertex position. For instance, the fiducial
volume! definition relies on the impact point of the electron trajectory on the surface
of the LAr calorimeter which is obtained by interpolation between the vertex and the
electron cluster position (cf. section 6.3).

The interaction vertex is reconstructed with tracks from charged particles in the
event which are measured with the tracking system of the H1 detector (cf. section
4.2.4). Figure 5.3 shows the z vertex resolution as obtained in simulation. The CJC

1 T T Figure 5.3: z vertex resolution of sim-
ulated events, obtained by comparing
reconstructed and simulated z vertex
positions. The sum of three Gaussian
distributions (g) is fitted to the distri-
bution, reflecting the dependence of the
z vertex resolution on the contribut-
ing tracking detectors (CJC,CIZ,COZ).
The corresponding widths are given
and have an accuracy of about 2%.

6000

Events / bin

4000

2000

z

z [mm]

vtx,rec ~ “vtx,sim

IThe fiducial volume defines the active volume of the LAr calorimeter and excludes inefficient LAr
calorimeter trigger regions.
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alone provides a single track z resolution of the order of 2.5 cm. For events with
multiple tracks, the z vertex resolution scales approximately with 1/1/Nypqcr. However,
the majority of events have at least some tracks which generate hits in the z chambers
(CIZ, COZ). Depending on whether only one or both z chambers contribute to the
track measurements, the z vertex resolution is improved up to about 0.5 mm.

Since the CIZ and COZ chamber efficiencies are not accurately modelled within
the simulation, differences in the z vertex resolution between data and simulation are
expected. However, as investigated in [74], z vertex resolution effects are only of minor
importance for the cross section result. In contrast, the description of the absolute z
vertex distribution of the data by simulation is essential to obtain an accurate, unbiased
cross section measurement. Furthermore, the simulation needs to reproduce the vertex
finding efficiency of the data.

Vertex finding efficiency

The vertex finding efficiency is determined using a clean neutral current event sample.
Apart from the primary vertex all neutral current selection cuts are applied (cf. chap-
ter 6). In the case where no primary vertex has been found, the event quantities are
calculated using the nominal vertex position at the origin of the H1 coordinates. In
addition, the events have to be well balanced in longitudinal and transverse momentum
to suppress non-ep-collision and photoproduction background. Events with two elec-
tron candidates are rejected to remove QED-Compton background. The vertex finding

N, =1
PT,calo < GeV
50 < E —p, < 60.5 GeV

Table 5.2: Additional selection requirements for the determination of the ver-
tex finding efficiency.

efficiency of data and simulation is shown in figure 5.4 as function of ys (cf. section
2.4). The lower the values of yx, the more forward concentrates the hadronic activity,
partly escaping the acceptance of the tracking system.

Py Figure 5.4: Vertex finding efficiency
3 E 7 as function of ys. The dotted line
-3% - 1 indicates the y = 0.05 lower limit of
v I | the cross section measurement.
2 0995 - =
o i e Data |
i o MC |
0.99 L | 1 |
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The primary interaction vertex is found reliably in the entire kinematic range of
the present cross section measurement. The inefficiency is certainly below 0.1% and
thus negligible.

Most of the events have a reconstructed track associated with the scattered electron
which solely could determine the primary vertex. However, since the primary vertex is
reconstructed from the tracks of all charged particles in the event, including those of
the hadronic final state, a very efficient reconstruction of the event vertex is achieved
even in the case where no electron track has been measured. The hadronic final state
is broadly distributed within a cone of typical radius of one in the pseudorapidity-
azimuth plane? which is in general larger than the local inefficiencies of the tracking
system. In addition, the y > 0.05 requirement keeps at least part of the activity of the
hadronic final state within the acceptance of the central tracking system. In fact, more
than 99.8% of the data events have a primary vertex reconstructed with at least one
track from the CJC. The remaining events rely on the vertex reconstruction using the
forward tracking system. In 0.7% of the data events, the primary vertex is determined
solely from the electron track.

The primary vertex efficiency is stable throughout the total running period and
independent of the position of the scattered electron. It has been verified, that the
vertex efficiency is not affected by the varying experimental conditions of the central
tracking system.

Shape of the z Vertex Distribution

The z vertex distribution is spread out around the nominal interaction point due to
extended bunches of the proton beam. The mean z vertex position changes in time and
in general with each machine fill depending on the beam settings of the accelerator.
For fixed beam conditions, the z vertex distribution is approximately Gaussian.

The Monte Carlo events are simulated with a Gaussian z vertex distribution of
fixed width centred at the nominal interaction point. The simulation is reweighted to
the z vertex distribution of the data, preserving the overall normalisation of the Monte
Carlo sample. To account for correlations with other time dependent detector effects,
the reweighting is performed separately for each of the five run ranges in which the
data are split (cf. section 6.2). Figure 5.5 shows the results for each period. Figure 5.6
displays the overall z vertex distribution of data and simulation after the adjustment.
Also shown is the corresponding ratio between data and simulation. Apart from an
overall shift in the normalisation, the simulation reproduces the z vertex distribution
of the data well.

In summary, the Monte Carlo simulation provides a good description of the recon-
struction of the primary interaction vertex.

2R= /AP T AP = 1
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Figure 5.5: Shape of the z vertex distributions for data and simulation after
the z vertex reweighting of the simulation. The distributions are shown for
each of the five run ranges of different experimental conditions (cf. table 6.2).
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Figure 5.6: a) The z vertex distribution for data (full points) and simulation
(histogram) after the z vertex reweighting. The simulation is normalised to
the luminosity of the data. The ratio data to simulation is shown in (b).

5.3 Electron Identification

In neutral current events with large momentum transfer @ > 150 GeV?, electrons are
scattered into the acceptance of the LAr calorimeter. The electron identification is
based solely on calorimeter information and benefits from the fine granularity of the LAr
calorimeter. Electron candidates are identified as isolated and compact electromagnetic
energy clusters of well defined shower shape. The electron finding algorithm QECFWD
[75] is used for this analysis and briefly described in the following.

An initial candidate is defined by a cone of 7.5° around any prominent energy
cluster. The cone starts one meter in front of the cluster on the line connecting the
interaction vertex with the centre of gravity of the cluster. The candidate consists of
all cells of the electromagnetic section and the first layer of the hadronic section within
this cone.

To allow a clean separation from hadronic activity, electron shower estimators are



56 5 EVENT IDENTIFICATION AND RECONSTRUCTION

‘ Estimator ‘ Description ‘ Requirement ‘
ETOT total energy > 8 GeV
NCEL number of cells >3

EAEM energy fraction in first 2 layers (3 in IF) | > 0.94 + 0.05 cos(26)
of the electromagnetic section

EAHN energy fraction of N most energetic cells, | > f(6y), cf. figure 5.7a
N=4(BBE-CB2),8(CB3-FB2),12(IF)

EATR transverse dispersion [cm)] < f'(6y), cf. figure 5.7b
EAIF energy fraction in isolation cone > 0.95

(R = 0.25) carried by electron candidate
EAHD hadronic energy in isolation cone < 300 MeV or EAIF > 0.98

Table 5.3: Electron identification requirements based on cluster estimators as
used by QECFWD. f and f' are functions shown in figure 5.7 and depend
on the cluster polar angle 6y calculated with the nominal interaction point
position.

introduced as described in table 5.3. The electron candidates are required to meet the
following conditions: There must be a prominent energy deposition in the calorimeter
(estimators ETOT, NCEL) to separate from random noise and low energetic hadrons.
As expected for electromagnetically interacting particles, the shower has to develop
early in the calorimeter and deposit most of its energy in the electromagnetic sec-
tion®> (EAEM). The cluster has to be compact both in the longitudinal and transverse
directions (EAHN, EATR). Finally, the electron candidate is tested for calorimetric
isolation w.r.t. energy depositions behind and around the electron candidate within a
cone of R = 0.25* (EAIF, EAHD). The isolation requirement suppresses the neutral
pion contribution in the hadronic final state.

The requirements on the shower shape of the electron candidate are detailed in
table 5.3. The cut functions f and f’ of EAHN and EATR are shown in figure 5.7.

Due to the improper simulation of the electromagnetic shower shape (cf. section
5.1.1), estimators which are sensitive to the shower extension have been carefully stud-
ied. Largest differences are observed in the transverse dispersion (estimator EATR),
which was already shown in figure 5.1 for the CB2 wheel. However, as can be seen
from the data distributions in figure 5.7b, the requirement imposed on the estimator
EATR provides some safety margin. The fraction of simulated neutral current events
affected by the cut is small and in general amounts to less than 0.5%. Small differences
between data and simulation in the distribution of the estimator EAHN can also be
attributed to the different shower shape descriptions.

In summary, the electron finding algorithm is optimised to provide an efficient
electron recognition. Background contributions passing the electron identification are

3In the electromagnetic section of the LAr calorimeter, the radiation length X, corresponds to
about 1.6 cm. The first two layers (three in IF) correspond to about 10-15 X depending on the polar
angle.

*The distance R = \/An? + A¢? is defined in the n-¢ plane with n = —In(tan £).
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Figure 5.7: Polar angle dependent cluster shape requirements of the electron
identification on the electron shower estimators EAHN (a) and EATR (b),
cf. table 5.3. 6, denotes the polar angle of the electron candidate w.r.t. the
nominal interaction point. Also shown are the entries of the data used for the
cross section measurement. Electron candidates with estimator values in the
hatched regions are rejected.

rejected by kinematical requirements. Therefore, the demands on single estimators are
relatively loose. High separation power is achieved by the sum of all estimators. Thus,
the electron identification remains rather independent of the detailed description of the
electron shower by simulation.

The systematic uncertainty due to the different description of the shower shapes is
included in the errors quoted for the overall efficiency. The systematic error is increased
for z > 0 cm, corresponding to #y < 90°, where the data distribution of the transverse
dispersion comes closer to the cut boundaries (cf. figure 5.7b).

All other electron shower estimators of the data are well described by the simulation.
As an example, figure 5.8 shows the energy fraction in the first layers of the calorimeter
and the electron cluster contribution to the total energy in an isolation cone around
the electron candidate.
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Figure 5.8: Examples of calorimeter cluster estimators used for the electron
identification. a) shows the electromagnetic energy fraction, b) the ratio of the
electron cluster energy to the total energy in an isolation cone with R = 0.25
around the electron.
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The electron identification provides a clean sample of events which have a compact
energy deposition in the LAr calorimeter which most likely originates from an electro-
magnetically interacting particle. In case of multiple electron candidates, the scattered
electron is taken to be the candidate with the highest transverse momentum.

For an accurate cross section determination, the simulation has to describe the
electron finding efficiency of the data.

Electron finding efficiency

The electron identification is based on cluster shape estimators to distinguish a pure
electromagnetic interacting particle from hadronic activity. To study the efficiency of
the electron finding algorithm, a track based electron finder is used which is independent
of any details in the cluster shape.

The cone jet algorithm PXCONE [76, 77] is applied with radius R = 0.5 and
minimum transverse energy Er = 5 GeV to identify all jet-like calorimeter clusters
in the event without any previous classification of electron candidates or the hadronic
final state. If at least two jets are found, the two jets of highest pr are investigated
for tracks of basic quality within an isolation box of Ap = 1 and A¢ = 90° in the
1-¢ plane around the respective jet. This box definition is motivated by the topology
of neutral current events, where in leading order «; the hadronic final state is located
opposite to the electron in the transverse plane. In addition, typical hadronic jets have
an extension of one in the 7 direction. A jet is classified as electron jet candidate if
there is exactly one track found in the isolation zone of this jet. The electron jet is
treated as a normal electron candidate and inherits all kinematic quantities from the
energy clusters of the jet.

Since cluster shape information cannot be used to suppress hadronic backgrounds,
relative stringent requirements are imposed to define a very clean data sample as mon-
itor. The selection is summarised in table 5.4. The kinematic range is restricted to

Eejet > 11 GeV
Yejet € [005, 09]
Djet,track =V AT]Z + AQSZ < 0.2

1 1
‘pT,ejet - PT,track,ejet | < 0'02
Ntrack,opposite ejet > 1
E—p, > 35 GeV
P calo < 20 GeV

no background found by topological cosmic and halo finders

Table 5.4: Selection to define the monitoring data sample for the determination
of the electron identification efficiency. The subscript ’ejet’ denotes electron
jet variables.

that of the final analysis. The track of the electron jet is required to match within
errors the calorimeter depositions in 1 and ¢ directions as well as in transverse mo-
mentum pr. There must be at least two tracks associated with the jet in the opposite
hemisphere to represent hadronic activity. This favours events with clean topology of
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(leading order ;) neutral current interactions and rejects e.g. QED-Compton back-
grounds. Further background rejection is achieved by the use of halo and cosmic muon
topological pattern finders (cf. section 6.5). The remaining background contribution is
negligible ( < 0.2%) as found from simulation.

The electron finding efficiency for data and simulation is displayed in figure 5.9
as function of the z and ¢ impact position of the electron jet on the surface of the
LAr calorimeter. In general, the efficiency is very high reaching 98% and above in the

a) a I I I I I I
c 1 % ReEEEEEEEEES .
)

2 ﬂ:#lﬁ ]
£ 095 [ n
) [ ¥ y
2 09 7% .
_8 ® Data |
= 085 [~ — MC ]
o ’ & i
0.8 L L ‘ L L L L ‘ L L L ‘ L L L L ‘ L L L ‘ L L L L L L ‘ L L L L
-200 -150 -100 -50 0 50 100 150 200

zimpact [cm]

b) ) 22 A Figure 5.9: Electron finding effi-
5 1 pesvantovi, i gueaeetety ciency for data (full points) and sim-
= 095 | / | ulation (histogram) as function of
5] i / | z impact (a) and octant ¢ (b) of
8 09 |- ?? - the monitoring electron jet. Figure
T - /2/ ] b) shows two adjacent octants close
= 08 ?zz// N to a ¢ crack (cf. figure 5.12). The

[ | /;/ | W hatched areas indicate the crack re-
0.8 L Ll L x Ll L

20 -17.5 gions of the LAr calorimeter which
octant ® [°] are excluded from the analysis.

17.5 20

central barrel region. In the vicinity of the z and ¢ cracks of the LAr calorimeter, the
electron identification is less efficient. In these regions, the electron has to pass inactive
material from the support structure of the calorimeter. In the ¢ cracks and in the z
crack between the CB2 and CB3 wheels, the electron may even enter the hadronic
section without prior interactions. The coarse granularity of the hadronic part of the
LAr calorimeter does not allow an efficient separation of electromagnetic particles from
hadronic activity. Therefore, the z and ¢ crack regions are excluded from the cross
section analysis® as indicated in figure 5.9.

In the remaining fiducial volume, the electron identification efficiency observed for
data is well described by the simulation within the statistical uncertainty. However,

5The rear part of BBE (z < —180 cm) and the z cracks between BBE/CB1 (2 ~ —150 ¢cm) and
CB1/CB2 (z =~ —60 cm) are excluded mainly due to uncertainties in the position determination and
due to the deterioration of the electron energy resolution.
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for z > 0 cm, the data tend to lie systematically below the Monte Carlo prediction.
This small effect may be attributed to the dependence of the electron finder estimator
EATR (cf. table 5.3) on the different shower shapes in data and simulation.

Thus, the systematic error on the electron identification is assigned to be 0.5% for
Zimp < 0 cm and 2% for 0 < 2, < 100 cm.

Due to the tracking requirement the electron jet finder can be used to monitor
the original electron finder only in the angular range covered by the central tracking
device. For the more forward region of electron impact position z;,, > 100 cm, the
electron identification has to rely mainly on the predictions of the simulation. The
corresponding systematic uncertainty is taken from [16] to be 2%.

In addition, simulated neutral current events have been used to check the reliability
of the electron identification. In less than 0.2% of the events a cluster of the hadronic
final state is misidentified as the scattered electron.

Additional Electron Isolation

The preceding electron identification already yields electrons of high purity. How-
ever, there is still background mainly from photoproduction processes where typically
a neutral pion cluster is misidentified as an electron. These events often show ad-
ditional energy around the electron candidate arising from the hadronic final state
contribution. To reduce this background, the electron cluster is required to fulfil addi-
tional isolation. In a cone with R = 1 around the electron, the transverse energy sum
ET had,cone(ey Of calorimetric depositions apart from the electron candidate is allowed
to be at maximum 10% of the electron transverse momentum pr.. Figure 5.10 shows
the ratio E7 pad,cone(e)/Pr,e for data, simulation and yp background. As obtained from
simulation, the isolation requirement reduces the background contribution from 1.0%
to below 0.4%. The rejected events are found over the entire polar angular range and
predominantly at high y as expected for vyp background.

In the data, 3.7% of the events are rejected by the isolation cut. Correcting the data
for background contributions as obtained from simulation, the inefficiency imposed by
this cut is 3.3% in the data compared to 3.5% in simulated NC events.

Figure 5.10: Distribution of trans-
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This requirement strongly reduces the photoproduction background and causes only
minor signal inefficiencies. In fact, the background rejection power is compatible to
that of the requirement of a track associated with the cluster.

Differences between data and simulation are accounted for in the systematic uncer-
tainty on the remaining background contribution (cf. section 6.5).

Electron Track Requirement

With the preceding electron identification and after standard kinematic constraints
(cf. chapter 6), neutral current events have a clear signature and very low background
contamination in the central detector region.

Since about 30% of the background events have a track linked to the electron
candidate, an additional track requirement would not further reduce the background
significantly enough to compensate for the difficulties introduced by a track link re-
quirement.

In the forward detector region, where a track measurement may help to distinguish
scattered electrons from photons originating from the hadronic final state, the tracking
system doesn’t provide sufficient information for a reliable track reconstruction. Due to
the large amount of inactive material in front of the forward tracker, secondary tracks
are caused by photon conversion. In addition there are many fake tracks originating
from hadronic interactions.

The background contribution is nevertheless small because the kinematic require-
ment of y. < 0.9 implies large energies for electrons scattered into the forward part of
the detector (cf. equation 2.25). These electron energies are much larger than typical
energies from photons originating from the hadronic final state or competing processes.
This kinematic constraint ensures sufficient electron identification efficiency also in the
forward region.

Thus, neutral current events are selected without requiring a track associated with
the electron cluster.

5.4 Reconstruction of the Electron
Centre of Gravity

The precise measurement of the electron scattering angle is important both for the
reconstruction of the kinematics and for the reliable definition of the fiducial volume
of the detector. In the usual neutral current high Q? analyses of the H1 experiment
[16, 27, 78], the electron angle 6, is measured by the positions of the electron cluster
in the LAr calorimeter and the z vertex. ¢, is taken from the track which is required
to be associated with the electron candidate.

Since there is no electron track link required in this analysis, both electron angles 6,
and ¢, have to be reconstructed from electron cluster information of the LAr calorime-
ter. This section presents the procedure to achieve an accurate measurement of the
electron cluster centre of gravity position in the ¢ and z directions.
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The cluster position has to be reconstructed from the cells of the LAr calorimeter
containing energy depositions from the electron shower. In general, the centre of gravity
is defined as the weighted sum of single cell contributions,

- cells
[ — 5.2
S 5.2
cells
where the vector Z; is the cell position, typically the cell centre. w; is a weighting
function depending on the energy F; or the energy density E;/V; of the cell deposition.
The cells represent the smallest units of the LAr calorimeter and have a typical size
in the central barrel part of about 7.5 cm along z and of 10(5) cm in the CB1/2(CB3)
wheels in the ¢ direction. Table 5.5 gives parameters of the electromagnetic section of
the LAr calorimeter and basic material constants. The mean extension of a cell D is

LAr calorimeter, electromagnetic section
Wheel D/Ry
Ry =~ 3.6cm CB1/2 2.4
Xy ~ 1l6cm CB3 1.4
E, =~ 9.5MeV FB1/2 1.8
A1 =~ 3lcm IF 1.0

Table 5.5: Parameters of the electromagnetic section of the LAr calorimeter
[79]. Ry, Xo, E. and \; denote the mean Moliere radius, radiation length,
critical energy and interaction length, respectively, D is the mean extension
of the cells, related to the mean surface D?.

comparable or even larger than the Moliere radius Rj;, which is a typical measure of
the transverse extension of electromagnetic showers initiated by electrons or photons.
Thus, an electromagnetic particle deposits its energy in a few cells only and one expects
effects of the granularity on the measurement of the cluster position.

To good approximation, the average transverse energy profile of an electromagnetic
shower can be described by the superposition of two Gaussian distributions, repre-
senting the compact core of the shower and a contribution from the shower tails [80].
When moving the mean of a Gaussian energy distribution across the intersection of
two cells as sketched in figure 5.11, the energy fraction in one cell is given by a tanh-
like function. A centre of gravity of a shower calculated with equation 5.2, using a
weight w; proportional to the cell energy E;, shows a tanh-like correlation between the
reconstructed position and the true location. In case of a large fraction of the shower
energy deposited in a single cell, the centre of gravity is reconstructed close to the cen-
tre of that cell and the true position cannot be properly measured. As the true shower
position moves closer to the border of the cell, sufficient energy is shared between the
cells and the position becomes measurable.

The standard reconstruction of the electron cluster position uses the cell weight w; =
V'E; to calculate the cluster centre of gravity (cf. equation 5.2), which to some extent
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cell 1 cell 2

Figure 5.11: Sketch of moving a
Gaussian energy distribution across
the boundary of cells 1 and 2 (upper
part). The energy deposited in cell
2 is filled red, and the energy frac-
tion recorded in cell 2 is shown as
function of the mean value x of the
Gaussian by the red tanh-like curve
(lower part).

E(x)

favours the tail contributions. Nevertheless, both the ¢ and the z measurements show
a pronounced tanh-like behaviour and systematic shifts of the reconstructed position
compared to the true one, as demonstrated in the following subsections.

There have been attempts to improve the reconstruction by applying a logarithmic
weighting function which further enhances low energetic contributions. The logarithmic
weighting solution of the form w; = c+log(F;/E},) is successfully applied in the Spacal
calorimeter. In the LAr calorimeter only minor improvements are observed.

Methods which provide a considerable reduction of the core contribution imply a
strong dependence on the low energy cells at the border of a cluster and are therefore
sensitive to low energy fluctuations and noise.

This analysis pursues an alternative approach to reconstruct the electron position:

1. At first, a temporary centre of gravity is calculated in the standard way of equa-
tion 5.2 using a weight which yields a strong correlation between reconstructed
and true positions.

2. The correlation is parameterised by a tanh-like ansatz and used in a second step
to correct the temporary position.

The correction procedure is applied in the barrel part of the LAr calorimeter only.
In the very forward direction (IF) the centre of gravity is determined solely from the
w; = /E;/V; weighted cell positions. This weight is more intuitive than the original
w; = \/F; weight, since the energy density considers the different cell sizes of different
layers. In addition Monte Carlo investigations revealed a slightly improved spatial
resolution compared to the original \/E; weight. It is also not necessary to apply
any further correction in the IF region. The transverse shower profile extends over
many cells, since the granularity improves while the shower size increases due to higher
electron energies. In addition, there is no precise reference position available, since the
IF region is beyond the acceptance of the CJC.
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Motivated by the cell geometry of the LAr calorimeter the corrections are deter-
mined separately for the ¢ and z directions. Correlations between both directions have
been studied and found to be negligible.

The reference position for the correction is taken from vertex fitted tracks associated
with the electron cluster. The tracks are extrapolated to the temporary cluster position,
considering the curvature in the magnetic field. The track requirements which assure
a precise reference position are listed in table 5.6. They select a track of good quality

I radial track length lirack > 20 cm
II track-cluster match L — < 0.02
PT track DT cluster
IIT track isolation D1, other t'racks,R:l/pT,track < 10%

IV z chambers contribute Nhircrz and Ny coz > 1 each  (for z only)

Table 5.6: Selection requirements for the electron tracks which provide the
reference position for the correction of the electron centre of gravity.

(I) which definitely belongs to the scattered electron (ILIIT). For the z reference, both
z chambers are needed to provide sufficient precision (IV). Events with final state
radiation are suppressed (II) to guarantee that the track points exactly to the cluster.

5.4.1 The ¢ Reconstruction

In the ¢ direction the LAr calorimeter is composed of eight identical octant stacks.
Within each octant, the angle ¢,can: is defined according to figure 5.12. All octants
are mapped on top of each other and @ycian: is the remaining azimuthal angle. As
sketched in figure 5.12, the cells of different layers are perfectly projective for all wheels
in the LAr calorimeter barrel. Different are the number of cells per octant, eight in the
BBE-CB2 and 16 in the CB3-FB2 wheels, and the layer structure (cf. figure 4.4).

For electromagnetic clusters with a transverse extension being smaller or compara-
ble to the cell size, the correlation between ¢y ster and @yqcr is sketched in figure 5.13

y Figure 5.12: Cross sec-
tion in the (z,y) plane
3 of the electromagnetic sec-
tion of the LAr calorime-
ter CB2 wheel (upper half
part only). The octant ¢
definition is sketched for an
exemplary octant, starting
with ¢yerant = 0° at the cen-
tre of an octant and reach-
ing the ¢ crack centres at
+22.5°. IP is the nominal
interaction point.

-225°
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as an example for the BBE-CB2 wheels which have eight cells per octant. Each of
the eight cells within an octant contribute with a tanh-like relation. The position of a
shower entering at the intersection of two cells can be reconstructed accurately (small
slope) since the energy is almost evenly distributed between the two cells. However,
particles which hit the calorimeter in the vicinity of the centre of a cell deposit their
energy mainly in a single cell and are always reconstructed close to the cell position
(steep slope). In this case, small energy depositions in the neighbouring cells cannot
contribute strong enough to provide a good correlation.

Standard cluster ¢ reconstruction

For the standard reconstruction of the electron centre of gravity, using the w; = /E;
cell weight, the correlation of @.iyster — Pirack VEISUS Pepusier 1S displayed in figure 5.14
for data and simulation in the CB2 wheel.

The maximum difference of ¢¢pyster — Girack is larger in the Monte Carlo events which
is due to the different transverse shower extensions in data and simulation.

Furthermore, the data show an overall sine-like modulation while the simulation is
flat. This structure may indicate towards a small defect in the geometry description
of the real calorimeter, where cells close to the centre of an octant seem to be a little
compressed. Since this effect is found to be identical in all octants, it cannot depend
on the alignment of the LAr calorimeter w.r.t. the tracking detectors. Moreover, the
cool-down of the calorimeter to LAr temperature (cf. section 5.5) seems to be excluded
from causing this effect, since radial and transverse contractions should compensate
each other in ¢. The origin of this effect is unknown.

This type of Geuster — Gtrack VETSUS Geuster correlation is observed almost identi-
cally also for the other wheels of the LAr barrel. The only change is the doubling in



66 5 EVENT IDENTIFICATION AND RECONSTRUCTION

CB2 - Data b) CB2 - MC

\\‘\\\\‘b\\\.‘\\\\‘\\\\\
- .

&
—
N
o

r'\ &":-\ ‘ T

\‘.\\.\\‘\\.\1‘\1\\.
v Y )

20 20 } " M. -'. : ” . .;:f

cDcluster - thrack [mrad]
o

-20 20 |- . ¥
i A EERAECUNDARPAR Y S
_40 \\"\\\o\‘\\\\‘\\\\‘o\\\\‘\ _40 \\T‘\\\\r\\\\‘\\\\‘\\\J"\\
-20 -10 0 10 20 -20 -10 0 10 20

0 0
cluster o ... [1] cluster o ... [1]

C)'E' 0-04f‘.\D‘t‘ T 1 ]

+— = ata |

S o ]

> 0.03} |

S - i

8, 0.02 :* *:

S 001 -

= B ]

< - i

> - ]

L 0
-20 0 20
q)cluster - thrack [mrad]

Figure 5.14: Correlation between cluster and track ¢ measurements for data
(a) and simulation (b) in the CB2 wheel using the standard ¢yster reconstruc-
tion. ¢) contains the respective projections of a) and b) onto the y axis.

periodicity for the CB3 and FB wheels, which contain 16 instead of eight cells per oc-
tant. Despite the fine granularity, the effect is still sizeable in these wheels. Otherwise,
only small differences are found between the wheels which can be attributed to the
enlargement of the shower extension with increasing energy.

Figure 5.14c shows the projection of the ¢ correlation for the CB2, revealing the
poor resolution of the standard calorimetric ¢ reconstruction. The cluster ¢ resolution
is quantified in table 5.7 (left column) in terms of the rms values for all wheels of the
LAr barrel and for data and simulation.

Improved ¢ reconstruction method

In the correction procedure of this analysis, the temporary ¢ ster is determined using
the linear weight w; = E;/V; of the cell energy density. This provides a strong cor-
relation and offers the advantage of being independent of the shower development in
the radial or z directions. The resulting correlations are shown in figure 5.15 for all
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LAr wheel rms of Guster — Ptrack i [mrad]
standard reco. new procedure
Data MC Data MC
BBE 8.58 9.90 7.81 9.07
CB1 10.46 10.82 6.76 7.88
CB2 11.09 11.21 6.69 7.22
CB3 7.07 4.29 2.86 2.86
FB1/2 4.21 4.46 3.49 4.19

Table 5.7: Wheel-wise resolution of the electron cluster ¢ measurement for
data and simulation using the standard reconstruction of the cluster centre of
gravity (columns 2,3) and the new correction procedure (columns 4,5).

wheels of the barrel. The overall properties are identical to those already discussed for
the standard reconstruction. However, the linear weight provides steeper dependences,
especially close to the cell centres.

The correlations are parameterised as function of the temporary ¢¢ysier coordinate,
Gtemp, using a tanh ansatz for each cell ¢ described by the following parameters (cf.
figure 5.13):

peonst - overall vertical shift w.r.t. track ¢, corresponds to the alignment of the
wheel regarding rotation around the z axis.

pshift . overall horizontal shift w.r.t. cluster ¢, accounts for bias between positive
and negative octant ¢.

pslope slope of the asymptotic part of the tanh at the cell borders.

7
Piheight : offset provided by the tanh, i.e. distance between asymptotes.

pstreteh - gtretch/squeeze of the tanh, yields (together with PiSlOpe) the slope of the

tanh at the cell centre.
Pfentre . zero crossing of the tanh function, representing the cell centre.

Exploiting the symmetry in octant ¢ w.r.t. the centre of an octant, the cell-wise pa-
rameters are governed by the constraints®

Pihelght _ Phelght

Noct—t !

pstretch _ pstretch (5.3)
1 Noct —1 )
center __ center

E - Noct—1 ?

with n,. as largest cell number in the ¢ direction within an octant, i.e. 7 for BBE-
CB2 and 15 for CB3-FB2. The slope parameters are found to be identical for all cells,
leaving 15 (27) parameters for each of the BBE-CB2 (CB3-FB2) wheels. The final

correction functions have the following form:

bez'nal — peconst + Pslope_ d)temp
(5.4)

Noct h

+ Z Pz eight tanh [ Pistretch ( ¢temp _ pshift _ picenterﬂ )
=0

6The cell numbering starts with 0 at lowest octant ¢.
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Figure 5.15: Wheel-wise electron @.jyster — Ptrack as function of ¢y ster for data

(a,b,c,g,h) and simulation (d,e,f,ij).

sponding correction functions obtained from a fit to the distributions.

The red, solid curves show the corre-
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In simulation, no differences have been observed for the FB1 and FB2 wheels. Since
the same is true within available statistics for the data, the correction is performed for
the combined FB1 and FB2 wheels.

The parameters are determined simultaneously from a fit to all events passing the
selection requirements. To account for limited statistics in the data, the parameters
are combined in the fit for each pair of cells for the CB3-FB2 wheels. The resulting
correction functions are indicated in figure 5.15 by the solid curves. They provide a
good description of the correlations. The addition of extra parameters to the fit does
not improve the result, whereas a further reduction of parameters, e.g. by introducing
further constraints, yields a significantly worse description of the data.

The procedure uses the internal LAr coordinates to be independent of outside influ-
ences, especially of alignment corrections which may change in time. P corresponds
to an alignment parameter. It is used in the fit but set to zero for the application of
the final ¢ correction. The alignment of the LAr calorimeter w.r.t. the tracking system
(cf. section 5.5) is performed subsequently using the improved cluster positions.

Result of the ¢ reconstruction

The procedure described above corrects the cell size effects as well as underlying bi-
ases individually for data and simulation. Figure 5.16 shows the final resolution of the
cluster ¢ measurement for each wheel and separately for data and simulation. The
distributions of the BBE-CB2 wheels have two contributions, a narrow core and a wide
tail, which are related to the shower positions being close to the cell intersections and
nearby a cell centre, respectively. This clear distinction is found for both data and sim-
ulation and is due to the fact that the lateral shower extension is much smaller than
the cell distances. In addition, the more compact shower shape of the simulation is ob-
served in the tails of the distribution which are broader and yield larger contributions
compared to the data. In the CB3-FB2 wheels the tail contributions are drastically
reduced mainly due to the higher cell granularity in ¢. The comparison with the stan-
dard reconstruction method (histogram in figure 5.16) reveals the large improvements
obtained with the current procedure.

The distributions are parameterised by the superposition of two Gaussian distribu-
tions. As summarised in table 5.8 the cluster ¢ resolution is about 2-3 mrad for the
core and typically 8 mrad for the tails. As verified by the simulation, the resolution of
the track measurement yields a negligible contribution, since the events are required
to have an electron track of rather good quality.

In the BBE-CB2 wheels, it is almost impossible to resolve the cluster positions close
to a cell centre because of insufficient contributions from neighbouring cells. Alternative
cell weights do not improve the results.

A precise measurement of the ¢ coordinate is primarily needed for the application
of the fiducial volume cuts (cf. section 6.3): Firstly, a ¢ crack cut of +2° around the
crack is required for the cross section analysis to assure reliable electron identification
(cf. section 5.3). This corresponds to a cut line within the first quarter (half) of the
outermost cell for the BBE-CB2 (CB3-FB2) wheels. Using cell information from the
neighbouring octant, the cluster ¢ measurement extends even closer to the ¢ crack than
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Figure 5.16: Resolution of the final cluster ¢ measurement for the wheels of
the LAr barrel BBE-FB2 (a-e). Data (simulation) are shown in the upper
(lower) half of each figure. The lines represent the sum of two Gaussians fitted
to the distributions. The corresponding widths are given in table 5.8. The
distributions for the original ¢ reconstruction are shown as histograms.

+2°. Secondly, inefficient LAr trigger regions are rejected. Since, the trigger cells are
composed of arrays of LAr cells, this cut is by definition placed on the cell boundaries.

The results have been verified by performing the same procedure to the e”p data
from 1998-1999. Apart from the alignment parameter PC°"St the correction functions
agree well for the e™p and e p data sets, including the sine-like overall modulation of
the data. In addition, no pr dependence of the fit parameters has been observed, i.e.
there is no influence visible from the curvature of the electron trajectory within the
magnetic field. This also proves the reliability of the track extrapolation.



5.4 RECONSTRUCTION OF THE ELECTRON CENTRE OF GRAVITY

71

Wheel Cluster ¢ resolution [mrad|
Narrow core Wide tail

Data MC Data MC
BBE ||2.584+0.12|2.374+0.11||8.16+0.13]9.454+0.09
CB1 |2.0740.05|2.5540.04|7.144+0.07|8.53+0.05
CB2 |/1.8940.07|3.06+0.03 | 7.00£0.12|8.40£0.06
CB3 {/2.3940.06|1.8940.02 — —
FB1/2|/2.654+0.50|1.4140.09 || 13.7+38.6 | 4.25+0.07

Table 5.8: Resolution of the cluster ¢ measurement for data and simulation in
the barrel wheels of the LAr calorimeter. The corresponding fits of the sum
of two Gaussians are shown in figure 5.16. The A¢ distributions of CB3 are
well described by a single Gaussian.

The remaining differences between data and simulation are due to the different de-
scriptions of electromagnetic shower shapes (cf. section 5.1.1). They could in principle
be resolved by e.g. smearing the ¢g,sier angle in data. However, downgrading the data
to agree with the simulation is rather questionable. Since future analyses are sup-
posed to use simulations with improved shower parameterisation, no further attempt
is made to improve here. Nevertheless, the current ¢gyster reconstruction yields large
improvements compared to the original method.

With the current achievements, the reconstruction of the electron centre of gravity
provides an accurate ¢ measurement and keeps the analysis independent of an electron
track requirement.

5.4.2 The 2z Reconstruction

The precise z reconstruction of the electron cluster centre of gravity is more important
for the analysis than the ¢ measurement, since the related polar angle 6, directly enters
the calculation of Q? (cf. equation 2.25) which is a steeply falling distribution.

The reconstruction of the z coordinate is performed in a similar way as the ¢
reconstruction. However, the procedure in z is more complicated because the shower
direction in general is not at all perpendicular to the calorimeter surface. In addition,
the cell arrangement is not cleanly projective w.r.t. to the nominal interaction point.

To provide a precise reference position in z, the z chambers are required to con-
tribute to the electron track measurement (cf. table 5.6). Since part of the CIZ rings
located at positive z were not operational during the 1999-2000 data taking period,
the data provide insufficient statistics for the CB3 and more forward wheels. In this
region, the correction is based solely on simulated events.

The corresponding cell structure of the electromagnetic part of the LAr calorimeter
is shown in the (r, z) plane in figure 5.17. Typical cell sizes in z are 12 cm in the BBE,
7.5 cm in the CB1 and CB2, and 5 cm in the CB3 wheel. Since the cells are distributed
in a more irregular way w.r.t. the shower direction, a precise z measurement may be
expected just from the temporary centre of gravity derived from the weighted cell
positions according to equation 5.2. However, as shown in figure 5.18 for the standard
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Figure 5.18: Electron z.uyster — Ztrack difference as function of zgyster using the

standard cluster reconstruction for data (a) and simulation (b).

The colour

code represents an arbitrary scale of number of events, whereas the relative
normalisation is the same for data and simulation. For the simulation, non-
zero entries below one are shown in light gray. The LAr wheels and the cracks
in-between are indicated at the top.

reconstruction, the cell structure of the LAr calorimeter is clearly visible also in the
z direction. Especially in the CB1 and CB2 the pattern represents the cells of the

second layer (k=1)7, which

on average contains most of the electron shower energy.

7Cell layers are numbered by k starting at 0.
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Furthermore, disturbances of the cluster z measurement are observed in the vicinity of

the z cracks as soon as part of the cluster energy is lost in the crack. The structure

at z & —155 cm is in addition due to the change of the LAr geometry when crossing

from the CB1 to the BBE wheel. Compared to the CB wheels, the BBE is displaced

about 10 cm more inwards leaving an edge of the calorimeter surface (cf. figure 5.17).
Layer-wise corrections were not successful.

Improved z reconstruction procedure

The correction procedure is closely related to that in ¢. The main difference compared
to the ¢ coordinate is the missing symmetry in z. Thus, there is no analogue to the
pshift parameter.

The track z versus cluster z correlations are parameterised as function of the tem-
POTary Zejyster cOOTdinate, Ziem,, in terms of the cells j of the second layer (k=1) using
the following parameters:

peonst . overall shift w.r.t. track z, yields alignment correction.
PjSlOpe : slope of the asymptotic part of the tanh at the cell borders.
pheight et provided by the tanh, i.e. distance between asymptotes.

j

PjStretCh : stretch/squeeze of the tanh, yields (together with PjSlOpe) the slope of the
tanh at the cell centre.

decentre . offset to the nominal z coordinate of cell j; defines position of tanh
zero crossing, representing the cell centre.

The corresponding correction functions are given by

Jeell
_ pconst slope slope
Zfina = PO+ 30 P Az 4+ Pp - (Ztemp — Zeenterjeon)

7=0 (5.5)
el _height stretch dcentre .
—+ Z P] -tanh I)J Ztemp — Rcenter,j — Pj 3
Jj=0

CE,

where jeu is the cell number of the cell which contains ziemp, Az; is the distance
between the centres of adjacent cells, and zcenterj is the nominal z coordinate of cell j.

The parameters are determined simultaneously from a fit to all events passing the

Pjslope’ Pjhelght7 Pjstretch and

13;31‘3811”e parameters are combined for each pair of cells in the fit to reduce the number
of free parameters.

This procedure cannot provide any information on the z alignment of the LAr
calorimeter w.r.t. the tracking devices, since there is no symmetry like in the ¢ direction.
However, to provide access to the alignment in z, which is an important information to
be used e.g. for the reconstruction of the hadronic final state, the tracking coordinates of
the data were shifted wheel-wise in z such that the uncorrected distributions between
cluster and track agree in data and simulation. Only those regions have been used
where data and simulation show very similar structures, mainly far away from cracks.

First of all, the cell weight is optimised which is used for the temporary z calculation.
The cell weight is searched for which provides the lowest sensitivity to the cell structure,

selection requirements. Apart from the BBE wheel, the
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leading to the smallest local corrections. To estimate the local deviations due to the
cell size effects, only the overall modulation (slope) is corrected using the parameters
Peonst and PjSIOpe but setting Pjhelght = 0 in equation 5.5. This is studied wheel-wise
for different cell weights using simulated events to have large statistics. The resulting
widths of the z.yster — Zirack distributions are presented in table 5.9. For all methods

LAr wheel Gaussian width of Az = zuster — Ztrack
after slope correction for simulation [cm]
Cell weight w; for COG determination

VE,  VE/Vi  E/Vi ¢+ log

BBE 0.86 0.87 0.72 1.00
CB1 0.70 0.68 0.76 0.63
CB2 0.56 0.54 0.88 0.42
CB3 0.41 0.41 0.33 0.39
FB1 0.48 0.50 0.37 0.49
FB2 0.65 1.02 0.49 0.73

Table 5.9: Width of electron Az =z uster — Ztrack in ¢m from simulation after
slope correction only, using different weights w; for the determination of the
temporary cluster centre of gravity (COG, see text for explanation). The
abbreviation ¢ + log stands for const + log [(E;/Vi)/(E;/Vi)maz), Where the
constant has been optimised for each wheel to provide best resolution. Typical
errors on the width range from 1% in BBE-CB2 to 5% in the FB2.

the fraction of events located outside of the 30 range around the mean value are of the
order of 1% and never exceed 2%. Therefore, the width of the Az distributions is a
good estimator to determine the best z reconstruction method.

The linear FE;/V; weight provides the best resolution for the BBE, CB3 and FB
wheels and w; = \/E;/V; is applied in the CB1 and CB2 wheels. Since the logarithmic
cell weight, (c+ log) 8, yields sharp local deviations between zyster and Zirqcr in some
z regions, this method is disfavoured.

The previous results of the Monte Carlo study were cross-checked with data for the
BBE-CB2 wheels. The widths in data are slightly broader, but the relative behaviour
between wheels and weighting methods is in agreement with the observations for the
simulation.

The final correlation distributions and the corresponding parameterisations of the
correction function are shown in figure 5.19. The parameterisations provide a good
description of the correlations and account for the cell size effects as well as for overall
trends and local biases. The latter are found predominantly in the vicinity of the z
cracks.

For the application of the correction, the functions pass smoothly from one wheel
to another, even though events with electrons in the crack regions are rejected from
the analysis. For z > 270 cm, the final correction approximates zinq = Zguster Which
is taken for z > 290 cm.

8¢+ log = const +1log [(E; /V;i)/(Ei/ Vi) maz)
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Figure 5.19: Wheel-wise electron zjyster — 2Ztrack @s function of zgyster for data
(a,b,c) and simulation (d,e,f,g,h,i). The red, solid curves show the correspond-
ing correction functions obtained from a fit to the distribution.

Result of the z reconstruction

Figure 5.20 shows the final resolution of the cluster z measurement for each wheel. Clear
improvements are observed w.r.t. the standard z reconstruction. The distributions of
all wheels are approximately Gaussian and the fraction of events beyond +30 is only
between 1 and 3%.

The z resolution for each wheel is quantified in table 5.10 and represents the width
of a Gaussian function obtained from a fit to the distributions as shown in figure
5.20. The z resolutions are of the order of 5 mm. In the BBE, the resolution in
data is significantly worse compared to the simulation. However, the impact on the 6,
determination is negligible due to the large angle. Good agreement between data and
simulation is observed in the CB1 and CB2 wheels. In the more forward region, the
correction used for the simulation is also applied to the data.
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of the final cluster z measurement for the wheels of

the LAr barrel BBE-FB2 (a-f). For the BBE-CB2 wheels (a-c), data (simu-
lation) is shown in the upper (lower) half of each figure. For the CB3-FB2
wheels (d-f), only simulation is shown. The lines represent a Gaussian fit to
the distributions. The corresponding widths are given in table 5.10. The his-
tograms show the resolution for the standard COG reconstruction with cell

weights w; = /E;.
Wheel || Cluster z resolution [cm)]
Data MC
BBE |/0.6384+0.0100.513+£0.005
CB1 ]/0.69140.0090.670£0.005
CB2 ]/0.54040.021|0.487+0.003
CB3 - 0.309+0.005
FB1 - 0.368+0.016
FB2 — 0.476+0.050

Table 5.10: Resolution of the clus-
ter z measurement for data and sim-
ulation in the barrel wheels of the

LAr calorimeter.

The correspond-

ing Gaussian fits are shown in figure

5.20.

As discussed for the ¢ reconstruction, the best z resolution is obtained for events
where the shower axis is located on the intersection of two cells. Therefore, the bor-
derlines of the z crack cuts are placed on the cell borders of the second layer (k = 1).
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Compared to previous analyses, the current reconstruction of the electron cluster
centre of gravity provides an improved z measurement. It is based on the correction
of both cell size effects and overall modulations which are typical for the calculation
of the centre of gravity. The gain is an improved precision of the electron scattering
angle as will be presented in section 5.6.

Although the adaptation of the simulation to the electromagnetic shower develop-
ment in real data will reduce the systematic differences between data and simulation, a
further correction as described above will be required to measure the electron scattering
angle with highest possible absolute precision.

With additional statistics expected from HERA-II, the precision of the cluster ¢
and z determination with the method described may be clearly improved in the CB3
and FB area.

5.5 Alignment of the LAr Calorimeter

The precise reconstruction of the event kinematics requires the exact relative alignment
of the different detector components. In this analysis, the knowledge of the relative
position of the LAr calorimeter and the central tracking system is crucial. The lat-
ter measures the interaction vertex for each event (cf. section 5.2) and defines the
coordinate system.

During the assembly of the LAr calorimeter, the wheels were pushed successively
into the cryostat where they reside on supporting rails without a fixed connection
among each other. The cool down to LAr temperature at about 72K causes changes in
the relative position between the wheels. The tracking system provides the reference
frame for the H1 experiment and the coordinates of the LAr calorimeter wheels are
adjusted accordingly.

First of all, the initial coordinates of the LAr calorimeter already incorporate the
contraction due to the cool-down. The LAr calorimeter stack positions have been
mapped at room temperature outside the cryostat. It is assumed that in ¢ direction
the shrinkage is symmetric and a correction is needed in z only,

Zeold = 23.67cm + (2yarm — 23.67cm) - (1 — 0.0027) . (5.6)

The LAr calorimeter is aligned to the tracking system using real data of high quality.
The procedure is based on the position of the scattered electron from neutral current
events which have an associated track measured within the CJC and z chambers. The
position of the electron cluster measured in the LAr calorimeter (cf. section 5.4) is
compared to the track extrapolated to the cluster. All selected data points are used
in a fit to determine the six parameters of translation and rotation simultaneously
for each object to be aligned. Rotations are defined w.r.t. axes running through the
centre of the corresponding object. To avoid large correlations between the alignment
parameters, the fit accounts for non-uniform octant-wise event distributions which may
arise particularly from spatial inhomogeneities in the track efficiency.

The alignment is performed individually for each LAr wheel with sufficient statistics,
i.e. for the BBE, CB1 and CB2 wheels. The CB3, FB1 and FB2 wheels are combined
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for the alignment procedure. Due to low statistics and missing acceptance of the
central tracking system, the forward wheels 6 and 7 (IF1/2, OF1/2) are not subject to
alignment corrections.

The alignment parameters derived from the fit and the corresponding errors are
presented in table 5.11 The large data sample provides sensitivity in the sub-mm and

Wheel-wise alignment constants for data
BBE | CB1 | CB2 | CB3FB
Az [mm]| —0.37£0.09| —0.324+0.06 | —1.404+0.12 | —2.04+0.33
translations Ay [mm] || —0.53+0.09 | —0.47+0.06 | —0.30£0.11| 0.5140.32
Az [mm]||—0.03£0.13| 0.88+0.05| 2.33+0.06|—0.38+0.18
o, [mrad] || —1.484+0.20 | —0.31£0.07 | —1.34£0.07| —0.3940.24
rotations S, [mrad]|| 0.524£0.20| 0.714+0.07|—0.54+0.07| 0.45+0.24
v, [mrad]|| 1.06+0.06| 1.61+0.03| 2.56+0.07| 2.17+0.20

Table 5.11: Alignment constants of the LAr calorimeter relative to the central
tracking system. The parameters have been derived simultaneously from a fit
comparing the positions of the electron cluster centre of gravity to that of the
extrapolated electron track.

-mrad range, respectively. Obvious differences in the alignment parameters are de-
termined for different wheels. Although a lot of parameters are significantly different
from zero, most of the corrections are small and have negligible influence on the cross
section measurement.

For the data, the alignment corrections are applied to the reconstructed centre of
gravity of the electron as well as, on cell level, to the hadronic final state. As expected,
no significant correction parameters are observed in simulated events.

The effect of the alignment is illustrated in figure 5.21 exemplary for the ¢ measure-
ment. After the correction, the calorimetric ¢ measurement coincides with the track

O Data before alignment
® Data after alignment
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extrapolated z [cm]

track

Figure 5.21: LAr calorimeter alignment distribution ¢y ster — @track as function
of ziqcr being extrapolated to the electron centre of gravity. Shown are the
data distributions before (open points) and after (full points) the alignment
correction as well as simulation (histogram).
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prediction for data and simulation.

The alignment parameters were found to be independent of the transverse momen-
tum of the electron. This indicates a correct track extrapolation to the electron centre
of gravity and excludes effects due to the curvature of the electron in the magnetic
field.

With the current statistics, the forward part of the LAr calorimeter (CB3 and more
forward wheels) can only be checked overall. Since shifts and rotations in the well
measurable backward wheels are smaller or at most comparable to respective 3 mm
and 3 mrad effective changes, this accuracy is also assumed for the relative position of
the forward wheels. Due to the long lever arm of about 3m, the angular measurement
of electrons in the IF is rather insensitive to the exact positions of the LAr calorimeter
modules.

5.6 Electron Angle Measurement

The angles 6, and ¢, of the scattered electron directly enter the reconstruction of the
event kinematics. They are determined solely from the positions of the electron cluster
centre of gravity (cf. section 5.4) and the interaction vertex (cf. section 5.2), providing
a robust, uniform method in the entire kinematic range.

The ¢ measurement was presented in subsection 5.4.1. A precision of about 3 mrad
is reached in the regions at the intersections of the cells and close to the cracks, which
are important for defining the fiducial volume.

The 6, angle is derived from the cluster and vertex positions. The precision of
the 6, measurement is studied by comparison to the # angle measured with the track
associated with the electron. To provide an appropriate reference, the track has to
be reconstructed with contributions from the outer z chamber and the vertex has to
be constrained by at least three tracks. Figure 5.22 shows the mean value of 0.;yser —
Oirack as function of the z impact position. On average, the data are well described
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Figure 5.22: Precision of the electron polar angle 6, as determined from the
cluster centre of gravity. A track with z chamber information is taken as
reference. The yellow band around the Monte Carlo histogram indicates the
quoted systematic uncertainty.
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by simulation. In the backward wheels, the # reconstruction relies mainly on the
determination of the COG of the electromagnetic shower, while in the forward LAr
wheels the accuracy is mainly limited by the knowledge of alignment.

As discussed in section 5.4, there are small remaining differences in the resolution
of the cluster position which are partly propagated to the # determination. However,
Monte Carlo studies confirmed the results of [74] that the relative agreement between
data and simulation is of secondary importance compared to the absolute precision of
the polar angle measurement. This gives confidence to quote the systematic error on
the polar angle of the scattered electron to be 66, = 1 mrad for z < 0 and 66, = 3
mrad for z > 0.

Thus, the calorimetric §, measurement yields a precision of the order of the design
value for the H1 LAr calorimeter.

Beam tilt correction

The angles # and ¢ discussed so far are given in H1 detector coordinates. For the
determination of the event kinematics, the angles have to be taken with respect to
the ep beam axis. The latter is inclined by a small angle of O(mrad) w.r.t. the H1
coordinates depending on the beam optics. Figure 5.23 shows the so-called beam tilt
in the z and y directions as function of HERA machine fills. The beam tilt correction
is applied to the data to obtain the final electron angle measurements. The Monte
Carlo events are simulated without beam tilt.
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Figure 5.23: Inclination of the ep beam w.r.t. the z axis of the H1 detector
coordinates as function of HERA luminosity fills. The so-called beam tilt is
given for the x (a) and y (b) directions.
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5.7 Electron Energy Calibration

The electron energy measurement provides the main input to the reconstruction of the
event kinematics and yields the dominant contributions to the systematic uncertainties.

Aim of the electron energy calibration is to provide an accurate electromagnetic
energy scale and resolution as well as a good description of the data by the simulation.
Since the electron energy spectrum is sensitive to the quark densities in the proton, the
Monte Carlo has to be generated with appropriate structure functions describing the
data. Throughout this analysis, Monte Carlo events are based on the H1 1997 PDF fit
(cf. sections 2.5 and 4.4).

In the kinematic range of this analysis, the electron is scattered into the acceptance
of the LAr calorimeter. This section describes the determination of the electromagnetic
energy scale of the LAr calorimeter, focussing again on the backward and central barrel
wheels (BBE-CB3) where the data provide sufficient statistics.

The electron energy calibration is based on the overdetermined kinematics of neu-
tral current events. The measured cluster energy E| is compared to the energy E, o,
predicted by the double angle method (cf. section 2.4). The latter uses the measure-
ments of the electron scattering angle 6, and of the inclusive hadron angle ;.4 and is
to a good approximation independent of the calorimetric electron energy measurement.

To provide a clean NC event sample and to assure sufficient precision of the reference
scale, in addition to the standard NC event selection (cf. chapter 6) the following
selection requirements are imposed:

e Exactly one electron and one jet, representing a “perfect” leading order NC event
topology. The jet identification is based on the cone jet algorithm PXCONE
[76, 77] which defines jets as energy deposits within a cone of radius R = 1 in
the (1, ¢) plane with a minimum Ep of 5 GeV and a maximum overlap fraction
between adjacent cones of 0.75.

® Yhaq > 11.5° ensures full containment of a jet with a typical jet radius of R =1 in
the LAr calorimeter to provide a precise reference energy predicted by the double
angle method (see below).

e ys < 0.3(0.5) for 2, < (>)25 cm, i.e. for electrons in the BBE-CB2 (CB3 and
more forward) wheels yields a precise reference energy (see below).

e 45 < F —p, < 65 GeV reduces effects of initial state radiation.

e The ¢ and z cracks are excluded.

Double angle reference energy

The double angle method relies on the measurement of the electron scattering angle
6. and the inclusive hadron angle 7v,,4. The accurate determination of the former were
described in section 5.6. In figure 5.24a, the resolution of the 7,y measurement is
studied with simulated events. For 7y, > 11.5°, most parts of the hadronic final state
are contained within the LAr calorimeter acceptance and the reconstructed inclusive
hadron angle provides sufficient precision. The implication on the double angle energy
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Figure 5.24: a) Resolution of the inclusive hadronic angle 7.4 as function of
Yhad- The yellow band shows the resolution of the double angle electron energy.
b) ys dependence of the electron energy as predicted by the double angle
method. The yellow band describes the resolution of the calorimetric energy
measurement. In both figures, the points indicate the mean values of Gaussian
peak fits and the vertical error bars show the corresponding widths. The dotted
lines indicate the respective 7444 > 11.5° and ys < 0.3(0.5) requirements for
the electron energy calibration.

E. 24 is indicated by the shaded band which shows the relative energy resolution (Ee 5, —
Ee gen)/Ee gen- The y dependence of the electron energy reconstructed with the double
angle method is investigated in figure 5.24b. Comparing the double angle energy to the
generated electron energy FE, g, the resolution of the double angle method is less than
2% for ys, < 0.3. In this kinematic range, the double angle prediction provides much
higher energy resolution than the calorimetric electron energy measurement, illustrated
by the yellow band in figure 5.24b. For the CB3 and more forward wheels, the cut is
relaxed to yx < 0.5 to enlarge statistics. However, the energy prediction by the double
angle method is still more precise than the statistical accuracy of the data. At high vy,
the accuracy of the double angle prediction suffers from the less precise reconstruction
of Yheq and from the larger impact of radiation effects.

Within the selection, as described above, there is a remaining bias of the double
angle energy at low y and low 7444 of up to 1% compared to the true electron energy
(cf. figure 5.24). The bias is corrected for, since the electron energy calibration aims
for an accuracy of the absolute energy scale of below 1%. To allow the application of
the electron energy calibration to any NC event selection and in particular to the final
cross section data sample, the average bias of the double angle energy is corrected as
function of the z impact position of the electron. The corresponding ratio of double
angle energy to generated electron energy is shown in figure 5.25. In the FB1 and
more forward region, a constant value of 0.99 is used. The correction as derived from
simulation is applied to the double angle prediction of the electron energy for data and
Monte Carlo events.

Thus, the double angle electron energy provides an appropriate reference scale to
investigate both the absolute energy measurement and the energy resolution of the
electromagnetic LAr calorimeter.
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Figure 5.25: Bias of the double angle electron energy w.r.t. the true electron
energy as function of the electron z impact position.

5.7.1 Electron energy calibration procedure

Figure 5.26 shows typical calibration histograms of E./E. 5, for data and simulation,
comparing the calorimetric energy measurement with the double angle prediction. Also
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Figure 5.26: Typical calibration histograms of E./FE, 5, for data (a) and simu-
lation (b). The curve shows a Gaussian function obtained from an asymmetric
fit to the distribution.

shown is the respective Gaussian obtained from an asymmetric fit to the distributions
from one third of the total height on the leading edge to the total trailing edge. There
is a pronounced tail at low E./E,, values originating from remaining events with
radiation. This contribution is irreducible, since e.g. the requirement of cluster-track
momentum match would need to be rather tight and disturb the calibration signal.

Thus, the mean value of an asymmetric Gaussian fit is used to determine the (in-
verse) calibration constant. The errors of the fit results shown in the following contain
the error on the mean value of the fit as well as the uncertainty from the definition of
the start of the fit at the leading edge.

The energy calibration of the LAr calorimeter proceeds in several steps which are
mainly based on the hardware structure of the LAr calorimeter. An overview of the
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procedure is given in table 5.12, the details are discussed thereafter.

Table 5.12: Individual steps of the
- electron energy calibration. Steps 1
octant-wise for each wheel and 2 are reiterated before each of

z-wise overall the steps 3, 4 and 5.

Electron energy calibration:

z-wise for each half octant
time dependent

half octant ¢-wise

S A

reiterations to refine

The LAr calorimeter is subdivided into eight wheels each of them containing eight
octants. The first calibration step is performed octant-wise for each of the BBE, CB1,
CB2 and CB3 wheels. For the very first pass, large areas around the z cracks are
excluded to be safe from energy losses as will be discussed for the z-wise calibration.
At further reiterations, the standard ¢ and z crack cuts are imposed. Using the elec-
tromagnetic energy scale’ for the electron, figure 5.27 shows the octant-wise E,/FE, 24
ratio. The octant by octant variations in data reach up to 4% in the BBE and CB1
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Figure 5.27: Octant-wise electron energy calibration, E./E, 5, using the elec-
tromagnetic reconstruction scale.

wheels. They are larger than expected, since the reconstructed electromagnetic en-
ergy scale is supposed to provide a more accurate energy calibration. The resulting
octant-wise calibration factors are applied to the entire octants.

Due to the non-perpendicular angle of incidence, the electron energy reconstruction
suffers from losses in the crack regions over a large range in z;,,,,. However, an accurate
energy measurement can be obtained by position dependent energy calibration except
for clusters located very close to the crack regions. Figure 5.28 shows the z-wise
energy calibration, performed independently of ¢, after the octant-wise correction.
Large effects up to 10% and significant disagreement between data and simulation

9The electromagnetic energy scale is called E; scale and includes dead material corrections.
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Figure 5.28: z-wise electron energy calibration for data and simulation after
the octant-wise correction. The hatched bands indicate the regions around
the z cracks, which are cut in the final analysis.

are observed in the LAr z crack regions, which are therefore cut in the cross section
analysis. The description of the energy measurement close to the z cracks are improved
when using the detailed simulation of the electromagnetic clusters instead of the fast
parameterisation. However, in contrary to the data, the detailed simulation shows a
significant z dependence of the electron energy response in the CB1 wheel [73]. The
effect could not be traced back to a known source and therefore disfavours the use of
the detailed simulation.

The first two steps of the electron energy calibration are repeated once to dissolve
correlations and to refine the calibration constants.

Next, a z-wise calibration is performed for each half octant, i.e. in 16 divisions in
the ¢ direction, two per octant. In order to have sufficient statistics, the z bins are
coarser here than in the previous calibration step. Figure 5.29 shows the distributions
for two selected half octants. There is a clear z dependence, especially in the BBE
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Figure 5.29: z-wise electron energy calibration within a half octant of octant
5 (a) and 7 (b) after the octant and z-wise corrections.
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wheel. The observed variations are on the 1% level and reach up to 3% in some
regions. The effects may originate from variations in the LAr gap sizes which linearly
enter the charge collection and therefore the energy response. The read out cells are
fabricated with 2.35 mm LAr gaps to about 2% accuracy [44], that is the same size as
observed in the variations of the energy response. On the other hand, these variations
should average out since a single read-out cell consists of several active LAr layers and
absorber material in-between.

The energy response of the data is investigated for time dependent effects. The cu-
mulative electronegative impurities in the LAr causes a gradual reduction in the charge
collection efficiency. Since the time dependence is not corrected for on the reconstruc-
tion level, a decrease of the energy response of about 1-2% per year is expected from
the analysis of the impurity measurement system [81]. The actual time dependence
observed in the data is shown in figure 5.30, reflecting some lack of understanding. The
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Figure 5.30: Time dependent electron energy response observed in the data.
The energy calibration is applied according to the solid line.

rising step at the beginning coincides in time with a decrease of the LAr temperature,
but the change of AT = —0.1° should contribute only 0.15% to the energy response.
One (no. 2) out of seven LAr purity probes'? reflects the same jump, while the other
probes show a continuous slope. After this step, the energy response decreases in good
agreement with the expectation for the LAr impurity. While the LAr probes show a
continuous linear decrease, the energy measurement finally gets constant for about 2/3
of the luminosity. At about the time of the level off, the electronic calibration constants
constants were updated as indicated by the arrows in figure 5.30. These constants are
intended to assure linearity of the electronic chain, though they are not supposed to
change the energy scale.

The time dependent electron energy response is visible within statistical precision
in all wheels and for instance identical in the upper half (y > 0) and in the lower half of
the LAr calorimeter. Although not understanding the structure of the time dependent
energy response, the effect is corrected in all events as shown in figure 5.30 by the solid
line. As expected, no time dependences are found in the simulation.

10The LAr purity is monitored by small ionisation chambers which are equipped with a 2°Bi source,
to check the stability of the ratio of energy loss to collected charge.
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Finally, the electron energy response is investigated half octant ¢-wise. Respecting
the symmetry of the cell structure, each octant is ’folded’ at the centre (cf. figure
5.12), leading to the remaining angle @naifoctant = |Poctant|- The (inverse) calibration
factor is shown in figure 5.31 as function of @pe;f octant for the combined CB1 and CB2
wheels. The cell structure of four cells per half octant is clearly visible for the BBE-
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Figure 5.31: Half octant ¢ dependent electron energy calibration. The curves
show the respective (inverse) calibration functions applied to data and simu-
lation.

CB2 wheels, where the cell size in ¢ is larger than the typical radial shower extension
(cf. section 5.4.1). Almost the same effect but in the opposite direction is observed
in the simulation. The origin of the different detector response for electrons entering
the centre of a cell or the intersection between two cells could not be found. The cell
effect can at least not be based solely on the event reconstruction, which may cause
a non-linear cell response, since this would imply the same dependences to data and
simulation.

The half octant ¢-wise calibration is performed in the BBE, CB1 and CB2 wheels.
Since within the statistical precision the effects observed in CB2 are compatible with
those of CB1, the correction is determined and applied for the combined CB1 and CB2
wheels. The half octant ¢ distribution in the BBE wheel differs significantly from those
of CB1 and CB2, especially in the outermost cell next to the ¢ crack. No such effects
are visible in the CB3 and more forward wheels where the cell granularity doubles in
the ¢ direction.

The whole electron energy calibration is subject to iterations in order to resolve cor-
relations between the different steps. Already after the second iteration, the calibration
factors are stable within 0.5%.

Due to the lack of statistics, the electron energy calibration of [27] is taken for the
more forward wheels of FB1, FB2 and IF. As is described in detail in [82], the procedure
is as well based on neutral current DIS events but is supplemented by elastic QED-
Compton events (ep — ep<y) and by events from elastic photon-photon interactions
(ep — epete). Calibration factors are applied for each wheel and for the z crack
regions in-between. On top of this, an additional correction of about 1% in data and
simulation is applied for the FB1 wheel.
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Figure 5.32: Final result of the electron energy calibration as function of wheels
and octants. The errors include the error on the mean of the peak fit as well
as the uncertainty from the fit method (see text). The yellow band indicates
the total systematic uncertainty assigned to the electron energy measurement.

The final result of the electron energy calibration is shown in figure 5.32 as function
of the octants. The energy scales of data and simulation agree very well and provide
a precise absolute energy scale as predicted by the double angle method. The total
systematic uncertainty is illustrated by the yellow band and will be discussed below.

The Y444 measurement, which enters the double angle energy prediction, is to first
order independent of the hadronic energy scale but is affected by local inhomogeneities
in the hadronic energy response. These higher order effects are minimised by iterating
electron and hadronic energy calibrations (cf. section 5.8) alternately. Stable results
within quoted systematic uncertainties are reached after one iteration.

With the future HERA-II high statistics data sample the electron energy calibration
may become refined in the z-¢ plane, especially in the CB3 and more forward detector
region. However, in parts of the central barrel the calibration is already limited by
the prediction of the double angle energy and further improvements may require a new
approach in the definition of the reference scale.

5.7.2 Electron energy resolution

The resolution of the electron energy is studied for data and simulation using the final
energy calibration. Electron test beam measurements with the complete calorimeter
set-up yielded an electromagnetic energy resolution of [47]

o(E)  12%

E ~ \/E[GeV] ®

1% (5.7)
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where 0(F) = 0(Ee — Ejye) with Eye given by the monochromatic beam. The first
part takes into account the intrinsic and sampling fluctuations and is called sampling
term. The constant term arises from the inter-calibration of the individual calorime-
ter channels. A third term which is proportional to 1/FE and represents the noise
contribution is neglected in the following.

In contrary to the test beam measurements, the true energy Ej.,. of a particle
entering the LAr calorimeter is not known in real data from ep collisions. Instead, the
electron energy prediction by the double angle method is used as reference, which has
at least a better resolution than the calorimetric energy measurement in the selected
kinematic range (cf. figure 5.24). To minimise the energy dependence, the quantity

oE) 1% e1%-VE

VE
with all energies in GeV is studied in the following. The bias due to the finite resolution
of the double angle method is corrected for using the simulation as suggested in [82]:

o(E) ( E, — Esq ) 0[(Ee—Egen)/ \/Egen[GeV]]
VEGV]  \VEulGeVl) | o[(E. — Ea) /\/BralGeV]|

The results are presented in table 5.13 for different z impact regions of the LAr calorime-
ter which behave significantly different in terms of electron energy resolution. The
resolution o(FE)/v/E in the data is as accurate as 13-15% in the central area of the
BBE-CB2 wheels, while it is significantly worse in the vicinity of the z cracks where
part of the cluster energy is lost. The increase in resolution for the CB3 is due to

(5.8)

LAr wheel | LAr 2, region cm] | o(E)/VE [%] | (E.) [GeV] | const [%]

Data MC Data | MC
BBE (rear) z < —180.0 | 23.8£1.0 | 18.1 26.2 4.0 | 2.7
BBE —180.0 <z < —155.0 | 17.8£0.5 | 14.8 25.5 26 | 1.7
BBE/CB1 | —155.0 < z< —137.5|20.7+0.6 | 17.7 25.4 3.3 | 2.6
CB1 (rear) | —=137.5 <z < —120.0 | 14.24+0.3 | 13.1 25.9 1.5 | 1.0
CB1 —-1200 <z< -=70.013.1£0.3|12.2 27.5 1.0 | 0.5
CB1/CB2 —70.0 <z< —55.0|185+1.0]17.5 30.1 26 | 2.3
CB2 —95.0 <z < 17.5 1 14.8£0.3 | 12.9 35.8 1.4 | 0.8
CB2/CB3 175 <2< 27.5 1 18.2+£8.3 | 189 47.9 2.0 | 2.1
CB3 275 <z< 100.0 | 18.8+£1.4 | 12.7 62.3 1.8 | 0.5

Table 5.13: Resolution of the electron energy measurement with the LAr
calorimeter. ¢(E)/vE with E in GeV gives the total resolution including
the constant term. The resolutions of the simulation are taken before the en-
ergy smearing which is performed to adapt the simulation to the data. The
last columns contain the constant term for data and simulation assuming a
sampling term of 12% and using the mean energy (E.). The shaded regions
contain a z crack and are excluded from the cross section measurement.
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remaining calibration issues which cannot be addressed with the current statistics of
the data. Also shown in the table is the mean electron energy which is used to estimate
the constant term of the resolution (cf. equation 5.8), assuming the sampling term of
12%/VE as obtained from test beam measurements. The resulting constant term is
presented in the last columns of table 5.13 for data and simulation. In the CB1 wheel
a value of 1% is found for the data in well agreement with the test beam results. In the
central regions of the other wheels, the constant term is slightly higher. The energy
measurement in the BBE suffers from dead material in front of the calorimeter and
from the missing hadronic section. In the CB2 and more forward wheels, additional
data should allow to reach a 1% constant term as well. The wheel-wise differences in
resolution are well reproduced by the simulation which in general yields better resolu-
tions than observed in the data. However, a more detailed investigation would need to
include the noise contribution which has been neglected here. To achieve an accurate
energy resolution, electrons measured in the z crack regions are rejected from the cross

section determination.

Compared to the data, the resolution is overestimated in the simulation.
discrepancy is corrected for in the simulation by smearing the electron energy by the
corresponding difference in resolution as function of z impact. Figure 5.33 shows the
resolution of E,/E, s, as function of z impact for the data as well as for the simulation
before and after the adjustment to the resolution of the data. After the correction,
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Figure 5.33: Electron energy resolution, defined as the width of E./E, s, as
function of the LAr z impact position for data and simulation. The simulation
is shown with its intrinsic resolution (histogram) as well as after the adjustment

to the resolution of the data (open squares).

the data are well described by simulation. For the FB1 and more forward region, the

smearing of the Monte Carlo events is taken from [27].

The final electron energy distributions for data and simulation are shown in figure
5.34 for four different Q% regions. Apart from the overall normalisation, the simulation

provides an excellent description of the data.
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Figure 5.34: Electron energy distributions for data and simulation in four
different Q% regions. The simulation is normalised to the luminosity of the
data.

5.7.3 Systematic uncertainties of the electron energy scale

The systematic uncertainty of the electron energy scale yields one of the dominant
contributions to the cross section error and is studied in terms of correlated and uncor-
related errors w.r.t. the cross section measurement. While the correlated part affects
all cross section points in the same way, the uncorrelated uncertainty accounts for local
deviations in certain detector regions.

The correlated error of the electron energy scale arises from the uncertainty of the
reference scale, which affects the energy prediction of all wheels in a similar way. Since
the double angle energy prediction is derived from the polar angle measurements of
the electron and the hadronic final state (cf. equation 2.38), its accuracy is estimated
by varying the input quantities within errors. The error of the electron angle 6, is
taken to be 1 mrad (cf. section 5.6). The inclusive hadron angle 7444 is independent
of the overall hadronic energy scale (cf. equation 2.21), and is conservatively varied
by shifting (E—p,),,q ad D1 peq independently by the uncorrelated uncertainty of the
hadronic energy measurement of 1.7% (cf. section 5.8). The variations lead to very
small differences in the double angle energy prediction at the 0.1% level. The studies
are performed with Monte Carlo events to have sufficient statistics in all detector



92 5 EVENT IDENTIFICATION AND RECONSTRUCTION

regions. The results are verified within statistical accuracy by the data.

The correlated electron energy uncertainty is estimated to be 0.3%. The improve-
ment compared to the 0.5% correlated error of previous analyses is due to the advanced
reconstruction of the electron angle and the hadronic final state.

The uncorrelated uncertainty of the electron energy scale is studied by comparing
the octant and z-wise calibration constants derived from different data subsets or with
different methods:

e The events are split according to different ranges in ysx which implies a strong
influence on the double angle energy prediction (cf. figure 5.24b). The sub-
samples have yy < 0.1, y= € [0.1;0.3] and yx > 0.3, respectively, and among
others correspond to different regions in the electron cluster energy.

Compared to the overall energy calibration, no systematic effects are found for
the three sub-samples, which would indicate an energy dependence of the electron
energy scale.

e The events are divided into sub-samples of different ranges in the reconstructed
z vertex position. The samples of z,, < —10, 2y, € [—10;10] and 2z, > 10
cm may reveal a potential bias in the calibration for different incident angles at
the same z impact position due to the fixed reference plane of z impact. Within
statistical precision, the effects are negligible for events with electrons in the
fiducial volume of the cross section measurement. However, variations of up to
1% are observed in the rear part of the BBE and in the z crack region between
BBE and CBI1, which are however cut in the analysis.

e To study the sensitivity to tails in the E,/Fs,, distributions, the calibration con-
stants are taken as the mean value of the E./F,, distributions instead of the
mean of an asymmetric Gaussian peak fit. Small absolute trends are observed in
the BBE (CB1 and CB2) at the 0.5% (0.3%) level with octant by octant fluctua-
tions. In the BBE, the data have larger tails compared to simulation maybe due
to leakage, leading to deviations between data and simulation in some octants of

about 0.5%. Otherwise the simulation reproduces the effects of the data within
0.3% in the CB1 and CB2 wheels and within 0.7% in the CB3.

e Finally, the electron energy calibration has been tested for different event selec-
tions.

— The additional requirement of a track associated with the electron cluster,
which may provide an even cleaner data sample, doesn’t change the calibra-
tion constants at all. The same is true for variations of the (E — p,) and z
crack cuts.

— Relaxing the upper y cut to y. < 0.9 and even using the standard selection of
the cross section measurement yields an absolute increase of the calibration
factors of up to 1.5% in the BBE. However, the simulation still provides an
excellent overall description of the data.

— A NC event sample complementary to the events which have been used for
the calibration yields an effect on the calibration constants of 0.5% in the
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BBE which increased to 1.0% in the CB1/CB2 and to 1.5% in the CB3.
However, the simulation reproduces the data within 0.7% for the BBE-CB2
wheels and 1.5% for CB3.

The relative agreement between data and simulation always stays within the
range of the quoted systematic error.

The electron calibration has been proven to be robust and rather insensitive to details
in the method or the data selection.

The uncorrelated error of the electron energy measurement is estimated to be
0.63%,0.4%,1.47%,2.98% in the BBE,CB1-CB2,CB3,FB1-IF wheels, where the last
value has been taken from [16]. Thus, the total electron energy uncertainty is 0.7% in
the BBE, 0.5% in the CB1 and CB2, 1.5% in the CB3, and 3.0% in the FB1 and more
forward wheels.

The electron energy calibration has been improved compared to previous analyses
and provides smaller systematic uncertainties of the electron energy measurement. As
a consequence, the uncertainty of the absolute energy scale is no longer the dominant
contribution to the systematic error of the cross section. In addition, the effects of
the electron angle measurement and the electron identification become comparable in
parts of the phase space, in particular at high y where the electron calibration is most
precise.

Further improvements of the electron energy calibration are expected in particular
in the central and forward detector region with additional statistics from the HERA-II
run. However, since the precision of the absolute electron energy scale is presently
limited by the accuracy of the double angle reference scale, new principle methods may
have to be introduced to obtain a more precise absolute energy scale.

5.8 Measurement of the Hadronic Final State

The hadronic final state of neutral current events is usually determined in H1 as any
energy deposition in the calorimeters not originating from the scattered electron. In
the kinematic range considered in this analysis, the largest fraction of hadronic energy
flow is measured in the LAr calorimeter as shown in figure 5.35 for the hadronic trans-
verse momentum pr peq. It is supplemented by the Spacal calorimeter in the backward
direction and by the instrumented iron system to catch up mainly hadronic energy de-
posits which escape the LAr calorimeter (punch through). In order to avoid systematic
dependences on position and time variations of the efficiencies of the tracking system,
the hadronic final state is measured solely with the calorimeters without making the
attempt to improve the low energy measurements with the help of tracks measured in
the central drift chambers.

The quantities of the hadronic final state enter the cross section measurement with
minor but not negligible contribution. Most important is the measurement of the
hadronic (E—p,),,s- The total (E—p,) of the event visible in the detectors is sensitive
to initial state radiation effects. Moreover, the (E—p,) and the transverse momentum
PThad aPpeAr as a ratio in the reconstruction of the inclusive hadronic angle .4 (cf.
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equation 2.21). Therefore, the measurement of 7,4 is affected by inhomogeneities of
the calorimeter calibration, like wheel-by-wheel or octant-by-octant variations. The
uncertainty of the 7,4 reconstruction dominates the systematic error of the determi-
nation of the absolute electron energy scale (cf. section 5.7.3).

Since the kinematic range of this analysis is restricted to y > 0.05, the hadronic
final state always leaves energy deposits of a sizeable £ — p, contribution within the
LAr calorimeter. Therefore, this analysis is rather insensitive to the LAr calorimeter
noise. Since the simulation contains measured noise patterns (cf. section 4.4) and
since applying noise suppression algorithms implies removing signal contributions and
degrading the energy resolution, no noise suppression algorithm is used in the LAr
calorimeter in addition to the one on reconstruction level [44].

5.8.1 Energy Weighting in the LAr calorimeter

The energy response to electromagnetically and hadronically interacting particles, the
e/m signal ratio, of the H1 LAr calorimeter is measured to be about 1.35 for 10 GeV
particles [46] and reflects the non-compensating nature of the calorimeter.

Hadronic showers contain a strongly fluctuating electromagnetic component due
to the creation of neutral pions. The energy fraction of this component increases
logarithmically with the shower energy. This implies a non-linear energy response for
the measurement of hadronic particles. Furthermore, the fluctuations of neutral pion
contributions create significant non-Gaussian contributions to the energy measurement,
which appear as a constant term of about 4% in the energy resolution function (cf.
section 4.2.1). Both difficulties can be overcome by energy weighting, a software method
first proposed by the CCFR collaboration and later used in the CDHF experiment to
equalise the response of the electromagnetic and hadronic component in a shower [83].
The H1 LAr calorimeter has been designed such that the fine granularity allows to
identify the high density energy depositions of the primary electromagnetic component
in jets and of the neutral pion component in the hadronic energy deposits. The energy
weighting technique exploits the fact that the energy density in the electromagnetic
shower component is much larger than for the wide spread pure hadronic component.
The following method is applied cell by cell to equalise the response of the calorimeter
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due to the electromagnetic and hadronic component in the shower [44]:

Ei=w-E with w=0C;-e v +C; (5.9)

where E! and V* are the energy and volume of a cell, respectively. The weighting
function is applied to the dead material corrected energy E! of hadronic objects, if
their energy is larger than 10 GeV. The weighting factor w suppresses the cell energies
E? depending on the energy density and contains three parameters, which are deter-
mined from detailed Monte Carlo simulations of jets in the H1 LAr calorimeter. Cj is
parameterised as function of the shower energy and the calorimeter location. C , are
parameterisations of the total shower energy.

For hadronic objects with an energy below 7 GeV the weighting ansatz is replaced
by a linear function which corresponds to the signal ratio of electrons and pions in the
electromagnetic and hadronic stacks of the LAr calorimeter.

In the energy region between 7 and 10 GeV the parameters are evaluated such that
a smooth transition between both methods is obtained.

5.8.2 Improved Hadronic Energy Weighting

The potential of new weighting algorithms has been evaluated using CERN test beam
data of an FB1 module. The basic idea [84] was to replace the parameterised functional
form in equation 5.9 by tabulated weighting factors depending on the energy density
and the energy of the hadronic object. These values were generated using the true
energy of the shower tracks in the cells and their measured cell energies in detailed
simulation data.

Based on these studies the idea of using weighting tables was followed and an
algorithm was developed providing corrections to the true energy scale for the whole
H1 LAr calorimeter. The details of the algorithm including results for high and low ?
DIS data are described in [85]. The new energy weighting algorithm has been developed
in parallel to this analysis and a prototype version is used for the present cross section
measurement. A summary of [85] is presented in the following.

The weighting tables are derived with single pions which have been simulated with
the detailed simulation (cf. section 4.4). The pion energies are in the range of 0.25 to
300 GeV covering the whole LAr calorimeter. The energy scale of the weighting scheme
Egroup is determined by the sum of connected energy clusters on the Ej scale in a grid
of the azimuth ¢ and the polar angle . The true energy of the simulated particle tracks
E! .. and the measured energy E} of a cell are used to determine the weighting factors in
bins of the energy density (log,o(ES/V?)) and the energy scale (log,o(Egroup))- Within
each wheel the tables are derived separately for the electromagnetic and hadronic
stacks.

The weighting factors are derived such that the reconstructed energy in each cell
has the energy of the incident shower particles in that cell. However, zero suppression
is applied on the level of the data acquisition as well as topological noise suppression
on the reconstruction level [44]. This energy loss Ej.s is corrected for. In the Monte
Carlo simulation the energy loss due to the noise cuts is known on the true scale
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and can be parameterised as function of the shower volume of connected clusters. The
parameterisations are derived wheel-wise for the electromagnetic and hadronic sections.
No attempt is made in the algorithm to exclude clusters of electromagnetic origin,
i.e. electrons or photons.
The following sequence is applied to obtain the measured hadronic energy:

1. Obtain the weighting factor:
Determine Eg,.,, as the total energy of connected energy depositions the cell
belongs to and the energy density of the cell E}/V*. This allows to extract the
weighting constant.

2. Noise correction:
Obtain for each group of connected energy the total shower volume and estimate
the energy loss due to noise suppression from the parameterisation.

3. Adjustment of the response to single pions in the Monte Carlo simulation:
The weighted and noise corrected energy is compared to the true energy of the
simulated single pions in the LAr calorimeter.

4. Dead material corrections:
Dead material corrections are applied as implemented in the standard reconstruc-
tion software.

5. In situ hadronic energy calibration using ep data:
A wheel-wise hadronic energy calibration is performed with real data and simu-
lated data as described in the following.

The algorithm to reconstruct hadronic energy was derived using simulated data only.
Therefore it is not expected that the absolute values of the energy response in data
and simulations agree to high precision. In order to improve, both data and simulation
are adjusted to the same reference, the precisely calibrated electromagnetic scale (cf.
section 5.7). Using the transverse momentum balance of the scattered electron and
the hadronic final state in neutral current events, wheel-wise calibration constants are
introduced to adjust the hadronic energy scale on average. The quality of the procedure
and the errors of the hadronic energy reconstruction are determined by the description
of various observables (like pr, (F—p,), Ynaa, @) in data by the simulation.

Figure 5.36a shows the py balance, prhea/pr,e, as function of the jet energy for
the new weighting and for the standard reconstruction. The new algorithm provides a
significant improvement of the energy response, especially at energies below ~ 15 GeV.
The decrease at low energies originates mainly from energy losses in the material in
front of the LAr calorimeter.

The energy resolution of both reconstruction methods is compared wheel-wise in
figure 5.36b in terms of the width of the pr balance distribution. Clear improvements
of the Gaussian shape of the distributions and of the energy resolution are observed.
Especially at low energies in the central barrel area the improvements amount to up
to 25%.

Furthermore, the observables of the hadronic final state reconstructed with the new
weighting algorithm are independent of any kinematical quantities. In particular, no
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Figure 5.36: a) prpea/pre as function of the jet energy for the new energy
weighting and the standard reconstruction. b) Wheel-wise resolution for both
methods for data and simulation.

remaining pr dependence of the energy response is observed. Finally, the new weighting
yields excellent agreement between data and simulation at the 1-2% level. For details
and further distributions see [85].

5.8.3 Final Hadronic Energy Calibration using ep Data

The calibration of the hadronic final state as discussed in the previous section is not
able to describe the octant to octant variations in the data which are of the order of
a few percent for electromagnetic particles (cf. section 5.7). Furthermore, the relative
scale between the electromagnetic and hadronic part of the LAr calorimeter relies on
the Monte Carlo simulation. The transverse momentum balance of the electron and
the hadronic final state in neutral current events allows the determination of octant-
and wheel-wise factors in each calorimeter part by the use of minimisation methods to
overcome both deficits.

Events with exactly one electron and one jet are selected to obtain a well defined
pr balance and to allow the proper assignment of the hadronic final state to wheels
and octants. prp.q contains wheel- and octant-wise calibration parameters for the
electromagnetic and hadronic stacks. In a first step the relative factors between the
hadronic and electromagnetic sections of each wheel are evaluated. Aiming for the best
energy resolution, the quantity Apr/o(pr) is minimised, where

Apr = PT,had — PTe
(5.10)

o(pr) ~ const - 22

jet
to determine the calibration parameters. It is assumed that o(pr)/pr ~ o(E)/E. The
second step adjusts the octant-wise energy response by minimising Apr/pr.
Figure 5.37a shows the pr balance for the different LAr calorimeter wheels using all
high Q% neutral current events entering the cross section measurement. The enlarged
event selection partly leads to small deviations of the pr balance values from one. In
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Figure 5.37: Transverse momentum p; balance with the main contributions
in the various LAr calorimeter wheels (a) and as function of p¢ (b).

addition, the mean values of the peak fits to the pr balance distributions are shown
for each bin, while the calibration procedure adjusted the mean values. However,
excellent agreement at the 1% level is observed between data and simulation. The pr .
dependence of the pr balance is shown in figure 5.37b. Again, the simulation provides
a good description of the data. In particular, no large pr. dependence of the data over
Monte Carlo ratio is observed as in [82], which can be attributed to the improvement
due to the new energy weighting scheme.

The details of the calibration method and the results are discussed in [85]. The
total systematic uncertainty of the energy measurement of the hadronic final state is
estimated to be 2% by comparing the description of data and simulation for the pr
and y balances including their dependences on Vad, Pre, Ye, @%, Mjer and Eje. A
correlated error of 1% is assigned due to the error on the electron energy measurement
(cf. section 5.7.3).

Spacal calorimeter and instrumented iron

In the kinematic range of this analysis, the Spacal calorimeter provides only little con-
tribution of to the measurement of the hadronic final state. The Spacal longitudinal
momentum is shown in figure 5.38. Less than 3% of the events deposit energy in the
Spacal calorimeter. The energy contributions in data are well described by simulation.
The energy calibration of the Spacal calorimeter has negligible effect on the recon-
struction of the hadronic final state. The systematic uncertainty of the Spacal energy
calibration is estimated to be 5% and its effect is included in the overall systematic
error of the hadronic energy scale.

A similar statement is true for the instrumented iron energy measurement. As
shown in figure 5.38b, the data are only reasonably described by simulation. How-
ever, the iron serves mainly as tail catcher and measures the contribution of very high
energetic particles leaking through the LAr calorimeter. Therefore, the relative contri-
bution of the iron calorimeter is small and the influence of the iron energy calibration
on the overall energy measurement of the hadronic final state is negligible.
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Chapter 6

Selection of Neutral Current Events

This chapter presents the data selection applied for the inclusive neutral current cross
section measurement. The run selection and the luminosity measurement are explained
as well as the definition of the acceptance volume of the detector and the treatment
of remaining background to ensure high data quality. Finally, the NC selection is
summarised and the Monte Carlo simulation is compared to the data.

6.1 Preselection

The data considered in this analysis were taken in the 1999-2000 e*p running period.
The preselection serves a wide range of high Q?, high pr and high energy DIS physics.
It defines a comprehensive data set which allows to perform all investigations necessary
for this analysis. Besides events with identified electron candidates also event samples
from other channels, e.g. with high pr jets, are preselected. Thus redundant and also
complementary data samples are provided to ensure that all neutral current events
within the considered kinematic range are selected. Double events which appeared in
the data sample due to reconstruction defects were purged. The final selection for all
channels is the requirement of a reconstructed primary vertex. For efficiency studies,
one out of each ten events without a primary vertex is selected as well. The preselection
data sample consists of about six million events.

6.2 Run Selection and Luminosity

The data taking is performed in many “runs” which reflect changes in experimen-
tal conditions. For this analysis, runs have to be classified as “good” or “medium”
according to detector performance, read-out and background conditions.

In addition, all major components of the H1 detector relevant for this analysis
have to be fully operational, supplied by nominal high voltage, and must be included
in the read-out of the data acquisition. This concerns the LAr calorimeter and trig-
ger, the central drift chambers (CJC1 and CJC2), the luminosity system, the central
proportional chambers (CIP/COP) and the time-of-flight detectors (ToF).

101
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To guarantee a certain level of stability during data taking, runs are rejected which
correspond to an integrated luminosity of less than 0.2 nb~!.

The run selection is summarised in table 6.1. About 1.8 million data events taken
in 6646 runs survive the run selection and enter the further analysis.

run quality “good” or “medium”

high voltage on
and in read-out  LAr, CJC1 and CJC2, lumi, CIP/COP, ToF

run length Lyyn > 0.2 nb7!

Table 6.1: Run selection requirements depending on data taking conditions
and operational detector systems.

Time dependent experimental conditions

The 1999-2000 e™p data taking period is characterised by several run ranges of signif-
icantly different experimental conditions. This analysis is mainly affected by changes
in the z vertex position due to different beam settings of the HERA collider (cf. figure
6.1) and in the performance of the LAr trigger (cf. section 6.3). Both effects have
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\Y) E ¢
5
5 .
-lo j‘ L L L L ‘ L L ‘ L L L ‘ * L ‘ L L ‘ L L
2000 2100 2200 2300 2400 2500 2600
HERA fill

Figure 6.1: Mean z position of the interaction vertex observed for each HERA
fill. The variations around the nominal interaction point at z = 0 are due to
changes in the beam settings.

strong implications on the acceptance of the cross section measurement and thus have
to be well described by the simulation.

To account for these time dependent effects, the data are divided into five sub-
samples as indicated in table 6.2. All detector components relevant for the cross section
measurement show stable conditions throughout each run period. This includes the
primary vertex efficiency which is not deteriorated by the varying performance of the
tracking system (cf. section 5.2).

No attempts have been made to simulate each of these run ranges separately. In-
stead, an overall Monte Carlo set is used corresponding to constant data taking condi-
tions. In particular, the z vertex distribution is given by a Gaussian of constant mean
and width, and a perfect central tracking detector is used. The time dependences of
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# | first run | L [pb™1] | (24,) [cm] | fid. vol. | comment

1| 244963 10.3 0.47 1

2| 257590 8.1 0.82 1 | broken wire in CJC
3| 262144 16.3 0.02 2 | start of year 2000
4| 269335 20.8 3.25 3 | Zytz shift

5| 276210 10.5 3.98 4

Table 6.2: Definition of run periods with significantly different experimental
conditions. The respective integrated luminosity L, mean z vertex position
and number of fiducial volume definition are shown for each range starting
with the specified run number.

the experimental conditions and their correlations are introduced into the simulation
by adjusting the Monte Carlo simulation to the data separately for each run period.
The simulated events are assigned randomly to the five run ranges such that the event
fractions correspond to the respective integrated luminosities in the data. The z vertex
distribution is reweighted to that of the data individually for each period (cf. section
5.2). The fiducial volume definition is imposed to both data and simulation of the
corresponding run ranges.

Luminosity and Event Yield

The H1 experiment measures the luminosity using the event rate of the well calculable
Bethe-Heitler process (cf. section 4.2.6). Since these events are recorded in parallel
with the status of all detector systems, the luminosity can be determined for the time
periods, where all relevant detector components were operational and the high voltage
requirements were fulfilled.

This raw luminosity has to be corrected for the effects of so-called satellite bunches
[86]. Due to the bunch structure of the proton beam, ep interactions occur not only close
to the nominal interaction point but also occasionally in neighbouring regions which are
about 70 cm apart. Due to the restriction of the reconstructed vertex to |zy,| < 35 cm,
only a small fraction of events from these satellite bunches enters the event sample of
the cross section analysis. However, they contribute to the luminosity measurement,
since the interaction point of the almost collinear photon radiation cannot be measured.
Therefore, the luminosity is reduced to correspond to the ep interactions within the
allowed 2,er100 Tange, typically by about 5-10%.

The final data set of the cross section measurement corresponds to an integrated
luminosity of [87]

/Edt =65.99 pb™* .

The uncertainty of the integrated luminosity measurement amounts to 1.5%.

The stability of data taking is monitored by counting the number of selected data
events per recorded integrated luminosity. Figure 6.2 shows the event yield with the
final selection of this analysis for the entire data set and in addition for the further
requirement of Q%> > 500 GeV?. Indicated are also the five run ranges of the data (cf.



104 6 SELECTION OF NEUTRAL CURRENT EVENTS

NC cross section selection: e overall o Q?>500 GeV?
Fl'_| T T T T ‘: T T T \: ‘ T T T T ‘ T \: T T ‘ T T T T ‘ T T :\ T ‘ T T
g 15 [~ : ¢! »
=, i b ven 1 ]
5 1| .
N OO ® @ ® |
s 05 _
[ - |

N Ml | : |
T A BT I - L - I

0 10 20 30 40 50 60
Integrated luminosity [L dt [pb'l]

Figure 6.2: Event yield of the final data selection as function of integrated
luminosity. The overall data (full points) and those fulfilling in addition Q* >
500 GeV? (open points) are shown. The solid lines indicate the respective
average event yield of the complete data set. Each bin contains at least 500
nb~!. Marked and labelled are also the five run periods the data are split into.

table 6.2). The time dependence of the z vertex distribution and of the fiducial volume
cuts, which directly affect the acceptance of the measurement, may lead to a different
event yield for each period. Within each run range, the event yield is stable and in
agreement with statistical fluctuations.

6.3 Trigger and Fiducial Volume Definition

A trigger is needed for a fast and efficient recognition of desired events. Since the event
yield is directly proportional to the trigger efficiency, the understanding of the trigger
is important for this analysis.

Trigger requirements and efficiency

NC high Q? events are triggered essentially by the prominent signature of the scattered
electron in the LAr calorimeter. The related subtriggers used for this analysis are s67
and s75 which are both based on LAr trigger elements asking for a minimum energy
deposit in the electromagnetic section of the LAr calorimeter as well as on some timing
and veto requirements (cf. section 4.3).

The efficiency erp of a subtrigger or a trigger element (TE) is obtained using a
monitor trigger (MT) condition which is independent of the trigger element:

number of events triggered by MT and TE

(6.1)

e = number of events triggered by MT
The trigger elements LAr_electron_1 and LAr_electron_2 are monitored by subtrigger
s71 (cf. section 4.3), which is mainly based on track information and thus to a very
good approximation independent of LAr information.

The efficiencies of the LAr trigger elements depend on the energy of the cluster
deposition, showing a pronounced threshold behaviour [82]. A plateau value consistent
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with 100% efficiency is reached for electron energies E! > 11 GeV, which is therefore
introduced as event selection cut.

In order to identify inefficient trigger regions of the LAr calorimeter, the trigger
efficiency of the LAr_electron_1 trigger element is studied as function of the electron
z impact position and azimuth angle ¢, as shown in figure 6.3 for E, > 11 GeV. The

Trigger efficiency in %
100 : : : == : : : — 100
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Figure 6.3: Trigger efficiency in the z-¢ plane of the electron impact position
for E! > 11 GeV. The z cracks (hatched) and the regions of inefficient trigger
cells (boxes) are excluded from the analysis. The numbers of the boxes denote
the first run period affected (cf. table 6.2).

binning is adapted to the size of the trigger cells, which represent the smallest trigger
units of the LAr calorimeter. Most regions are consistent with 100% trigger efficiency.
However, there are also areas of significant inefficiencies whose number increases with
time. These regions can be attributed to trigger cells, which have been deactivated due
to a high noise level, and are excluded from the analysis.

The combination of timing requirements and veto conditions entering subtrigger
s67 is also very efficient and yields a total trigger efficiency for neutral current high
Q? events of above 99.9% for the entire kinematic phase space [88]. The systematic
uncertainty on the trigger efficiency is estimated to be 0.3%.
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Fiducial volume definition

The fiducial volume cuts ensure the precise measurement of the scattered electron
of NC high Q? events. The ¢ and z crack regions are excluded to obtain a reliable
electron identification (cf. section 5.3), a precise determination of the cluster position
(cf. section 5.4), and sufficient resolution of the electron energy measurement (cf. section
5.7). In addition, regions of inefficient LAr trigger cells are excluded from the analysis
as function of the time of their appearance (cf. figure 6.3).

The fiducial volume definition is applied using the impact position of the electron
which is obtained by linear interpolation between the vertex and the electron cluster
position onto a fixed LAr reference plane. In the (x,y) plane of the LAr barrel wheels,
the reference surface has an octagon (in the BBE 16-fold polygon) shape with inner
radius of 105 cm. The fixed reference surface has the advantage to be independent of
the longitudinal shower development of the electron cluster.

6.4 Electron Selection

This section is basically a recapitulation of what has been discussed in section 5.3. The
electron identification contains

e a cluster shape analysis indicating an electromagnetically interacting particle,
e an additional isolation w.r.t. hadronic activity to suppress backgrounds, and

e no further validation by requiring an associated track.

The electron identification efficiency in the data ranges between ~ 99.8% in the CB1
wheel and ~ 95% in the forward direction and is well reproduced by the simulation.
The systematic uncertainty of the electron identification is estimated to be 0.5% for
Zimp < 0 cm and 2% for z;,, > 0 cm.

6.5 Background Rejection

In spite of the clean signature of the scattered electron, background processes may
yield a sizeable contribution to the NC event sample. It is differentiated between
non-ep background and background which originates from real ep collisions.

Non-ep background

High energetic muons from cosmic rays or the proton beam-halo' can cause electro-
magnetic showers in the LAr calorimeter which may mimic electrons of high transverse
momentum.

These events may survive the NC selection requirements, if the muon or a secondary
particle leaves a signal in the tracking system which generates a reconstructed event

!Halo muons originate from the decay of charged pions produced in proton interactions with the
rest gas or the wall of the beam pipe.
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vertex or if the muon interaction occurs within the same bunch crossing of a real ep
interaction. These events are rare and therefore contribute to the NC event sample
most significantly at high @Q? where the cross section for NC events is small.

Cosmic and halo muons are efficiently rejected using a set of background finding
algorithms (QBGFMAR program package, [89]) which identify the events on the basis
of their topological patterns of long and narrow signatures in combinations of different
detector components:

e Cosmic muons predominantly traverse the detector in vertical direction. They
are recognised by
two opposite muon tracks (instrumented iron) of comparable direction,
all LAr energy matching the direction of a muon track,
all LAr energy matching the direction of two opposite iron clusters,
two CJC tracks of exactly opposite direction, or
“long” isolated LAr cluster with small electromagnetic energy content.

e Beam-halo muons cross the detector horizontally, almost parallel to the proton
beam direction. Their signatures are
atypical LAr longitudinal energy depositions parallel to the beam line,
LAr longitudinal pattern matching a deposit in the backward iron endcap,
horizontal forward muon matching a deposit in the backward iron endcap,
isolated IF LAr energy matching a deposit in the backward iron endcap, or
isolated IF' LAr energy matching a deposit in the Spacal.

The rejection power of these finders is above 85% for cosmic muons and about 95%
for halo muons while the NC signal inefficiencies are below 0.5% [90]. Actually, the
background finders reject 0.8% data events and 0.3% simulated events.

Beam-gas and beam-wall interactions may also cause background contributions
when the produced particles are scattered into the H1 detector. The typical signa-
tures are energy deposits in the backward detector components accompanied by many
tracks which point into the forward direction. The large energy depositions in the
backward region lead to large values of the reconstructed (E—p,), , of the event. For
neutral current events, the nominal (E—p,),,, is 55 GeV (cf. equation 2.22) and values
up to ~ 75 GeV can be reached due to fluctuations in the energy measurement. Thus,
a requirement of

(E=p2)or < 75 GeV (6.2)

is introduced to reject the remaining background contributions from beam-gas and
beam-wall interactions.

Applying the final data selection, the non-ep background is suppressed to a negli-
gible level. This has been verified for random events and in particular for all events
with @® > 10000 GeV? by a visual scan where no background-like events have been
found. Potential systematic uncertainties are included in the systematic error of the
subtraction of ep-induced background discussed below.
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ep-induced background

Photoproduction is the main source of ep-induced background which may contribute
to the NC event sample. Further contributions arise from low Q? DIS events, QED-
Compton scattering, and lepton-pair production.

e Photoproduction and low @? DIS background: The dominant background
contribution is due to photoproduction events, where the scattered electron es-
capes detection by the main detector through the backward beam pipe and a
final state particle is misidentified as an electron. This contribution is efficiently
suppressed by the restriction of the measurement to y, < 0.9 and by the addi-
tional electron isolation requirement (cf. section 5.3). The latter demands that in
a cone of size R = 1 around the electron the transverse energy sum Er j44,cone(e)
of calorimetric depositions apart from the electron candidate is allowed to be at
maximum 10% of the electron transverse momentum pr.

A similar rejection is obtained for NC low @Q? DIS background, where the elec-
tron is scattered into the Spacal calorimeter, but again a final state particle is
misidentified as an electron. The main contribution comes from events with two
jets where one of them fakes the electron and the other accounts for the trans-
verse momentum balance. Due to the 1/Q* dependence of the cross section, this
contribution is even further suppressed than that of vp. However, a few events
with @2 ~ 1000 GeV? and large y. < 0.9 have been observed which have a com-
pact energy deposition in the Spacal calorimeter that is not recognised to be an
electron. This kind of events is rejected if the Spacal energy deposit is compatible

with being the scattered electron of a NC low Q? event.

e Elastic QED-Compton and vy events: QED-Compton and vy events may
pass the NC selection if an electron (or photon) is scattered into the acceptance
of the LAr calorimeter. The contribution to the NC data sample is efficiently
suppressed by detecting their characteristic signature: They have two localised
electromagnetic energy deposits, low track multiplicity, at most small energy de-
posits in the hadronic section of the LAr calorimeter (Ehaq/Eir < 15%), and
no activity in the proton remnant fragmentation region (n > 3). Furthermore
rejected are events which contain only two identified electron (or photon) candi-
dates being well balanced in transverse momentum. As obtained from simulated
NC events, the signal inefficiency is below 0.3% while about 95% of the back-
ground is excluded. The residual background contribution is negligible.

The only remaining background contribution comes from ~yp events and is statistically
subtracted from the data. At large y, it amounts to about 1-2% on average and increases
to almost 5% at highest Q. Otherwise the background contribution is negligibly small.

The correct simulation of the background events has been verified with real data
for a phase space region which is dominated by photoproduction background. For this
purpose, events are selected where the electron is detected in the electron tagger of
the luminosity system. The agreement between data and simulation is found to be
within 30% which thus is quoted as the systematic uncertainty of the subtracted ~p
background.
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6.6 Final Selection and Control Distributions
The NC selection requirements are summarised below:

e run selection

e events triggered by s67, s71 or s75

e reconstructed primary interaction vertex with |2y, | < 35 cm

e clectron identification as electromagnetic particle with additional isolation
o E/ > 11 GeV

e 35 < FEF—p, <7 GeV

e 0.05 <y, <0.9

e LAr calorimeter acceptance volume, exclude electrons in z and ¢ cracks:
Zeimp > —180 cm,
Zeimp ¢ [—155; —137.5], [—70; —55], [17.5; 27.5], [100; 120] cm,
|mod(@e,imp, 45°)| < 2°

e LAr trigger acceptance volume
e rejection of non-ep background
e rejection of NC low @2, elastic QED-Compton and +y events

e visual scan of events with Q? > 10000 GeV?

In summary 91423 events are selected and define the data sample for the cross section
measurement.

The neutral current event sample is presented in the following to demonstrate that
the simulation provides a good description of the data. Thus, the Monte Carlo simula-
tion is suitable to be used for the acceptance correction of the data at the cross section
determination which is presented in the following chapter.

In all distributions shown below, the simulations of neutral current and background
events are normalised to the luminosity of the data. The error bars represent statistical
errors only.

The z vertex distributions of data and simulation have already been shown in figure
5.6, verifying that the simulation reproduces the beam dependences observed in the
data.

The variables of the scattered electron are presented in figure 6.4. The energy
distribution reveals a sharp maximum for the region of the kinematic peak (E. ~ E,)
and extends up to values of a few hundred GeV. The spectrum of the polar angle falls
rapidly towards small angles reflecting the 1/Q* dependence of the cross section. Apart
from an offset in normalisation of about 3% (see below), the data are well described by
the simulation. The contamination of yp background appears mainly at low electron
energies and extends over the whole range of the polar angle.

Figure 6.5 shows control distributions for the hadronic final state. Good agreement
is observed between data and simulation for the transverse momentum pr .4 and the



110 6 SELECTION OF NEUTRAL CURRENT EVENTS

a) . . b)
-S 7\\\\‘\\\\‘\\\\ L \\7 -S :II T T T IIIIII ] IE
f 8000 e pata - f 10 4 = =
2] | — MC i 12 af §
S 6000 [ ypBG : s 0F E
it - 1 2f N
4000 |- - 10%f
2000 [~ . 10 g E
O L ‘ : 1 %I L LLll I
2
0 10 20 30 40 10 10
E. [GeV]
) ¢ [
Q 107 Figure 6.4: Electron energy E. for
%) af data (full points), NC simulation
S . F (histogram) and yp background sim-
o 102 ulation (hatched) on a linear (a) and
g logarithmic (b) scale. The distribu-
10 g tion of the polar angle 6. is shown in
- (c). The simulations are normalised
1 E to the luminosity of the data.
0

O]
—
o
—

inclusive hadron angle p,4. The same is true for the transverse momentum balance be-
tween the hadronic final state and the scattered electron pr pqq/pr,e Which furthermore
demonstrates a consistent absolute electromagnetic and hadronic energy scale.

Finally, overall event variables are shown in figure 6.6. For both the total trans-
verse momentum measured with the calorimeters, pr ..., and the total longitudinal
momentum balance, (E—p,),,, the simulation provides a reasonable description of
the data. Since the electron has been proven to be well described, the remaining de-
viations can be attributed to the measurement of the hadronic final. However, the
quantities of the hadronic final state only yield a marginal contribution to the cross
section measurement. Thus the residual deviations between data and simulation can
be neglected.

In order to discuss the absolute normalisation between data and Monte Carlo pre-
diction, figure 6.7 presents the event ratio of data to simulation for the five run periods.
Except for the first period, the event yield for the data is significantly higher compared
to the prediction by simulation, especially for the fourth run range. However, taking
into account the uncertainty of the integrated luminosity of 1.5%, the overall excess is
a 20 effect. Nevertheless, extensive studies have been performed separately for each
period. Apart from the time dependent effects which are already considered by the
treatment of the four run periods, nothing particular has been found and the deviation
could not be traced back to a known source.
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The simulations
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Chapter 7

Cross Section Measurement

In this chapter, the determination of the neutral current cross section is presented.
The division of the kinematic plane in bins of @? and z is defined and the extraction
procedure of the cross section, which is based on the number of events measured in
each bin, is described. The effects of the dominant systematic uncertainties on the cross
section, which have been determined in the previous chapters, are discussed. Finally,
the cross section results are presented and compared to other analyses.

The obtained result provides the foundation for the subsequent search for physics
beyond the Standard Model. Hence, the present analysis aims for a comprehensible
and systematically well understood cross section measurement. In this context, the
focus is put on the high Q? region and at least moderate values of z and ¥.

7.1 Cross Section Measurement Procedure

This section describes the cross section determination. The kinematic plane is divided
into bins of Q% and x. The cross section is defined by the number of events observed
in a bin and the integrated luminosity (cf. equation 4.3). An imperfect detector and
radiation effects imply inefficiencies and migrations of reconstructed events between
the bins which have to be corrected for.

Binning definition

The cross section is measured in this analysis in bins of ? and z of the kinematic plane.
The definition of the bins is visualised in figure 7.1 and follows previous measurements
[27, 78]. The bin sizes are chosen according to the statistical precision and the resolution
of the Q? and x reconstruction provided by the electron (e) method. The resolution is
always better than the width of the respective bin [82]'.

Acceptance effects are studied with simulated events which provide both recon-
structed and generated true variables. The stability (S) and purity (P) variables are

I This statement is true for both the e and eX reconstruction methods which provide comparable
precision in the kinematic range of this analysis.

113
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Figure 7.1: Definition of the cross sections bins in the Q?-z plane. The bin
boundaries are indicated by the vertical and horizontal lines, the centres are
marked by full points. Also shown are the lower and upper y cuts and the
E! =11 GeV requirement.

introduced to quantify the migrations between different cross section bins:

S = NMC /NMC

rec+gen gen+sel (7 1)
— MC MC ’
P = Nrec—l—gen/Nrec .

The stability gives the fraction of selected events which are reconstructed in the same
bin they were generated in. In comparison, the purity denotes the fraction of events
generated in the same bin they are reconstructed in. With other words, the stability
and purity (strictly 1—S and 1— P) quantify the fraction of events migrating out of and
into the bin, respectively. They are a measure of the correlations between generated,
true variables and their reconstructed values.

For the bins of the cross section measurement, both stability and purity are required
to exceed 30%. This allows to apply the acceptance corrections bin by bin to the
data as obtained from simulation. The stability and purity are shown in figure 7.2 as
determined from simulation using the electron method for the kinematic reconstruction.
They both reach large values of 70-80% at low values of x corresponding to large y
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Figure 7.2: Stability and purity of the cross section bins reconstructing the
kinematics with the electron method.

where the electron reconstruction method provides excellent resolution (cf. section 2.4).
The stability and purity get worse with increasing z, i.e. decreasing ¥, in particular for
y approaching the minimum requirement of y > 0.05.

The acceptance of a bin is defined as

A= NNE/NJE (7.2)
and quantifies the fraction of reconstructed events compared to all events which were
generated in that bin. The acceptance comprises two parts, one is the intrinsic accep-
tance of the detector, that is where a measurement in principle is possible. The second
contribution is given by the efficiency e that an event within the detector acceptance
is indeed measured and contains e.g. the electron identification efficiency. Thus, the
acceptance A represents the overall probability to measure an event. The acceptance
enters directly into the cross section calculation and is larger than 30% as well for all
bins of this analysis.
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Extraction of the Cross Section

In principle, measuring a cross section is as simple as counting events. However, the
number of observed events needs to be corrected to the number of real events given a
perfect detector with complete coverage, no cracks, perfect particle recognition, infinite
resolution, no background contamination, no radiation contributions and so on. In the
present analysis, the cross section is corrected for all these effects bin by bin.

The cross section measured in a single bin in z and Q? is defined by

dQO' B Ndata _ Nbg . l 5bc 1

dr dQ? L A 1 4 grad

(7.3)

where

e N4 is the number of data events observed in that bin.

e N% is the number of background events which survive the selection and is esti-
mated by simulation.

e L denotes the total integrated luminosity of the data.

e A is the acceptance as defined in equation 7.2 and accounts for the detector
acceptance and efficiencies.

e §% is the bin centre correction and accounts for the finite bin size as well as for
the fact that the centre of gravity of the x and Q? distributions in general does
not agree with the bin centre. It converts the cross section averaged over a bin
i of finite size A%; = i mae — Tigmin and AQ] = Q3,,,, — QF i, into that at the
chosen bin centre position (z; ., ?’C),

d*c

dz dQ® T=1i,,Q2=Q7

5bc:
Zi,mazx Q?,maa: d20. )
dz dQ?
L. /Q2 dzage © Q@

2, min z,mzn

e 62 contains the radiative QED corrections as discussed in section 2.3.

Whenever accessible, the efficiencies and the acceptances are determined directly
from the data and the simulation is adapted accordingly (cf. chapters 5 and 6) to
reproduce the data. The acceptance correction is finally taken from the Monte Carlo
prediction (cf. equation 7.2),

A= AMC (7.4)
The bin centre correction is obtained solely from simulation according to
d2 O'MC NMC

— rec . Sbe
drdQ?  LMC.AMC o (7.5)




7.2 SYSTEMATIC UNCERTAINTIES 117

where £M¢ is the luminosity represented by the Monte Carlo events. The QED ra-

diative corrections are taken into account by using a Monte Carlo simulation which
contains radiation processes and comparing to a cross section calculation on born level,

d20.SM
1 dzx dQ2 Born
14orad — @gMO (76)
dr dQ? |4

Applying equations 7.4-7.6, the cross section definition of equation 7.3 simplifies to:

d20' Ndata _ Nbg ,CMC dZUSM
dzdQ? ~  NMC L drdQ?

rec

. (7.7)

Born

This procedure defines the cross section measurement for each bin in z and Q2. It
is important to stress that the corrections to the cross section which are obtained from
the simulation depend on the cross section input, in particular on the parton densities
used for the generation of the Monte Carlo events. That is why for the present analysis,
the simulated events are reweighted to the cross section prediction corresponding to
the H1 1997 PDF Fit (cf. sections 2.5 and 4.4) which has been proven to reproduce
the H1 data [27]. In addition, the control distributions presented in section 6.6 provide
confidence that the Monte Carlo simulation is well suited for the determination of the
corrections.

7.2 Systematic Uncertainties

The sources of systematic uncertainties relevant for the NC cross section measure-
ment and their actual size have been discussed in the previous chapters. This section
describes their implications on the measured cross section.

The systematic uncertainties are separated into correlated and uncorrelated parts
w.r.t. the cross section measurement. A correlated error affects the cross section mea-
surement of all bins simultaneously, e.g. the correlated error on the electron energy
scale represents a possible overall shift in the absolute energy scale which may imply
certain modifications to the cross section result. Of course, correlated errors may lead
to different changes to the cross section in different kinematic regions. Contrary, uncor-
related uncertainties reflect local fluctuations or deficiencies and may affect the cross
section of each bin separately. The total systematic uncertainty is obtained by adding
the individual contributions in quadrature. All errors are assumed to be Gaussian and
reflect the 1o range of a Gaussian distribution.

Determination of the systematic cross section uncertainties

The general implications of various systematic error sources on the cross section mea-
surement concerning efficiency and resolution effects of the detector have been investi-
gated in [74] using a fast parameterisation of the detector response. However, the final
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dependences of the cross section are derived directly from the data. Actually, the full
simulation is used to minimise the influence of statistical fluctuations and the results
are cross-checked with the data.

The implication on the cross section result due to systematic effects is studied for
each source of systematic uncertainties. Cross sections are determined by varying a
variable according to the estimated systematic error and the corresponding change in
cross section is evaluated bin by bin. To minimise the impact of finite statistics and to
identify non-linear cross section dependences on the systematic shifts, the variations
are performed repeatedly within the typical range covered by the systematic error. The
actual systematic error on the cross section is taken from a smooth parameterisation
of the observed dependence.

The procedure is illustrated in figure 7.3 for the correlated uncertainty of the elec-
tron energy scale for selected bins of the single differential cross section do/dQ? using
the e method for the kinematic reconstruction. At low @2, the cross section decreases

&
S—r

b
Q? =250 GeV? ) Q? = 2000 GeV? Q? = 12000 GeV?

LB LA S R BB NI I Frprrrrjrrrrjrrrryrrrr14

20
10;

Aolo [%] &
o &

Aolo  [%]

Aolo  [%]
N
(6]
‘HH‘HH‘HH‘

10 | = 75
- \\\\‘\\\\l\\\\‘\\\\\7

|
5 -25 0 25 5 5 -25 0 25 5 5  -25 0 25 5
AEL/E, [%] AEL/E, [%] AEL/E, [%]

KN
o

\\\\\‘\\\\i\\\\‘\\\\‘\z \\\\\‘\\\\i\\\\‘\\\\‘\i

Figure 7.3: Dependence of the single differential cross section do/dQ? on sys-
tematic shifts of the electron energy scale for @* = 250 (a), 2000 (b), and
12000 (c) GeV?. The solid curves represent the respective fit of a quadratic
curve to the points.

with rising energy scale while the opposite dependence is observed at large values of
Q?. At intermediate Y%, the distribution turns over between both cases showing a
strong non-linear behaviour. Here, the cross section measurement is rather indepen-
dent of the electron energy scale. Even though error propagation (cf. equation 2.26)
yields 6Q?/Q? ~ §E!/E! and therefore predicts a rising slope, effects of migrations and
selection cuts may dominate the cross section dependence.

The cross section dependence is parameterised by a quadratic curve which is re-
quired to cross the origin. The value of the function for the estimated size of the
systematic error defines the systematic uncertainty of the cross section. For the un-
correlated errors, the mean value is taken from the shifts for positive and negative
changes. The correlated uncertainties are given for both directions to provide access
to their asymmetric behaviour.

Figure 7.4 shows the cross section dependence on the electron energy scale within
the same Q? bins as above each for a selected x bin of the double differential cross
section d?c/dx d@?. In addition, the eX reconstruction method is compared to the e
method, revealing clear difference between both methods and indicating the impact
of the choice of the reconstruction method. There are tremendous differences in size
and shape of the cross section modifications between both reconstructions methods
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Figure 7.4: (a-c) Dependence of the double differential cross section
d?c/dz dQ* on systematic shifts of the electron energy scale for the same ?
bins as in figure 7.3 each for a selected x bin. Shown are the results using the
e method (full points) and the eX method (open squares) for the kinematic
reconstruction. The solid curve represents the fit of a quadratic curve to the
points of the e method.

and also for each individual method in different parts of the phase space. For given
@Q?, the contributions of all 2 bins average to the result of the single differential cross
section. The comparison of the absolute values of figures 7.3 and 7.4 suggests large
cancellations between different = bins.

Results of systematic uncertainties

The systematic uncertainties of the NC cross section are presented in the following.
They were determined for the e method which is used for the kinematic reconstruction.

e Electron energy scale, cf. section 5.7:

The total uncertainty of the electron energy scale (529: depends on the z impact
position of the electron at the surface of the LAr calorimeter and is estimated to
be 0.7% for Zimp < —150 cm  (BBE wheel),

0.5% for =150 < zipmy < 20 cm (CB1,CB2),

1.5% for 20 < zjp < 110 cm  (CB3),

3.0% for Zimp > 110 cm  (FB1 and more forward).
The correlated part contributes with 0.3% to the total uncertainty and comes
mainly from the possible bias of the calibration method. The corresponding
uncertainty of the single differential cross section is of the order of 1-2% at low
Q?, decreases to a negligible level (<0.5%) for Q% ~ 2000 GeV? and reaches 10%
at highest Q% values. The error of the double differential cross section rises with
z from <0.5% to ~ 1.5% at low and intermediate % values and reaches up to
40(8)% at x = 0.65 and highest @ for the uncorrelated (correlated) part.

e Electron polar angle, cf. section 5.6:
The correlated uncertainty of the electron polar angle is 1 mrad and 3 mrad for
Zimp < 0 and 2,y > 0 cm, respectively. This leads to systematic error of the
cross section measurement of typically 0.5% and increases for Q2 > 5000 GeV?
reaching about 5% for largest values of z.
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e Electron identification, cf. section 5.3:
An uncorrelated uncertainty originates from the electron identification efficiency
and is estimated to be 0.5% for z;m, < 0 cm and 2% for 2y, > 0 cm. This affects
the cross section with a systematic uncertainty of 0.5% in the better part of the
phase space, approaching 2% for Q? > 5000 GeV2.

e Hadronic energy scale, cf. section 5.8:
An uncorrelated error of 1.7% and a correlated error of 1% is assigned to the
hadronic energy measurement, resulting in a total systematic uncertainty of 2%.
Since the e method is used for the kinematic reconstruction, the impact on the
cross section is negligible ( < 0.1% in general, ~ 1% at highest Q?).

e Photoproduction background, cf. section 6.5:
A 30% correlated uncertainty is assigned to the subtracted photoproduction back-
ground. This leads to an average systematic error of 0.5% of the cross section
measurement at large values of y and has negligible effect otherwise.

e Trigger efficiency, cf. section 6.3:
A 0.3% uncorrelated error is considered for the trigger efficiency which converts
directly into an uncorrelated systematic uncertainty of 0.3% on the cross section
measurement.

o QED radiative corrections, cf. section 2.3:
Comparisons of different calculations of the QED radiative corrections in the
leading log approximation have shown agreement on the few percent level [16, 82].
Thus, an uncorrelated error of 1% is estimated for the QED radiative corrections
themselves which propagates directly to the cross section measurement.

e Luminosity measurement, cf. section 6.2:
The uncertainty on the luminosity measurement has been determined to be 1.5%.
It represents a purely correlated error of the cross section of the same size, since
the luminosity provides a common normalisation factor for all cross section points.

Systematic effects due to beam energy shifts have been found to be negligible. For a
few percent of the data the beam energies are about 0.1% below the nominal value.
The statistical uncertainty corresponding to the finite number of Monte Carlo events
is treated as uncorrelated systematic error. The tables of the systematic uncertainties
for the single and double differential NC cross sections are given in appendix A.

A summary of the systematic error sources is presented in table 7.1 along with
their typical implications on the cross section measurement for the majority of the
kinematic phase space and in extreme kinematical regions. The uncertainty of the
electron energy scale provides the main contribution to the systematic error of the
cross section measurement. However, due to the large improvements of the electron
energy calibration and also of the electron angle measurement, other sources than the
electron reconstruction become of comparable size in parts of the phase space. The
QED radiative corrections even yield an increased sensitivity to theoretical issues.

The total correlated and uncorrelated systematic uncertainties are presented in
figure 7.5 for the single and double differential cross section measurements. They are
compared to the statistical error of the data which increases with @? and z according to
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Source Systematic error contributions [%]
general ‘ maximum

Electron energy (unc.) 0.5—2|10—-40 for z =0.65

Electron energy (cor.) 0.5—-1.5 8 for x =0.65

Electron polar angle (cor.) 0.5 5 for highest Q? and =

Electron ID (unc.) 0.5 2 for @Q? 2 5000 GeV?

Hadronic energy (unc./cor.) 0.1 1 for highest @Q?

Background subtraction (cor.) 0 0.5 at high y

Trigger efficiency (unc.) 0.3 0.3

QED rad. corrections (unc.) 1 1

Luminosity (cor.) 1.5 1.5

Table 7.1: Typical and maximum systematic error contributions to the NC
cross section.

the cross section prediction. The step-down of the statistical error between Q% = 2000
and 3000 GeV? is due to the change of the bin size (cf. figure 7.1).

The systematic errors dominate the total cross section uncertainty of the single
(double) differential cross section for Q2 < 1000(500) GeV?. The total correlated error
which is dominated by the 1.5% uncertainty of the luminosity measurement, amounts to
about 2% and is almost independent of ? but increases towards high . The correlated
and uncorrelated errors are of similar size in the intermediate Q° region. However, the
uncorrelated part yields the predominant contribution to the total systematic error,
especially at large Q? where it is mainly driven by the electron energy scale uncertainty.
The double differential systematic uncertainties show clear dependences on x which are
averaged out for the single differential case.

Comparison of e and e} reconstruction methods

In the present analysis, the e method is used for the kinematic reconstruction which
relies solely on the energy and angle measurements of the scattered electron. However,
the cross section result is obliged to be independent of the reconstruction method.

The eX method provides an alternative way to reconstruct the event kinematics (cf.
section 2.4) and is used to verify the cross section measurement. It depends in addition
to the electron variables on the hadronic (F — p,) measurement and is less sensitive to
radiative corrections (cf. figure 2.5). The comparison of the two methods is shown by
the corresponding double differential cross sections in figure 7.6. Of course, both results
are highly correlated since they rely on the same data set. However, the good agreement
between both reconstruction methods provides confidence that the measurements and
the radiative corrections are controlled on the level of the systematic uncertainties.
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Figure 7.5: Statistical (full points), uncorrelated systematic (open triangles)
and correlated systematic (open squares) errors on the single (a) and double
(b) differential NC cross section measurements.
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Figure 7.6: Comparison of the reduced NC cross sections as obtained using
the e method (full points) and eX method (open points) for the kinematic
reconstruction.

7.3 Cross Section Result

This section presents the single and double differential NC cross section results with
full errors as obtained from the present analysis. The data are compared to the Stan-
dard Model prediction which is based on the H1 1997 PDF Fit (cf. section 2.5) and
which is mainly constrained by low @? data. Due to the insufficient knowledge of the
parton densities (cf. section 2.5) no attempt is made to quantify the uncertainty on the
Standard Model prediction.

In all figures, the inner and outer error bars represent the statistical and the
quadratic sum of statistical and uncorrelated systematic errors, respectively. The cor-
related uncertainty is shown as shaded band around the Standard Model prediction.
The luminosity uncertainty of 1.5% is not included in the error band, since it dominates
the correlated systematic uncertainty and simply corresponds to an overall shift of all
cross section points.
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Figure 7.7: The reduced cross section as function of = for different values of
Q*. The data (points) are compared to the Standard Model (SM) prediction
(line). The error bars represent the statistical and uncorrelated systematic
errors, while the correlated error is hidden within the lines.

Figure 7.7 presents the reduced NC cross section in bins of ? and as function of
x. The measurement contains 91 measurement points and covers the kinematic range
of 200 < @Q? < 30000 GeV? and 0.0032 < z < 0.65. The data show the famous, steep
rise of the cross section towards low x and are in good agreement with the prediction
by the Standard Model. The measurement is statistically limited at highest Q? values.
Due to the y > 0.05 requirement, which is needed to allow a precise reconstruction of
the event kinematics, large values of = are only accessible at highest Q2.

To allow a better evaluation of the reduced cross section data, the ratio of the data
to the Standard Model prediction is shown in figure 7.8. In general, the data agree with
the Standard Model prediction. Maybe apart from the Q% = 3000 GeV? bins, there are
no obvious systematics trends depending on z at fixed Q% and the variations within
each bin are well consistent with statistical fluctuations. At low and intermediate Q?
values of Q®> < 2000 GeV?, the data show an overall offset of about a few percent
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Figure 7.8: Ratio of the NC reduced cross section data to the Standard Model
prediction which is based on the H1 1997 PDF Fit (“H1 97”). The error
bars represent the statistical and uncorrelated systematic errors, while the
correlated error is shown by the shaded band.

above the prediction. However, considering the 1.5% luminosity uncertainty and the
unknown error on the Standard Model cross section which is expected to amount to at
least a few percent, the observed deviations are found to be not significant.

To quantify the agreement between data and Standard Model prediction, a x? fit
has been performed which contains the statistical and systematic cross section errors.
The overall fit yields a perfect agreement of x? = 90.2 for 91 data points. However, 62.7
units come from 44 points of the restricted @ > 1000 GeV? region, indicating some
overestimation of the errors at low Q? and at the same time some underestimation at
large values of @?. The missing point may be our ignorance of the uncertainty of the
Standard Model prediction which is related to the proton parton densities (cf. section
2.5).

The Standard Model prediction is based on the DGLAP evolution equations which
evolve the parton densities for fixed z along Q2. Thus, the reduced NC cross section
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Figure 7.9: NC reduced cross section at high z as function of Q2. The error
bars represent the statistical and uncorrelated systematic errors, while the
correlated error is shown by the shaded band.

is shown in figure 7.9 as function of Q? for large values of z. In the kinematic region
of high z, the valence quarks carry most of the proton momentum. The data are
reasonably described by the Standard Model QCD prediction, the x? test yields 48.8
units for 42 data points. The decrease of the cross section at highest Q? values is due
to the negative interference of the photon with the Z° boson.

Figure 7.10 presents the single differential cross section do/d@Q?. The NC cross
section falls by six orders of magnitude, reflecting the strong 1/Q* behaviour of the
photon exchange contribution to the cross section. A closer look is provided by fig-
ure 7.11 showing again the ratio of the measured cross section to the Standard Model
expectation. As already seen in the reduced cross section, the data surpass the pre-
diction. In particular at Q% ~ 1000 GeV? the data show a prominent structure which
is hard to explain just with the experimental errors of the cross section. However, the
data are consistent with an overall shift of about 3% in normalisation. The minimum
of the correlated systematic uncertainty at Q2 ~ 2000 GeV? reflects the insensitivity of
the cross section measurement to the absolute electron energy scale in that kinematic
region (cf. figure 7.3).

A lot of further systematic investigations have been performed to look for so far
unknown systematic error sources:

e The events of selected bins of the double differential cross section were explicitly
scanned for background events.

e The cross section was determined with stronger kinematic requirements and sep-
arately for different kinematic regions.
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e The electron energy calibration was checked extensively going beyond what has
been discussed in section 5.7. For instance, local variations at least of the size of
the quoted systematic uncertainty were imposed to the energy scale as function
of the electron z and ¢ impact positions. However, huge biases are needed to
obtain the observed cross section variations. Furthermore, to account for deficits
in the double angle reference energy, the energy calibration and the subsequent
cross section measurement were restricted to regions of optimum kinematic re-
construction.

e Local effects of the LAr calorimeter structure were investigated, e.g. by studying
slices in 2.y, tightening 2z crack cuts and elongating or compressing the LAr
coordinates also periodically corresponding to some influence by cell structure.

e Systematic studies were performed of shifts in the z vertex position within the
tolerance of the vertex fit. This was motivated by the observation of a few
events where the primary vertex is reconstructed solely from the electron track
but which have additional hadronic final state tracks pointing to an alternative
primary vertex.

e A direct z vertex dependence of the cross section was studied by separately
determining the cross section for z < —7.5 cm, =75 < 2 <75 cm and 2z > 7.5
cm.

The variations of measurement quantities were performed within their typical uncer-
tainties and partly even exceeding the range of quoted systematic errors. All effects
if at all observable were found to be small compared to the size of effects caused by
the known the systematic error sources of this analysis. The result of this investiga-
tion confirmes the systematic error treatment and provides confidence that no other
experimental systematic uncertainties of relevant influence are involved.

Consequently, the prominent variations in the cross section measurement must be
attributed to statistical fluctuations or external issues such as the incomplete knowledge
of the parton densities of the proton.

7.4 Comparisons to other Measurements

The present NC cross section measurement is compared to the result published recently
by H1 on the same data set [16]. Figure 7.12 shows the NC reduced cross section data
of both measurements each of them normalised to the cross section prediction based
on the H1 1997 PDF Fit. Good agreement is observed between the measurements in
normalisation and for the most parts even on details of the bin-by-bin variations. Both
results are highly correlated, of course, since they are based on the same data set.
However, the measurements are rather independent of each other in terms of the data
analysis and in particular of the event reconstruction: The published result is based on
the eX reconstruction method and applies different procedures for the electromagnetic
and hadronic energy calibration. In addition the electron z cluster position is measured
in the standard way, and the hadronic final state is reconstructed using the original
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Figure 7.12: Ratio of the NC reduced cross section data to the Standard Model
prediction which is based on the H1 1997 PDF Fit (labelled “H1 97”). The
present data (full points) are compared to the result published by H1 on the
same data set [16] (open squares). The error bars represent the statistical and
uncorrelated systematic errors. The correlated error is shown by the shaded
band and does not include the luminosity uncertainty of 1.5% which both
measurements have in common.

energy weighting procedure. Thus, the comparison provides an appropriate consistency
check and confirms a proper data handling.

At low and intermediate Q? values, the published measurement extends to the large
x region, corresponding to very low values of y < 0.05. This range is accessible using
the eX method (cf. section 2.4) for the kinematic reconstruction. However, at very
low y, the hadronic final state is restricted to the far forward detector region and the
measurement gets quite sensitive to noise contributions of the LAr calorimeter [82].
Its impact on the cross section measurement is reflected by the strong increase of the
correlated error towards low y, i.e. large . Thus, there are even good experimental
reasons to omit this region from the present analysis.
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7.5 Summary

The present NC cross section measurement benefits from large improvements achieved
in the event reconstruction and in particular the measurement of the scattered electron.
The typical total precision of the cross section result is about 3% at low Q? and 5%
for the double differential cross section at Q? ~ 1000 GeVZ.

Apart from an overall shift in normalisation of about 3%, the present results are
in good agreement with the Standard Model QCD prediction and with competitive
measurements. The improved treatment of systematic errors takes into account asym-
metric uncertainties and will be exploited in the contact interaction fits to the data
presented in the following chapter.



Chapter 8

Statistical Analysis

In this chapter, the neutral current cross section measured in the first part of this
analysis is investigated to look for the effects of electron-quark contact interactions
beyond the present Standard Model. An upper bound on the radius of light quarks
and lower limits on the scales of various compositeness models are evaluated applying
a %2 fit. A novel ansatz is used in the fits to reduce the influence of the uncertainties of
the proton parton densities on the results. Finally, the results are compared to searches
for contact interactions carried out by other analyses.

Specific emphasis is put here on a careful treatment of systematic errors and of
their correlations. Deficits of analyses done so far have been found and eliminated.
Of course, as long as there is no signal observed, people in general don’t care too
much about systematics and take notice only of results with strongest exclusion limits.
However, this attitude would change dramatically in the presence of a signal or its
experimental hints. The methods developed here will prove useful for future HERA-
IT high statistics analyses which will reach a new sensitivity to physics beyond the
Standard Model.

8.1 Introduction and Fit Method

The compatibility and consistency of a cross section measurement with a prediction
based on a theoretical model can be quantified by statistical means. A probability
density function f(z, ) with known parameter « predicts the frequency with which
random data z will show up in a given range. However, having done a measurement x
one generally wants to solve the inverse problem of making inferences about .

In the present analysis, the frequentist approach is used to determine confidence
intervals of a from the observed data. Frequentist methods provide the probability to
obtain various data sets for a given hypothesis, i.e. the frequency of measurements from
in principle repeatable experiments. In practice, these frequencies are often determined
from Monte Carlo experiments.

The method of maximum likelihood is the most general method of parameter es-
timation. Suppose a set of independently measured quantities x; which come from a
probability density function f(z;, ), where « is a set of unknown parameters. The
method of maximum likelihood consists of finding the set of & which maximises the

131
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joint probability density for all data, given by the likelihood function £ =[], f(z;, a).
It is usually easier to maximise the logarithm of this function by solving the equation
dlnL/0a = 0.

The method of least squares, which will be used in the present analysis for parameter
estimation, follows from the maximum likelihood theorem assuming normal distributed
measurements y; at the points z; with mean p(z;, @) and variance o2. Then

2
X n L + cons E o7 (8.1)

i

is the x? function which in practice provides easy access to extract the parameters o.
Maximising the likelihood function is equivalent to minimising the x? function.

If the point errors ¢; = y; — u(x;, ) are Gaussian distributed and assuming that the
model is correct, the minimum x? of repeated measurements will be distributed as a x?
random variable with n4,; degrees of freedom. ng, is the number of measurement points
minus the number of free parameters entering the prediction and gives the expectation
value of a x? distribution. Thus the ratio x?/ng, is a measure of the compatibility of
the data with the model and yields the Goodness of Fit (GoF). The GoF is typically
given as the probability P(x? > x2%,,) to obtain a measurement which is at least as
incompatible with the hypothesis as the data actually observed.

The minimum of equation 8.1 defines the least-squares estimators & also for the
more general case where the y; are not Gaussian distributed as long as they are inde-
pendent. If they are not independent, the estimators are determined by the minimum
of

X' = (Y =M(a))" V7' (Y - M(a)) , (8.2)

where Y and M(«) are the vectors of the measurements y; and predictions pu(z;, @),
respectively, and V; ; = cov[y;, y;] is the covariance matrix.

In many practical cases, the problem is restricted to the situation where the pre-
diction p(x;, ) is a linear function of the parameters a. Minimising x? in this case
reduces to solving a system of linear equations. Otherwise, if the problem is non-linear,
the x? minimum may be found iteratively. The CERN program MINUIT [91] contains
numerical methods to find such solutions reliably and is used in this analysis. In the
case of non-Gaussian measurement errors, the GoF probability itself becomes mean-
ingless. However, the minimum x?/n4y can be used to quantify the compatibility of
the data with different hypotheses.

In the approximation of Gaussian errors, the d-standard deviation limits on each of
the parameters are given by a set o' such that

X*(e) = Xgnin + 07 - (8.3)

Further information and a comprehensive overview of statistics can be found in [92].

8.1.1 General Approach to Search for Contact Interactions

To search for the effects of contact interactions, the measured cross section data of this
analysis are compared to the predictions of the Standard Model including a form factor
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or additional couplings introduced by compositeness models. A x? fit is performed to
quantify the compatibility of the data with the Standard Model prediction and to
derive limits on new physics scales.

Standard Model prediction and new physics

The complete error treatment would in principle need to include the uncertainty of the
Standard Model prediction. A considerable contribution is expected from the uncer-
tainty of the parton density functions (PDFs) which provide the basis for the Standard
Model cross section calculation (cf. section 2.5). In particular the 'theoretical’ error of
the PDF's, which for instance accounts for the uncertainty of the x parameterisation of
the PDFs, is subject to extensive discussions [25].

The apparent optimal procedure would be fitting contact interactions in parallel
with the parton densities to a global set of data points which would require input from
other experiments. However, the principle problem of estimating the theoretical error
of the PDFs would persist. Thus, the present analysis proceeds differently and uses the
Standard Model predictions based on PDF's which are provided by global fit analyses.

At first glance, this approach seems to be inconsistent since the investigation of
effects beyond the Standard Model is based on structure functions which may already
incorporate additional contributions of new physics. However, the procedure is justified
by the fact that the experimental cross section data of the present analysis at highest
Q? have negligible impact on the global PDF fits which are constrained predominantly
by precision low Q? fixed target data. In particular at highest x, where the effects of
contact interactions are most prominent (cf. diagrams in appendix B), the results of
fixed target experiments dominate by far the parton density fits. Contrary to that, the
cross section data of the high @? and high z domain at HERA have large sensitivity
to the effects of contact interaction. Thus, the global PDF fits and the fit to contact
interactions performed in the present analysis effectively decouple.

Nevertheless, the PDF input may play an important role in the search for contact
interactions. The Q? evolution is experimentally proven to be governed by the DGLAP
equations in the kinematic region of Q% > 10 GeV2. However, the 2 dependence is
not at all predicted by theory and the corresponding PDF uncertainties are rather
unknown. Unfortunately, both the Standard Model cross section and the implications
due to additional contact interactions depend strongly on =x.

Fitting the double differential neutral current cross section

Previous H1 analyses on contact interactions [93, 94, 95] have been performed using the
measurement of the single differential neutral current cross section do/dQ?. In fact,
the effects of contact interactions predominantly depend on @Q? (cf. equation 3.12).
However, kinematic effects and the structure function compositions imply additional,
rather strong dependences on x and y.

Thus, there are advantages to investigate the double differential cross section,
d*c /dx dQ?, for the effects of contact interactions. In particular, it allows
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e to resolve different contributions from Standard Model processes, systematic un-
certainties and contact interactions in different regions of phase space,

e to avoid explicit contributions from kinematic regions where the systematic errors
are large compared to the effects of potential contact interactions,

e to minimise the influence of the z dependence of the PDFs by leaving the nor-
malisation open for each z bin.

The last point deserves some additional explanations. Although contact interactions
primarily affect the Q? distribution of the cross section,  dependent systematic effects
and especially the rather imprecisely known x dependence of the PDFs may yield some
fake contribution to the contact interaction signal just by kinematics since high (?
corresponds to high x and vice versa. In fact, fixing the x normalisation may imply an
artificial change in the Q? distribution which is not explained by the Standard Model.

The procedure of normalising each z bin separately exploits the well known Q?
dependence of the cross section while being rather insensitive to details of the x distri-
bution. Thus, the present analysis performs a fit to the double differential reduced cross
section d?c/dx dQ?* taking full benefit of the comprehensive cross section measurement
presented in chapter 7.

8.1.2 x? Definition and Error Treatment

The present analysis compares the measured neutral current cross section to the Stan-
dard Model expectation including the effects of a finite quark radius or of contact
interaction couplings. A simple 2 fit is performed which allows the straightforward
implementation of systematic errors.

Estimators

The estimator referring to the scale of the various compositeness contact interaction
scenarios (cf. section 3.2.3) is chosen to be

€ab Mab

2= 4 (8.4)
It is assumed that only one of the helicity structures dominates, i.e. there is only
one scale A involved. The estimator n ~ 1/A? is preferred, since it avoids infinities
representing the Standard Model.

For the quark radius fit, the mean-square radius of the electroweak charge distri-

bution, R?, is taken to be the estimator.

x? function

The x? function comprises the sum over all cross section points ¢ and additional penal-
ties arising from constrained parameters

2 __ O.Z?XP B J;heo'[l - (fnorm_l) - Zk Ao-z?lgrr(ek)] 2 fnorm_l 2 2
o2 ( Aop ann ) Tae
(8.5)
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The x? function is composed of:

o? is the measured cross section.

i
ot is the theoretical cross section prediction based on the Standard Model which
additionally contains the form factor or coupling contributions for a quark radius

or compositeness model and thus depends on R? and €4/A?, respectively.

Ao;™ is the experimental cross section error including statistical and uncorrelated
systematic errors added in quadrature.

fuorm 18 @ fit parameter for the overall normalisation of the data. A deviation in
the overall normalisation from one is penalised by the additional x? term which
contains the effective pull, i.e. the deviation in units of standard deviations.

A f o 18 the overall normalisation uncertainty given by the error of the luminosity
measurement.

Aoy (eg) are functions which take into account the correlated systematic er-
ror associated with source k. They depend on the fit parameters ¢, which are
effectively pulls, i.e. deviations in terms of the uncertainty, implied by the corre-
sponding systematic error. The correlated systematic errors considered are the
electron energy scale, the electron polar angle and the strong coupling constant
as will be discussed below.

As a particular feature of the present analysis, the normalisation parameter is de-
termined individually for each x bin of the cross section measurement:

Jaorm = faorm (T) - (8.6)

These normalisation parameters are constrained by the total cross section sum,

Foom * ZUEX" = Z Faomm (i) 077, (8.7)

where f. is the effective overall normalisation.

norm

Table 8.1 summarises the parameters used in the fits:

faorm(2):  x bin-wise normalisation
€x: correlated systematic error contributions, considering
the uncertainties of - the electron energy scale,
- the electron scattering angle,
- the strong coupling constant.
R? or €,5/A?:  estimators of contact interactions

Table 8.1: Fit parameters used in the fits.
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Statistical uncertainties

Depending on the question being addressed, there are are two possibilities to define

the statistical errors which enter the x? function by Ao{™:

e Statistical error obtained from the data measurement:

For the test of the compatibility of the data with a certain hypothesis, e.g. the
Standard Model, the experimental statistical error is used in the x? function.
The data points thus contribute with the fixed weight (Ao$™) 2 to the x? func-
tion, independent of the model prediction and therefore independent of the fit
parameters. As a consequence, upward fluctuations of the data w.r.t. the model
prediction get a smaller weight (larger statistical error) than downward fluctua-
tions (smaller statistical error), leading to asymmetric x? distributions.

e Statistical error according to the model expectation:
In this case one assumes the validity of a certain model hypothesis, i.e. contact
interactions, and determines the probability to observe the measured value. The
data points enter with a varying weight depending on the model parameters but
independent of fluctuations in the data. This procedure is completely equivalent
to the log-likelihood approach.

The statistical error of the data is sometimes referred to as the ’experimental statistical
error’, the one of the model prediction as the 'theoretical statistical error’.

Systematic uncertainties

The relevant systematic uncertainties of the neutral current cross section measurement
were discussed in section 7.2.
The total uncorrelated cross section errors are considered in the x? function by the
Ao term in the denominator being added in quadrature to the statistical error.
The dominant correlated systematic errors are introduced to the x? function by
Ao (e) functions, which modify the model prediction accordingly. They are param-
eterised by . .

Aoy (&) = % e + % € (8.8)
where az?'fk denote the positive and negative relative cross section uncertainties corre-
sponding to one sigma deviation of point ¢ and source & as provided in the cross section
tables (cf. appendix A). By construction, the asymmetric behaviour of the systematic
uncertainties is taken into account.

The relevant experimental correlated systematic errors considered in the x? function
are

e the normalisation uncertainty of 1.5%, which yields the dominant and most im-
portant error contribution,
e the error of the absolute electron energy scale, which contributes to less extent,

e the error of the electron polar angle measurement which yields even smaller con-
tributions.
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The correlated errors of the hadronic energy measurement and of the background sub-
traction are neglected.

The model prediction also incorporates systematic uncertainties. A considerable
systematic error contribution to the predicted cross section is due to the PDF pa-
rameterisations. However, due to the separate normalisation of each x bin mainly
the error of the Q? dependence has to be considered. The Q? dependence of the
PDF's is predominantly governed by the strong coupling constant, which is measured
by many experiments. The strong coupling constant was measured by H1 to be
as(M2) = 0.1150 4 0.0017 £3:0%2 [96], where the first error accounts for experimental
uncertainties while the second one reflects model uncertainties. The world average
value is quoted as a;(M2) = 0.1172 £ 0.002 [92].

The implication on the cross section of a change in a; of +0.002 was derived from
a specific set of PDFs provided by MRST2001 [21] and is shown in figure 8.1. An
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Figure 8.1: Relative deviations of the double differential cross section due to
a change in the strong coupling constant as(Mz) = 0.119 £ 0.002.

increase in «;; lowers the cross section at low and intermediate x while the cross section
is enhanced at highest x. The effects on the cross section are mostly below 1% and
reach about 2% only at highest z and Q2. They are thus mostly smaller than the
experimental correlated systematic uncertainties considered. The relative cross section
deviations due to changes in a;; of 20.002 are introduced to the x? fit using an additional
set of Aoj% (ex). The remaining impact of the systematic uncertainties of the PDFs
on the Q? distribution is supposed to be very small and covered by the uncertainties
of a; and the electron energy scale.
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8.2 Fit Optimisation

This section describes the kinematic phase space which is chosen to obtain a regular be-
haviour of the fit and reliable results. Furthermore, the novel normalisation procedure
is investigated and compared to the standard method.

8.2.1 Selection of Cross Section Points

Since systematic uncertainties are always difficult to handle within fits, the present
analysis of contact interactions is restricted to a region in phase space, where the cross
section measurement is not dominated by systematic effects. The comparison of the
statistical and systematic errors of the cross section measurement were shown in figure
7.5. The systematic error dominates the total cross section error for @ < 500 GeV?2.
Moreover, fits were performed comparing the data to the Standard Model prediction
for different lower Q? requirements. The resulting GoF values are shown in table 8.2
for the one- and two-dimensional fits with overall and x bin-wise normalisation. All

1 dim. fit 2 dim. fit, 2 dim. fit,
overall norm. 2 bin norm.
e x* | GoF . x* | GoF N x*> | GoF
7 nay | [ T nag %] 17| nay | (%)
overall 17 | 1.010 | 44.3 || 91 | 0959 | 59.2 || 79 | 0.918 | 68.2

Q2 >250 GeV? || 16 | 1.053 | 39.5 || 85 | 0.983 | 52.3 | 74 | 0.933 | 64.2
Q2> 300 GeV? || 15 | 1.121 | 33.0 || 80 | 0.991 | 50.2 | 69 | 0.967 | 55.6
Q2> 400 GeV? || 14 | 1.192 | 27.3 | 74 | 1.049 | 36.3 || 64 | 1.019 | 43.4
Q2> 500 GeV? || 13 |1.281 | 21.6 || 69 | 1.112 | 24.4 || 59 |1.085 | 30.5
Q2> 650 GeV> || 12 | 1.374 | 17.0 || 63 | 1.166 | 17.3 | 53 | 1.101 | 28.6
Q2> 800 GeV? || 11 |1.499 | 12.4 | 57 | 1.220 | 12.3 || 48 | 1.133 | 24.4
Q2 >1000 GeV? || 10 | 1.649 | 87 | 51 |1.273| 9.1 | 42 |1.179 | 19.9

Table 8.2: Fit results for one- and two-dimensional fits with overall and z bin-
wise normalisation comparing the data with the Standard Model prediction.
Shown are the ngef, X%/n4or and GoF values for different lower Q% requirements.

fits show an increase of x?/ngo with increasing cut on Q2. As already discussed for the
cross section measurement, the systematic errors seem to be overestimated at low Q?
and underestimated at high Q2. In these fits, the experimental systematic uncertainties
as well as the impact of the a; error are included. However, there may be still some
missing theoretical uncertainties like those of the PDFs.

Compared to the one-dimensional fit, the double differential fits and especially the
one with free x normalisation provide a much better description of the data in terms
of the x?/nq, and GoF values, independent of the selection cut.

To avoid large systematic contributions and to obtain a fair GoF and a strong
enough lever arm in @2, the fit analysis is restricted to the kinematic region of Q% >
500 GeV?. Since there are only two data points left in the z = 0.008 bin, z > 0.013 is
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required in addition. Finally, 67 cross section points enter the fit procedure with at least
4 data points in each z bin. Figure 8.2 shows the reduced cross section measurement
of these points in bins of z as function of Q2.
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Figure 8.2: Points of the reduced neutral current cross section measurement
entering the contact interaction fits. The result is normalised to the Standard
Model prediction based on the H1 1997 PDF Fit. The error bars represent
the statistical and uncorrelated systematic errors, while the correlated error
is shown by the shaded band. The normalisation uncertainty of 1.5% is not

included in the errors.

8.2.2 Normalisation Procedure and
Parton Density Uncertainties

The normalisation procedure introduced to the x? function has to account for the
overall normalisation uncertainty arising from the error of the luminosity measurement.
However, there is in addition the possibility to treat other systematic uncertainties by
normalising individual subsets of the cross section data. The following procedures are
used in this analysis:

1. Overall normalisation: This takes into account the error on the luminosity mea-
surement which is used for the x? penalty term.

Normalisation of each x bin separately: Again, the overall normalisation, as

constrained by the cross section sum (cf. equation 8.7), considers the error of the
luminosity measurement. The variations in the relative normalisation between
different x bins are left free without a x? penalty.
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The open relative x bin normalisation is motivated by the rather unknown impact of
the PDF uncertainties and in particular of their x dependence on the contact interaction
fit results. The improvement obtained by this ansatz in the description of the data was
already seen in table 8.2. To further evaluate the procedure of free x normalisation,
contact interaction fits to the selected data (cf. section 8.2.1) are performed

e for three different fits: Single and double differential fits, the latter with overall
normalisation only and in addition with open relative x bin normalisation.

e for various PDF parameterisations: The Standard Model prediction is based on
H1 1997, H1 2000, MRST2001, MRST1999, CTEQ6.1 and CTEQ5.

e for all contact interaction coupling combinations of compositeness models (cf.
section 3.2.3).

The resulting estimators ¢/A? are shown in figure 8.3. Various observations are dis-
cussed in the following:

In both the one- and two-dimensional fits with only an overall normalisation pa-
rameter, the results tend to prefer a negative value of ¢/A%. This behaviour can be
understood in terms of local or x dependent statistical or systematic effects. Any
downward fluctuation of the data favours a model with negative interference w.r.t. the
standard model amplitude.

The effect is observed in particular for the double differential case (cf. figure 8.3b).
The data of low z bins are about 5% high in normalisation compared to the Standard
Model prediction (cf. figure 8.2). Their high statistical weight leads to an overall
normalisation of about 2.5% below unity. However, the data of the intermediate x
range agree in normalisation with the Standard Model prediction and thus favour a
decrease in the predicted cross section induced by the contact interaction model. Just
by kinematics, the x dependence is transferred into the Q? spectrum for the single
differential fit. An exception of the preference of a negative value of ¢/A? is the RL—RR
coupling combination. It is the RL — RR™ model which provides a reduction of the
cross section at highest @? (cf. figure B.13).

The impact of general x dependent systematic effects on the fit result is reduced
when applying a normalisation parameter for each x bin separately.

Dependence on the PDF input

A particular x dependence of the cross section is introduced by the PDFs. In fact, large
dependences of the fit results on the PDF input are observed for the one-dimensional fit
(cf. figure 8.3a). The variations are partly at the 1o level, in particular for models where
only few contact interaction couplings are involved, i.e. for the pure chiral couplings and
their pairwise combinations. Also seen are systematic dependences between different
PDFs. Some PDFs generally yield results closer to zero (i.e. the Standard Model) while
others predict signal-like effects of contact interactions.

Using fits to the double differential cross section with an overall normalisation
parameter reduces the sensitivity of the fit results to the choice of the PDF (cf. figure
8.3b). However, some dependences remain, especially for both the H1 1997 and H1
2000 PDF Fit. Compared to the other PDFs they show a different (> dependence for



8.2 FIT OPTIMISATION 141

a) b) c)
1dim 2 dim, overall norm. 2 dim, norm. X bins
i i i ‘ i i i ‘ i i i ‘ i i i ‘ i i i ‘ i i i ‘ i i i ‘ i i i ‘ i i i ‘
® H11997  [O H1 2000 ® H11997  [d H1 2000 @ H11997 [0 H12000
A MRST 2001 M MRST 1999 A MRST 2001 M MRST 1999 A MRST 2001 M MRST 1999

O CTEQ6.1 A CTEQS5 O CTEQ6.1 A CTEQS5 O CTEQ6.1 A CTEQS5

LL _:—E" LL %" LL _—g
E?Et':'_ RL _%
LL-LR %_‘ LL-LR :%
;é.h' LL+RL _z%
#

LL+RR = LL+RR -:g' LL+RR

LR+RL  —=fo= LR+RL f LR+RL
: S
E 2

LR+RR

=
RL-RR __% RL-RR % RL-RR =
i
=
*

By

w W §

. v F | #

VA VA g VA %
| ‘ | | i | | | ‘ | ‘ | | i | | ‘ | ‘ | | i | | ‘
-0.2 0 0.2 -0.2 0 0.2 -0.2 0 0.2
eIN? [Tev? eIN? [Tev? eIN? [Tev?

Figure 8.3: Comparison of the x? fit results of ¢/A? for different composite-
ness models and for different parton density parameterisations. The results
are shown for fits to the single differential cross section (a) and the double
differential cross section applying an overall normalisation parameter (b) and
normalising each x bin separately (c). The error bars show the 1o uncertainty
of the fit result including the effects of systematic errors.
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Figure 8.4: Neutral current cross sections derived from different PDF sets.
They are normalised to the cross section obtained from the H1 1997 PDF Fit.

intermediate x values as can be seen in figure 8.4 which compares the cross section
predictions based on different PDF's. For 0.13 < z < 0.25 the H1 PDFs yield a smaller
cross section towards high ? compared to the PDFs of global analyses.

Fits to the double differential cross section with open relative normalisation between
the = bins provide the lowest sensitivity to the PDF input (figure 8.3c). Apart from
the CTEQS5 PDF all results of a given coupling combination are well compatible with
each other. Also observed are significant changes in the results between the different
normalisation procedures, in particular for the LR, RL and LR 4+ RL models. These
changes can be attributed to cross section variations between different = bins these
models are particularly sensitive to, since apart from the very high Q? region they yield
only minor modifications to the Standard Model cross section (cf. figures in appendix
B).

For a few contact interaction models, the results of the two-dimensional fit with free
x normalisation obtained with the CTEQ5 PDF show distinct deviations compared to
the results of all other PDFs. As shown in figure 8.4, the CTEQ5 PDF provides
by far the largest cross section in the entire kinematic phase space. Furthermore, a
significantly different Q?> dependence is observed for the largest = bins. Of all PDFs
considered here, the CTEQ5 PDF contains least input from HERA high Q? data.
However, if the HERA high (? data were significantly contributing to the PDF fits,
the PDFs including recent HERA data should yield consistent results, but they don’t
in the one- and plain two-dimensional fits.

Thus, the contact interaction fits to the double differential cross section with a
separate normalisation for each x bin yield the most robust procedure which is least
sensitive to the PDF input. Moreover using the H1 1997 PDF Fit throughout this
analysis, i.e. for the cross section measurement and for the fits, provides a consistent
treatment of the Standard Model prediction.
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8.2.3 Fits with PDF uncertainties

To obtain another estimate of the impact of the PDF uncertainties, the contact inter-
action fits were also performed with the PDF sets of MRST2001 [22] and CTEQ6.1
[19]. These analysis groups provide additional parameterisations which reflect the un-
certainty contour of the x? minimum of their PDF fit and are suited for use within the
framework of linear error propagation (cf. section 2.5).

However, it is important to stress that so far these uncertainties only consider the
statistical and systematic experimental errors of the data which are used in the PDF
fits. So-called theoretical errors are not yet taken into account due to the lack of
knowledge how to derive and how to treat them properly. Nevertheless, these PDF
sets were used for systematic checks.

Two approaches were performed:

1. The error PDFs allow to calculate the error on the cross section due to the
experimental uncertainties of the PDFs (cf. figure 2.7 on page 24). The resulting
cross section changes are found to vary mainly as function of x but to be rather
independent of Q2 at fixed z. Contact interaction fits were performed where the
relative normalisation of the x bins was allowed to vary within the corresponding
cross section error given by the error PDFs.

2. The error PDF sets provide the cross section modifications for each eigenvector
representation of the Hessian matrix obtained in the PDF fits (cf. section 2.5).
Instead of allowing for the relative normalisation of each z bin, the contributions
of the cross section changes obtained from these eigenvector PDF sets are fitted
simultaneously within the contact interaction fit.

The fit results of both procedures are very similar to those obtained by the two-
dimensional fit with an overall normalisation parameter only (cf. figure 8.3b). This
may indicate that the PDF error treatment is still incomplete as expected since the
theoretical uncertainties are not included.

8.2.4 Final normalisation procedure

The previous discussion confirms the approach to investigate the Q? dependence of the
double differential neutral current cross section for each x bin separately. The final fit
procedure allows the free relative normalisation between the z bins and accounts only
for an effective overall normalisation.

Finally, the sensitivity to potential effects of contact interactions is investigated.
The error bars of figure 8.3 already indicate that the final fit procedure provides com-
parable sensitivity as the one-dimensional fit. The x? scans as function of ¢/A? for
different contact interaction coupling combinations are compared in figure 8.5 for the
one- and two-dimensional fits with overall and = bin-wise normalisation. The width
of the curves is a measure of the sensitivity. In general, highest sensitivity is obtained
for models with multiple coupling contributions which lead to large cross section mod-
ifications. The sensitivity to the LR and RL models is low since they imply only
small cross section changes for at least moderate compositeness scales A. The favoured
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Figure 8.5: Ax? = x* — x2;,, distribution as function of ¢/A? for the different
contact interaction coupling combinations. The results of the double differen-
tial fits with = bin-wise normalisation (solid line) are compared to the single
(dotted line) and double differential (dashed line) fits applying only an overall
normalisation. The cross section prediction is based on the H1 1997 PDF Fit.

procedure with free x normalisation yields comparable and partly even increased sen-
sitivity compared to the one-dimensional fit. The two-dimensional fit with an overall
normalisation parameter only provides the best sensitivity but introduces additional
systematic dependences.

By construction of the fit, the results include the effects of systematic uncertainties.
However, the fit considers only the dominant sources, and relies on several assumptions,
in particular on the assignment of correlated and uncorrelated systematic errors. To
check the influence of the systematic error treatment on the fit results the correlated
systematic uncertainty of the electron energy measurement was considered individually
for each wheel of the LAr calorimeter. Moreover, the correlated systematic error of
the electron polar angle measurement was subdivided for the forward and backward
detector regions. Negligible effects on the fit results were obtained compared to the
original procedures.
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8.3 Fit Result —
Compatibility with the Standard Model

This section presents the fit results for the kinematic range of Q% > 500 GeV? and
x > 0.013. Since the search for the effects of new physics is based on the prediction of
the Standard Model, the data are first compared to the Standard Model alone without
any contact interactions.

Including experimental statistical and systematic errors, the fit yields x? = 64.4
for 58 degrees of freedom, translating into a GoF probability of 26.4%. The overall
normalisation is 0.977 and found to be compatible with the overall experimental un-
certainties within 20. The relative normalisation between the z bins ranges from 0.98
at low x to about 1.1—1.2 at highest x. The pulls of the correlated systematic errors
are close to zero. The correlations between the fit parameters are about 50% without
large point-to-point correlations.

Very similar results are found using the alternative PDFs like the H1 2000 PDF Fit,
CTEQ6.1, MRST2001 and MRST1999. They only differ slightly in the normalisation
of the z bins. The fit with CTEQ5 yields an improved x? = 60 with an overall
normalisation of unity.

Thus, there is good agreement of the data with the Standard Model hypothesis,
allowing to test the compatibility of the data with the predictions of contact interac-
tions.

The compatibility of the data with the Standard Model within the different con-
tact interaction scenarios is tested by determining the estimators R? and ¢/A? for the
quark radius and compositeness hypotheses, respectively. For this procedure, the fit is
performed using statistical errors from the data observation (cf. section 8.1.2). R? is
allowed to become negative and both € = +1 and € = —1 models of the compositeness
coupling combinations are treated within the same fit.

For the quark radius fit, the y? function is shown in figure 8.6 together with the
systematic dependences of electron energy scale and scattering angle, strong coupling
constant and overall normalisation. As expected, the normalisation shows a distinct
negative correlation with R?, since the cross section prediction decreases with rising
R?. The remaining correlations are rather small.

The x? dependence of €/A? of the compositeness models was shown in figure 8.5.
All scenarios are found to be well compatible with the Standard Model prediction of
¢/A?* = 0. Some scenarios, for instance the AA and LL — LR models, show an asym-
metric x? behaviour. This can be attributed to cancellations of the contact interaction
contributions with the Standard Model amplitudes which, depending on the sign of e,
allow significant cross section changes only at very large Q? or for rather low scales A
(cf. figures in appendix B). No secondary minima are observed, i.e. the x? distribu-
tions show a monotonic rise in both directions around the minimum. This means in
particular, that for the specific models of interference sign opposite to the fit result the
best value of the estimators is €/A? = 0.

The results on R? and ¢/A? are presented in figure 8.7. The errors represent the
total 1 and 20 uncertainties corresponding to Ax? = 1 and 4, respectively. All contact
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interaction models are in good agreement with the Standard Model prediction which
is always obtained within one standard deviation.

Assuming Gaussian errors, the compatibility of the data with different contact in-
teraction hypotheses is measured by the GoF probability Pg,r(x?> X?nin) of expecting
a x? value larger than the one obtained from the data. The values of Pg,r are given in
table 8.3 with the x? fit results for all contact interaction models, including the quark
radius. The GoF probability is about 25% for all hypotheses, indicating consistency of

x? fit to d?c/dz dQ* with free relative z bin normalisation

New physics estimator | Nao | X°/Naof | Paor [%] | Psu [%]

SM - 58 | 1.110 26.4 -

Ryuark R? = (—0.54 £ 0.67)10~% m? 57 | 1.118 25.2 10.5
LL e/A? = (—0.014 £ 0.044) TeV 2 | 57 | 1.127 23.7 62.7
LR ¢/A? = ( 0.096 £ 0.105) TeV~2 | 57 | 1.117 25.4 11.9
RL ¢/A?=( 0.089+£0.113) TeV™? | 57 | 1.120 24.9 13.9
RR €/A? = (—0.021 £0.047) TeV 2 | 57 | 1.125 24.0 59.8
4% ¢/A? = (—0.003 £ 0.020) TeV~2 | 57 | 1.129 23.5 68.0
AA e/A? = (—0.027 £0.036) TeV=2 | 57 | 1.116 25.4 44.4
VA ¢/A? = ( 0.004+0.042) TeV™2 | 57 | 1.129 23.5 28.7
LL — LR || ¢/A? = (—0.037+0.059) TeV 2 | 57 | 1.121 24.7 50.3
LL+ RL || ¢/A? = (—0.003 4+ 0.037) TeV 2 | 57 | 1.129 23.5 69.9
LL+ RR || ¢/A? = (-0.01140.025) TeV 2 | 57 | 1.126 24.0 58.6
LR+ RL || ¢/A?> = ( 0.06140.066) TeV~2 | 57 | 1.115 25.6 10.5
LR+ RR || ¢/A? = (—=0.006 4+ 0.037) TeV 2 | 57 | 1.129 23.5 67.7
RL — RR || ¢/A?> = ( 0.04240.061) TeV~2 | 57 | 1.119 25.1 48.1

Table 8.3: Results of the fits to the Standard Model (SM) prediction, the
quark radius and various compositeness models. The errors of the estimators
represent the parabolic error obtained from the corresponding y? fit. The
Pg)r probability is derived from Monte Carlo experiments and corresponds to
models with € of the same sign as the ¢/A? fit result.

the models with the data. The introduction of additional physics beyond the Standard
Model cannot improve the fit quality.

Since the models provide an appropriate description of the data, a frequentist ap-
proach is used to quantify the compatibility of the data with the different model predic-
tions. The Monte Carlo experiment procedure is used, which is introduced in section
8.4.1 for the limit determination. For the quark radius and for compositeness models
(of specific sign of €) with 1/A? # 0, Monte Carlo experiments are used to estimate
the probability Pgjs, that statistical or systematic effects in an experiment with the
Standard Model cross section would produce a value of 1/A? larger than the one ob-
tained from the data. In this case, the statistical error entering the fit is taken from
the Standard Model prediction. The results are given in the last column of table 8.3.

The probabilities to measure the data assuming the Standard Model hypotheses
ranges between 10 and 70%. Rather low probabilities are obtained for contact interac-
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tion models of positive ¢/A? results, suggesting some preference of the fit for negative
values of the estimators in the absence of a clean signal. However, the Standard Model
probabilities Pgj; don’t indicate significant amplitudes for any of the contact inter-
action scenarios considered. Limits will thus be determined on the effects of contact
interactions.

8.4 Limits for New Physics Scales

This section introduces methods to determine limits on contact interactions scales and
presents the limits on the quark radius and compositeness scales.

8.4.1 Limit Determination

The procedure used for the limit determination assumes the validity of a certain model
hypothesis, i.e. contact interactions, and determines the probability to observe the
model parameter as measured in the data. In this case, the statistical error is taken
from the model prediction.

Ax? Method

An obvious way to derive limits from a x? fit is the Ax? method, which provides a
central confidence interval according to equation 8.3. The procedure is illustrated in
figure 8.8. Since the data were found to be in agreement with the Standard Model

JETSE Figure 8.8: Illustration of the limit
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< - ' an arbitrary x? function. The lower
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prediction, the deviations from the Standard Model, i.e. non-zero ¢/A? values, are
attributed to statistical fluctuations. Therefore, the limits are derived with respect to
the Standard Model x? value, x&-

However, the probabilistic interpretation becomes problematic in case of secondary
minima and asymmetric shapes of the x? curves as actually observed. To avoid this
problems, a frequentist approach is used for the determination of the contact interaction
limits.



8.4 LiMITS FOR NEW PHYSICS SCALES 149

Monte Carlo Experiment Method

The limits on the contact interaction scales are determined applying a frequentist
approach on the basis of Monte Carlo experiments. The procedure is explained in the
following for the evaluation of limits on compositeness scales but applies identically to
the quark radius.

1. Generate a Monte Carlo cross section for the prediction of a specific contact
interaction model with scale parameter Ay.,e.

2. Smear the Monte Carlo cross section according to the experimental uncorrelated
and correlated systematic uncertainties, assuming Gaussian behaviour of the er-
TOTS.

3. Smear the Monte Carlo cross section according to the statistical error given by
the predicted number of events using Poisson statistics.

4. Analyse the Monte Carlo event in the same way as the data, with the statistical
errors taken from the prediction and including all systematic errors to obtain the
best fitted value A ;.

5. Repeat steps 1 to 4 numerous times for fixed Ay qye.

6. Repeat steps 1 to 5 for different values of Ay ye-

For each input scale A, the fit results Ay of the Monte Carlo experiments yield a
probability distribution to obtain some scale A. The limits on the contact interaction
scales are derived by comparing the Monte Carlo experiments to the actual data fit
result Agqe. The lower limit on A at 95% confidence level is defined as that value Ay,
where 95% of the Monte Carlo experiments produce values of Ay; which are smaller
than Ag,. The procedure is illustrated in figure 8.9 in terms of  ~ ¢/A? for the case
of e = +1. The lower limit on A corresponds to an upper limit on |n|. Considering both

r]data r]true . . L.
— : Figure 8.9: Illustration of the limit

determination using MC experi-
ments. The curve represents the fit
results 7 of many MC experiments
for a given value 7y.4.. In this ex-
ample, the confidence level for the
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the shaded area fraction starting at
n = 0, which is the data result for
the ¢ = +1 compositeness model.
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signs of €, the upper (lower) limit on 7 at 95% confidence level is defined according
to that value Ay where 95% of the Monte Carlo experiments produce values of 7y
which are larger (smaller) than 7g.,. The value is taken for 744, which corresponds
to the specific model of sign € which is actually tested. This means that 7ng4. = 0, if
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the data fit result has opposite sign compared to ¢, since the x? curves of the data fits
shown a monotonic increase without secondary minima.

8.4.2 Quark radius

A finite quark radius, which is represented by the root of the mean squared radius of
the electroweak charge distribution, is introduced to the neutral current cross section
by a form factor ansatz (cf. section 3.1). Assuming point-like electrons, the upper
bound on the quark radius is determined to be

Ryuark < 1.1 x 107 m (CL=95%).

The limit is valid for the light quarks which yield the dominant contribution to neutral
current ep scattering at HERA.

The result is compatible to other measurements. A recent H1 publication quotes
Ryuark < 1.0 x 107 m [95], investigating the single differential cross sections do/d@Q*
of all H1 data of the HERA-I run. The TeVatron experiments D0 and CDF derived very
similar bounds from Drell-Yan ete™ and up~ production in pp scattering, assuming
point-like leptons. Using an identical form factor ansatz, the LEP experiment L3
derived the most stringent upper limit so far of Ryap < 4.2 x 107 m [97] from the
hadronic cross section measurement on the Z° resonance.

The form factor approach provides clean and direct access to the spatial extension
of fermions without further model assumptions. A point-like electron is a conservative
assumption, which is however motivated by stringent limits obtained from the (g — 2)
experiments searching for anomalous magnetic moments. Allowing form factors for
both electrons and quarks, the limits get stronger since the cross section is then pro-
portional to f* instead of f2. Moreover, the exchange bosons are treated as point-like,
which is quite natural for the elementary photons but may be less obvious in the case
of the massive Z° boson.

A complementary approach is the investigation of hadronic Z° decays performed
by the LEP experiments. Their search for contributions of anomalous magnetic dipole
moments to the Z%¢q vertex yields comparable upper bounds of the order of Rquark <
107'® m on the size of the light quarks [32]. However, these analyses strongly rely on
model assumptions, for instance whether the anomalous magnetic moments depend
linearly or quadratically on the fermion mass.

8.4.3 Compositeness

The description and implementation of compositeness models in the framework of Stan-
dard Model neutral current ep scattering were discussed in section 3.2. Contact inter-
action fits were performed to confront the cross section measurement with various
compositeness models represented by coupling combinations and the sign of the inter-
ference with the Standard Model amplitude. The lower limits on the compositeness
scales A are presented in figure 8.10. The limits range from 1.5 to 4.8 TeV depending
on the chiral structure.
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Figure 8.10: Result of the fit analysis: Exclusion limits (CL=95%) on the
compositeness scales AT and A~ for different coupling combinations.

The strongest limits are obtained for the LL+ RR, LR+ RL, VV and AA models,
where multiple chiral couplings enter with the same sign. The LL and RR models and
the LR and RL models are almost indistinguishable in unpolarized DIS scattering.
The cases with limits below 2 TeV correspond to parameter combinations where the
pure contact interaction contributions and the terms of interference with the Standard
Model amplitudes approximately cancel.

For most of the coupling combinations, higher bounds are found for models with
negative interference. This behaviour can be attributed to the tendency of the cross
section to rise towards highest Q? in some z bins (cf. figure 8.2).

Very asymmetric limits are observed for the LR, RL, LR + RL and AA coupling
combinations, where the model with the interference sign of the weak limit yields
significant modifications to the cross section only at low values of A (cf. figures in
appendix B). The results are found to be consistent with the x? observations of figure
8.7.

Comparison with other results

Electron-quark compositeness is searched for by many experiments. They approach the
four-fermion interaction from different sides as illustrated in figure 8.11. The HERA
experiments exploit deep inelastic ep scattering as in the present analysis. LEP analyses
investigate the eTe™ — ¢g hadronic cross section measurement and forward-backward
asymmetries in fermion pair production. The TeVatron experiments study Drell-Yan
lepton-pair production (gg — 1) at high dielectron invariant mass.

Table 8.4 shows a comparison of the compositeness results presented in this thesis
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LEP Figure 8.11: Access to electron-
quark contact interactions for

€ * € HERA, LEP and TeVatron experi-
HERA _)_X ments.
q * q

TeVatron
Compositeness || This analysis | H1 | ZEUS | LEP | TeVatron
couplings [TeV] [TeV] | [TeV] | [TeV] [TeV]
LL AT 2.47 2.8 - 5.4 3.3
A~ 2.20 1.6 - 6.2 4.2
LR AT 1.59 3.3 - 3.8 3.4
A 3.44 1.9 ; 4.4 3.6
RL AT 1.55 3.3 - 2.7 3.3
A~ 3.36 2.0 - 6.4 3.7
RR AT 2.44 2.8 - 3.9 3.3
A 2.16 2.2 - 4.4 4.0
|74% AT 3.50 5.3 4.7 6.4 4.9
A~ 4.41 9.5 5.0 7.1 6.1
AA AT 3.17 2.5 2.6 7.2 4.7
A~ 1.92 4.1 3.7 7.9 5.5
VA AT 2.44 2.9 2.5 - -
A~ 2.45 3.0 2.6 - -
LL—-LR AT 2.47 - 1.8 - 3.9
A~ 1.67 - 2.8 - 4.5
LL+RL AT 2.67 - 3.4 - -
A~ 3.25 - 3.1 - -
LL+RR A" 3.21 3.7 2.9 6.7 4.2
A~ 3.61 3.9 2.8 7.4 5.1
LR+ RL AT 2.01 4.4 4.0 3.4 3.9
A~ 4.80 4.4 4.3 7.1 4.4
LR+ RR AT 2.67 - 3.5 - -
A~ 3.35 - 3.3 - -
RL — RR AT 1.67 - 2.8 - 4.0
A~ 2.51 - 1.7 - 4.3

Table 8.4: Comparison of the present limit results on compositeness scales
with other analyses from HERA, LEP and TeVatron.

with the corresponding limits reported by other analyses. All limits shown assume
flavour symmetry, i.e. couplings to all three generations of quarks. The sensitivity to
contact interactions is at scales A of a few TeV.

The limits published recently by H1 [95], labelled "H1’, are based on the investi-
gation of the single differential cross sections do/dQ@? of the entire data sets of the
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HERA-I run. They found comparable or slightly stronger limits. For the LR, RL and
AA models the published analysis derived asymmetric limits with the stronger limit
for the opposite interference signs as observed in the present analysis. This can be
attributed to the bias of the one-dimensional fit performed by the published analysis
to negative values of €¢/A? as discussed in section 8.2.2 and shown in figure 8.3.

A similar opposite behaviour is observed between the present analysis and the ZEUS
publication [98], which is based on an unbinned log-likelihood technique using solely
the shape of the (z,y)-distribution of the neutral current cross section. Here oppositely
strong exclusion limits are assigned to the AA, LL — LR and RL — RR models. This
may suggest that the ZEUS analysis suffers from PDF dependences as well. Otherwise,
the ZEUS limits are comparable to the H1 results.

The LEP experiments ALEPH [99], L3 [97] and OPAL [100] also have reported on
contact interactions. The 'LEP’ results in table 8.4 give the stongest limits for each
coupling combination (both signs) obtained by any of the three experiments. Where
available, the LEP results exceed the limits obtained in the present analysis and mostly
yield the strongest limits at all reaching scales of 6 —8 TeV. However, the predominance
is basically due to the assumption of flavour symmetric compositeness structures. The
LEP experiments are mainly sensitive to second- and third-generation quarks. Actually,
the LEP limits for compositeness models which couple only to first-generation quarks
[100] are very similar to the HERA and TeVatron results.

The TeVatron experiments provide limits on the energy scale of quark-electron com-
positeness with common constituents. The "TeVatron’ limits, which show the results of
the DO experiment [101], are similar or slighly stronger compared to the HERA results.

The contact interaction constraints at HERA and TeVatron are insensitive to pos-
sible contributions from second- and third-generation quarks and thus rather indepen-
dent of the assumption of flavour symmetry. If flavour universality is imposed, the
LEP experiments sets stringent constraints on compositeness scales reaching about 8
TeV. Otherwise, the HERA, LEP and TeVatron experiments yield comparable and in
some cases complementary sensitivity to the various contact interaction models.

Further discussions on comparisons and combinations of experimental results can
be found in [102].






Chapter 9

Summary and Outlook

In this thesis, the measurement of the inclusive neutral current cross section for deep
inelastic e™p scattering and the subsequent search for electron-quark contact interac-
tions is presented. The analysis is performed in the kinematic phase space of large
momentum transfers where potential effects of new physics are expected to be seen
first. This study presents an improved treatment of systematic effects and novel fitting
methods in data reconstruction and in their interpretation. Both will prove useful in
the analyses of future high statistics HERA data.

Cross section measurement

The cross section analysis is based on e*p data taken in 1999 and 2000 with the H1
experiment at HERA. The available centre-of-mass energy was /s ~ 319 GeV and the
data correspond to an integrated luminosity of 66 pb~!.

Substantial improvements were obtained for the reconstruction of neutral current
high Q? events. In particular, the precise measurement of the scattered electron is
established using solely calorimetric information. Exploiting the full capabilities of the
H1 Liquid Argon calorimeter the electron scattering angle is measured with a precision
of 1 mrad and the uncertainty of the electron energy measurement is as low as 0.5%
in most of the kinematic phase space. The comprehensive electron energy calibration
procedure yields an energy resolution approaching o(F)/E = 12%/+/E[GeV] ® 1% as
obtained from test beam measurements. In addition, the application of a new hadronic
energy weighting algorithm allows the precise reconstruction of the hadronic final state
without large kinematic dependences.

The inclusive single and double differential neutral current cross sections do/dQ?
and d?0/dz dQ? are measured in the kinematic range of 200 < Q? < 30000 GeV?,
0.0032 < x < 0.65 and 0.05 < y < 0.9. The typical total precision of the cross
section result is about 3% at low %, where systematic uncertainties are the dominant
contribution. The statistical error limits the accuracy of the single differential cross sec-
tion for Q2 > 1000 GeV? and the double differential cross section for Q% > 500 GeV?.
Compared to the Standard Model prediction the data are found to be about 3% high
in overall normalisation. Considering statistical and systematic errors of the measure-
ment the deviation corresponds to a 20 effect. However, theoretical uncertainties of the

135
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Standard Model prediction are not included, since they are not completely available.
Otherwise the present results are in good agreement with the Standard Model QCD
prediction and with comparable measurements.

In parts of the kinematic phase space, especially at large Q? and x, further improve-
ments are expected with high statistics HERA-II data. In other regions the precision
of the cross section measurement is already limited by systematic uncertainties. In ad-
dition, the measurements become sensitive to theoretical issues. In particular, a better
understanding of the uncertainties of the parton density parameterisations would be
desirable.

Contact interaction analysis

The measured cross section is further investigated to look for potential effects of
electron-quark contact interactions associated with scales far beyond the HERA centre-
of-mass energy. The Standard Model is extended including a finite quark radius or
electron-quark compositeness. The former is considered by a Dirac form factor ansatz,
the latter by a model independent approach of different chiral coupling combinations.
These types of contact interactions primarily imply modifications to the ? dependence
of the Standard Model cross section.

In order to obtain reliable results, a novel x? fit is introduced to compare the data
with the model predictions. In particular the fit

e is performed to the double differential neutral current cross section to resolve
the different kinematic dependences of Standard Model processes, systematic
uncertainties and contact interactions;

e is restricted to the kinematic range of Q% > 500 GeV? and = > 0.013 to reduce
the impact of systematic uncertainties on the results;

e allows the separate normalisation of different x bins to reduce the influence of z
dependent systematic effects on the Q? distribution, accounting especially for the
rather imprecisely known z dependence of the parton density parameterisations.

Estimators are evaluated to quantify the compatibility of the cross section measure-
ment with the Standard Model prediction including the extensions due to contact
interactions.

No significant indications are found for any of the contact interaction scenarios
considered. The probability that the fitted contact interaction parameter is obtained
from the Standard Model process is typically 50% and always larger than 10%. Limits
are thus determined on the quark radius and on compositeness scales using a frequen-
tist approach. The upper bound on the radius of light quarks is determined to be
Ryuark < 1.1 x 107 m (CL=95%). The lower limits on electron-quark compositeness
scales range from 1.5 to 4.8 TeV depending on the chiral coupling contributions. The
results exhibit a sensitivity to contact interactions comparable and partly complemen-
tary to that of other analyses performed at HERA, LEP or TeVatron.

Further data from the HERA-II run will improve the sensitivity by adding statistics
in the region of highest ? values. However, the systematic dependences remain and
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need to be improved from both the experimental and the theoretical side. Future analy-
ses may also include the charged current cross section, which is ignored so far due to
low statistics and large systematic errors compared to the neutral current interactions.
Nevertheless, since the Standard Model charged current interaction is already maxi-
mum selective concerning chiral couplings, this channel may provide high sensitivity
to specific coupling combinations. Moreover, the HERA-IT run will deliver longitudi-
nally polarised lepton beams, which will increase the sensitivity to some compositeness
models and will be of extraordinary importance to identify potential signals.

Closing words

Although formulated more than ten years ago, the following citation from [4] concisely
describes the present situation in high energy physics:

“The Standard Model is a remarkable theory, representing the culmination
of modern scientific attempts to understand the laws of Nature. While
appreciating the power of the Standard Model, it is nonetheless appropriate
to look forward to the discovery of new physics from the next layer of
reality.”






Appendix A

Tables of Cross Section Results

9+

F
Eh

b

Q2 dU/dQ2 Jstat (Sunc 5007“ (Ssys (stot dcoer ‘SCE;)ET chr Jgg'r (Scor ‘Sco,}r JCB()%+ 55)%
[GeV?] | [pb/GeV?] (] | (%] ] (%] | (%] | (%] || (%] | [%]| [%]| [%]| (%] | [%]| [%]]| [%]
200 | 1.860x 10" 07 23] L.1] 25] 26 09| 09 -07] 06] 00| 00] 01| 0.1
250 | 1.105x10* 08| 23| 11| 26| 27| 09| 09| -06| 06| 00| 00| -01| 0.1
300 | 7.221x10° 08| 19| 10| 21| 23| -08| 08| -05| 06| 00| 00| -01| 0.1
400 | 3.581x100 09| 19| 10| 22| 241 -08| 08|-06| 06| 00| 00| 00| 00
500 | 2.048x10° 11| 19| 11| 22| 25| -08| 08| -0.7| 06| 00| 00| -0.1[ 0.1
650 | 1.077x10° 14| 17| 08| 19| 24| 07| 07]-05] 05| 00| 00| -0.1| 0.1
800 | 0.639x10° 17| 15| 06| 17| 24| 05| 05(-03] 04| 00| 00| -0.1| 0.1
1000 | 0.378x10° 18| 15| 06| 16| 24 04| 04|-03| 03| 00| 00| -02| 0.2
1200 | 0.235x10° 20| 16| 05| 16| 26| -03| 03| -04| 03| 00| -0.1| -01| 0.1
1500 | 0.130x10° 23| 16| 03| 16| 28| 02| 01|-02| 03] 00| 00| 01| 0.1
2000 | 0.573x10=% || 2.8 | 1.7| 02| 18| 33| 01| -01]-01| 02| 00| 00| -01| 0.1
3000 | 0.198x107' || 26| 21| 04| 22| 34| 03| -03|-02| 02| 01| -0.1| -01| 0.1
5000 | 0.464x1072 || 3.7 | 29| 08| 3.0| 47| 04| -04|-06| 07| 00| 00| -0.1| 0.1
8000 | 0.116x1072 || 6.0 | 48| 09| 49| 78| 08| -08|-03| 03| 00| -0.1| -02| 0.2
12000 | 0.241x1073 || 124 | 54| 08| 54| 136 07| -0.7|-04| 04| 00| -0.1| -03| 0.3
20000 | 0.209x10~* || 20.7 | 87| 1.1| 88310 09| 09| 01| 00| 02| 02| -05| 05
30000 | 0.105x10~% || 41.4 | 11.2| 1.8 |11.4 |43.0| 14| -14| 03| -04| 05| -06| -1.1| 1.1

Table A.1: The NC e*p cross section do/d@Q? for y < 0.9, shown with statis-
tical (dszat), uncorrelated systematic (dync), correlated systematic (., ), total
systematic (dsys) and total (d) errors. The table also provides the contribu-
tions to the correlated systematic error from a respective positive and negative

variation of one standard deviation of the error on the electron energy (672 ),

+
the electron polar angle (655), the hadronic energy ((55};) and the background
subtraction (5Bgi). The normalisation uncertainty of 1.5% is not included in

cor
the errors.
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Q2 z Yy o (5stat (5sys (5t0t ‘5unc (sfﬁc 65‘1}111: 6007‘ 657;: (55)%,« Jgg:r (5337« Jch}}r Jch’}r ‘55)%:)— JcBoqr
[GeV?] %] | (%] | (%] ] ] (% | (%] || (]| (%] | (%] | (%] (%] | [%] ]| [%] (%] (%]
200 | 0.0032 | 0.615 || 1.257 | 1.8 | 2.4 | 3.0 22| 07] O01] 09 04 04] 04] 02 00] 00] -07 0.7
200 | 0.0050 | 0.394 || 1.113 | 1.6 | 2.3 | 2.8 21| 07| 00| 08| -04]| 04| -06] 07| 00| 00| -0.1 0.1
200 | 0.0080 | 0.246 || 0.940 | 1.5 | 25| 3.0 24 | 13| 00| 09| -07| 07| -07]| 06| 00| 00 0.0 0.0
200 | 0.0130 | 0.151 || 0.837 | 1.6 | 3.3 | 3.7 30| 21| 00| 14| 10| 11]-09] 09| 00| 00 0.0 0.0
200 | 0.0200 | 0.098 || 0.707 | 2.0 | 4.9 | 5.3 45| 38| 00| 20| 19| 19| -06]| 06| 00| 00 0.0 0.0
200 | 0.0320 | 0.062 || 0.564 | 2.6 | 59 | 6.4 56 | 48| 00| 19| -1.8| 18| -05]| 03| 00| 00 0.0 0.0
250 | 0.0050 | 0.492 || 1.192 | 1.6 | 2.1 | 2.6 20| 05| 01] 07| 03| 03] 06| 05| 00| 00] -03 0.3
250 | 0.0080 | 0.308 || 0.988 | 1.7 | 24| 3.0 22| 08| 00| 08| -06]| 06| -05| 07| 00| 00 0.0 0.0
250 | 0.0130 | 0.189 || 0.821 | 2.0 | 3.0 | 3.6 28| 16| 00| 10| -08| 08| -05]| 04| 00| 00 0.0 0.0
250 | 0.0200 | 0.123 || 0.712 | 2.0 | 41| 4.6 37 29| 00| 17| -15| 16| 08| 08| 00| 00 0.0 0.0
250 | 0.0320 | 0.077 || 0.554 | 2.1 | 57| 6.1 53| 48| 01| 21| 20| 20| -07| 07| 00| 00 0.0 0.0
300 | 0.0050 | 0.591 || 1.199 | 2.3 | 2.7 | 3.6 26 | 05| 01] 07| 03| 03] 03] 04 01| 00] -04 0.4
300 | 0.0080 | 0.369 || 1.013 | 1.6 | 22 | 2.8 21| 06| 00| 07| -04| 04| -05] 05| 00| 00| -01 0.1
300 | 0.0130 | 0.227 || 0.850 | 1.7 | 24| 3.0 22| 07| 01 08| -06| 06| -06| 06| 01| 0.1 0.0 0.0
300 | 0.0200 | 0.148 || 0.726 | 2.1 | 3.3 | 3.9 30| 18| 00| 14| 13| 14| -05]| 06| 00| 00 0.0 0.0
300 | 0.0320 | 0.092 || 0.599 | 2.5 | 42| 4.9 37 26| o1 19| 17| 17| -07| 09| 00| 00 0.0 0.0
300 | 0.0500 | 0.059 || 0.510 | 3.0 | 4.4 | 5.4 42| 29| 01| 15| 14| 14| -06]| 05| 00| -0.1 0.0 0.0
400 | 0.0080 | 0.492 || 1.022 | 2.3 | 2.7 | 35 26| 02| 00] 06| 02| 02] 06| 06| 00| 00] -01 0.1
400 | 0.0130 | 0.303 || 0.877 | 1.9 | 25| 3.1 24| 06| 01| 07| -04]| 04| -05]| 06| 00| 00 0.0 0.0
400 | 0.0200 | 0.197 || 0.729 | 2.0 | 28 | 3.5 27| 13| 01 10| -08| 08| -05]| 06| 00| 00 0.0 0.0
400 | 0.0320 | 0.123 || 0.606 | 2.1 | 3.3 | 4.0 29| 16| 01| 16| 14| 15| -08| 07| 00| 00 0.0 0.0
400 | 0.0500 | 0.079 || 0.523 | 23 | 4.1 | 47 37| 26| 00| 18| -16| 16| -07| 08| 00| 00 0.0 0.0
500 | 0.0080 | 0.615 || 0.978 | 3.1 | 2.7 | 42 26| 03] 02] 05| 02| 01] 02| 01| 01| -01] -05 05
500 | 0.0130 | 0.379 || 0.840 | 2.8 | 2.7 | 3.9 26| 08| 00| 07| 05| 05| -06| 05| 00| 00] -0.1 0.1
500 | 0.0200 | 0.246 || 0.722 | 24 | 24 | 3.4 23| 05| 01| 08| -05| 05| -07| 05| 00| 00 0.0 0.0
500 | 0.0320 | 0.154 || 0.639 | 2.4 | 3.0 | 3.9 28 | 16| 0.1 13 11 ] 1.2 06| 05| -0.1] 00 0.0 0.0
500 | 0.0500 | 0.098 || 0.530 | 2.6 | 3.8 | 46 32| 22| 01 20| 17| 18] -09]| 1.0| 00| 00 0.0 0.0
500 | 0.0800 | 0.062 || 0.436 | 3.0 | 3.7 | 48 35 | 24| 01| 14| 20| 09| -1.0] 09| 00| 00 0.0 0.0
Table A.2: The NC e* reduced cross section o (z, Q?), shown with statlstlc 1553 t) 8ys ematic { 5 5]} and to al

%o’ of its contriBitions: t

gist"tt) errors. Also sh heh uncorrelated 5y ste atic

ectron energy error unc t Onic energy eﬁ" SE ee ct of the ot ncor elated S ‘%ematlc
e ta also provi the corrétated systematic error m 1ts contributions

rrors is included in
From a respective posﬁlve and negatlve variation of one standard deviation of the error on the electron energy

+
(5E ), the electron polar angle ((59 ), the hadronic energy (55;*,&) and the background subtraction (639”). The

cor cor
normalisation uncertainty of 1.5% is not included in the errors. The table contint¢s on the next two"flages.
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Q> z y & | utat | Gsys | Otot || Sunc | 65ce | 0Zhe || beor | Onsy | Gny | 0%, | Oter | ek | Gen | 028" | 82
(GeV?] ] | [%] | [%] Bl | (B (AL %] | (]| (%] | [%] | (%] | (%] | [%] [%] (%]
650 0.0080 | 0.800 0.982 4.2 2.2 4.7 2.0 0.2 0.2 0.7 -0.2 0.2 -0.1 0.1 0.1 -0.1 -0.7 0.7
650 0.0130 | 0.492 0.920 3.2 1.8 3.7 1.8 0.5 0.1 0.4 -0.3 0.3 -0.2 0.3 0.1 0.0 -0.1 0.1
650 0.0200 | 0.320 0.731 3.5 1.9 4.0 1.9 0.7 0.1 0.6 -0.4 0.4 -0.3 0.4 0.0 0.0 0.0 0.0
650 0.0320 | 0.200 0.626 3.2 2.2 3.9 2.0 1.1 0.0 1.0 -0.8 0.8 -0.5 0.5 0.0 0.0 0.0 0.0
650 0.0500 | 0.128 0.508 3.3 2.9 4.4 2.5 1.9 0.1 1.5 -1.4 1.4 -0.6 0.6 0.0 0.0 0.0 0.0
650 0.0800 0.080 0.448 3.4 3.1 4.6 2.8 2.2 0.0 1.4 -1.2 1.1 -0.8 0.6 0.0 0.0 0.0 0.0
800 0.0130 | 0.606 0.901 3.5 1.9 3.9 1.8 0.3 0.1 0.5 -0.2 0.2 -0.2 0.2 0.1 -0.1 -0.4 0.4
800 0.0200 | 0.394 0.781 3.5 1.8 4.0 1.7 0.2 0.1 0.5 -0.3 0.3 -0.3 0.4 0.0 -0.1 -0.1 0.1
800 0.0320 0.246 0.622 4.4 2.2 4.9 2.0 0.9 0.1 0.7 -0.6 0.7 -0.3 0.3 0.0 0.0 0.0 0.0
800 0.0500 0.158 0.494 4.8 2.4 5.4 2.1 1.1 0.0 1.1 -1.0 1.0 -0.5 0.5 0.0 0.0 0.0 0.0
800 0.0800 | 0.098 0.457 4.8 3.2 5.7 2.8 2.1 0.0 1.5 -1.4 1.4 -0.6 0.6 0.0 0.0 0.0 0.0
800 0.1300 | 0.061 0.352 5.9 2.6 6.5 2.5 1.4 0.1 0.6 0.0 -0.2 -0.6 0.6 0.0 0.0 0.0 0.0
1000 0.0130 | 0.757 0.923 4.9 2.7 5.5 2.5 0.4 0.2 0.9 -0.2 0.2 -0.1 0.1 0.1 -0.1 -0.9 0.9
1000 0.0200 0.492 0.790 3.7 1.8 4.1 1.8 0.3 0.1 0.3 -0.2 0.2 -0.1 0.2 0.1 0.0 -0.2 0.2
1000 0.0320 | 0.308 0.625 4.0 1.9 4.4 1.9 0.6 0.0 0.6 -0.5 0.5 -0.4 0.4 0.0 0.0 0.0 0.0
1000 0.0500 | 0.197 0.558 4.5 2.2 5.0 2.1 0.8 0.1 0.8 -0.7 0.7 -0.3 0.4 0.0 0.0 0.0 0.0
1000 0.0800 | 0.123 0.492 5.2 3.0 6.0 2.7 1.8 0.0 1.3 -1.1 1.2 -0.6 0.6 0.0 0.0 0.0 0.0
1000 0.1300 | 0.076 0.382 6.8 2.8 7.3 2.7 1.2 0.0 0.6 -0.6 0.4 -0.4 0.4 0.0 0.0 0.0 0.0
1000 0.1800 | 0.055 0.319 9.1 3.4 9.7 3.1 1.0 0.1 1.4 1.2 -1.5 -0.4 0.3 0.0 -0.1 0.0 0.0
1200 0.0200 0.591 0.814 4.7 2.4 5.2 2.4 0.4 0.1 0.3 -0.2 0.2 0.1 0.0 0.1 -0.1 -0.2 0.2
1200 0.0320 | 0.369 0.647 4.2 1.9 4.6 1.9 0.5 0.0 0.4 -0.3 0.3 -0.3 0.3 0.0 0.0 0.0 0.0
1200 0.0500 | 0.236 0.542 4.5 2.1 5.0 2.0 0.7 0.1 0.7 -0.6 0.6 -0.4 0.4 0.0 -0.1 0.0 0.0
1200 0.0800 0.148 0.442 5.1 2.5 5.7 2.3 1.3 0.1 1.1 -0.9 0.9 -0.5 0.5 0.0 0.0 0.0 0.0
1200 0.1300 0.091 0.351 6.4 2.8 7.0 2.7 1.4 0.0 0.9 -0.7 0.6 -0.6 0.5 0.0 0.0 0.0 0.0
1200 0.1800 | 0.066 0.350 6.9 2.9 7.5 2.7 0.4 0.1 1.0 0.8 -1.1 -0.3 0.3 0.1 -0.1 0.0 0.0
1500 0.0200 | 0.738 0.805 6.3 3.4 7.2 3.2 0.5 0.1 1.1 -0.1 0.1 -0.7 0.8 0.1 -0.1 -0.8 0.8
1500 0.0320 | 0.462 0.616 5.5 2.4 6.0 2.4 0.6 0.1 0.3 -0.3 0.3 0.2 -0.2 0.0 0.0 -0.1 0.1
1500 0.0500 | 0.295 0.587 4.9 2.1 5.3 2.0 0.5 0.0 0.5 -0.4 0.5 -0.1 0.1 0.0 0.0 0.0 0.0
1500 0.0800 | 0.185 0.444 5.4 2.4 5.9 2.3 1.1 0.0 0.8 -0.8 0.8 -0.3 0.3 0.0 0.0 0.0 0.0
1500 0.1300 | 0.114 0.375 6.4 2.8 7.0 2.6 1.2 0.0 1.0 -0.9 0.8 -0.6 0.6 0.0 0.0 0.0 0.0
1500 0.1800 | 0.082 0.307 7.2 2.6 7.7 2.5 0.4 0.0 0.6 0.3 -0.5 -0.4 0.5 0.0 0.0 0.0 0.0
1500 0.2500 | 0.059 0.213 9.3 5.1 0.6 4.4 3.4 0.0 2.6 2.4 -2.7 0.2 -0.2 0.0 0.0 0.0 0.0
2000 0.0320 | 0.615 0.623 6.7 3.1 7.4 3.0 0.2 0.2 0.7 -0.1 0.1 -0.6 0.6 0.1 -0.1 -0.2 0.2
2000 0.0500 | 0.394 0.477 6.8 2.7 7.3 2.6 0.0 0.1 0.2 -0.1 0.1 -0.1 0.2 0.0 -0.1 -0.1 0.1
2000 0.0800 | 0.246 0.423 6.2 2.5 6.7 2.4 0.6 0.0 0.5 -0.5 0.5 0.0 0.0 0.0 0.0 0.0 0.0
2000 0.1300 | 0.151 0.345 7.0 2.7 7.5 2.6 0.9 0.1 0.7 -0.7 0.7 -0.3 0.3 0.1 0.0 0.0 0.0
2000 0.1800 | 0.109 0.312 7.5 2.6 7.9 2.6 0.5 0.0 0.1 0.1 -0.1 -0.1 0.1 0.0 0.0 0.0 0.0
2000 0.2500 0.079 0.236 8.8 4.5 9.9 4.0 2.8 0.0 2.2 2.1 -2.3 0.3 -0.3 0.0 0.0 0.0 0.0

Table A.2: Continuation from the previous page. See page 160 for explanations.
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Q2 z Yy G Jstat (5sys (Stot (Sunc ‘5uEﬁc Jfkc 6007‘ 5(:Eo;: ‘55)%* Jgg—r 6357* Jch)'Lr Jch};ﬂ 65797“+ Jz]:?:')gr
[GeV?] (%] | [%] | [%] o] | (%] | (%] {| (%] | [%] | (%] | [%] | (%] | [%] | [%] (%] (%]
3000 | 0.0500 | 0.591 0.604 5.3 3.0 6.1 2.9 0.7 0.1 0.8 -0.2 0.2 | -0.7 0.8 0.1 -0.1 -0.1 0.1
3000 | 0.0800 | 0.369 0.430 5.7 2.8 6.3 2.7 0.6 0.1 0.7 -0.2 0.2 | -0.6 0.7 0.0 0.0 0.0 0.0
3000 | 0.1300 | 0.227 0.376 6.4 3.0 7.0 2.9 1.1 0.1 0.8 -0.5 0.5 | -0.5 0.6 0.0 0.0 0.0 0.0
3000 | 0.1800 | 0.164 0.287 7.0 2.7 7.5 2.7 0.5 0.0 0.4 -0.3 0.2 | -0.4 0.2 0.0 0.0 0.0 0.0
3000 | 0.2500 | 0.118 0.202 8.2 4.1 9.2 3.6 2.4 0.1 1.9 1.6 -1.8 0.8 -0.8 0.1 -0.1 0.0 0.0
3000 | 0.4000 | 0.074 0.092 12.5 | 0.9 16.6 9.1 8.4 0.1 5.9 5.0 -5.0 3.1 -3.2 0.0 0.1 0.0 0.0
5000 | 0.0800 | 0.615 0.421 6.9 3.3 7.6 3.2 0.6 0.1 0.8 -0.1 0.1 -0.8 0.9 0.0 0.0 -0.1 0.1
5000 | 0.1300 | 0.379 0.314 8.1 3.7 8.9 3.5 1.3 0.1 1.4 -0.3 0.3 | -1.3 1.4 0.0 0.0 0.0 0.0
5000 | 0.1800 | 0.273 0.282 9.2 3.8 9.9 3.5 0.4 0.1 1.5 -0.2 03| -1.4 1.5 0.1 -0.1 0.0 0.0
5000 | 0.2500 | 0.197 0.273 9.2 5.1 | 0.5 4.9 3.2 0.1 1.2 0.7 -0.8 -0.8 1.0 0.1 0.0 0.0 0.0
5000 | 0.4000 | 0.123 0.119 14.3 15.2 | 20.9 14.4 13.6 0.1 5.0 4.0 -4.0 3.0 -3.1 0.0 0.0 0.0 0.0
8000 | 0.1300 | 0.606 0.352 12.0 4.7 | 12.8 4.5 1.1 0.1 1.4 0.2 -0.2 -1.3 1.4 0.0 0.0 -0.3 0.3
8000 | 0.1800 | 0.438 0.284 12.2 4.9 | 13.2 4.4 0.8 0.1 2.0 -0.3 0.3 -2.1 2.0 0.0 0.0 -0.1 0.1
8000 | 0.2500 | 0.315 0.226 12.3 5.5 | 13.5 5.5 3.4 0.1 0.8 0.7 -0.8 | -0.1 0.1 -0.1 0.0 0.0 0.0
8000 | 0.4000 | 0.197 0.105 17.1 13.1 | 21.6 12.7 1.5 0.1 3.2 2.4 -2.5 1.9 -2.2 0.1 -0.1 0.0 0.0
8000 | 0.6500 | 0.121 0.015 37.8 | 48.0 | 61.1 45.5 44.2 0.4 15.2 9.5 -9.0 | 12.3 1.7 0.3 -0.2 0.0 0.0
12000 | 0.1800 | 0.656 0.286 17.3 3.1 | 17.6 2.8 0.6 0.2 1.4 0.0 0.0 | -1.3 1.4 0.1 -0.1 -0.4 0.4
12000 | 0.2500 | 0.473 0.112 26.7 4.3 | 27.1 4.2 3.0 0.1 1.0 0.3 -0.3 -1.0 1.0 0.0 -0.1 0.0 0.0
12000 | 0.4000 | 0.295 0.065 35.4 9.8 | 36.7 9.7 9.1 0.1 1.3 1.3 -1.3 0.2 -0.3 0.0 -0.1 0.0 0.0
12000 | 0.6500 | 0.182 0.010 70.7 | 37.9 | 80.2 36.0 35.2 0.3 1.7 7.3 -7.0 9.3 -9.2 -0.1 0.2 0.0 0.0
20000 | 0.2500 | 0.788 0.042 62.0 4.8 | 62.2 4.5 3.2 0.3 1.5 0.3 -0.3 | -1.1 1.4 0.2 -0.2 -0.8 0.8
20000 | 0.4000 | 0.492 0.046 45.2 8.4 | 46.0 8.3 7.7 0.4 1.0 0.9 -1.0 | -0.1 -0.1 0.2 -0.3 -0.2 0.2
20000 | 0.6500 | 0.303 0.017 70.7 | 40.1 | 81.3 39.1 38.9 0.2 8.8 4.6 -4.5 7.7 -7.5 0.1 -0.2 0.0 0.0
30000 | 0.4000 | 0.738 0.091 59.4 9.0 | 60.1 8.8 7.5 0.5 2.1 0.6 -0.6 | -1.2 1.1 0.3 -0.3 -1.6 1.6
30000 | 0.6500 | 0.454 0.025 70.7 | 17.7 | 72.9 17.1 16.2 1.8 4.4 2.8 -2.8 3.2 -3.3 1.0 -1.1 0.0 0.0

Table A.2: Continuation from the previous pages. See page 160 for explanations.
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Appendix B

Contact Interaction Cross Sections

This appendix presents the double differential reduced cross sections of the contact
interaction models investigated in this analysis. The cross sections are normalised to
the Standard Model predictions without contact interaction contributions. All cross
sections are calculated using the H1 1997 PDF Fit. Shown are the respective models
for coupling scales of eA = 4+1,3,5 and 10 TeV and for z bins with = > 0.013.
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Figure B.1: Reduced cross section for the compositeness model V'V compared
to the Standard Model prediction.
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Compositeness: AA
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Figure B.2: Reduced cross section for the compositeness model AA compared
to the Standard Model prediction.
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Figure B.3: Reduced cross section for the compositeness model VA compared
to the Standard Model prediction.
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Figure B.4: Reduced cross section for the compositeness model LL compared
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Figure B.5: Reduced cross section for the compositeness model LR compared
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Compositeness: RL
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Figure B.6: Reduced cross section for the compositeness model RL compared
to the Standard Model prediction.

Compositeness: RR
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Figure B.7: Reduced cross section for the compositeness model RR compared
to the Standard Model prediction.
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Figure B.8: Reduced cross section for the compositeness model LL — LR

compared to the Standard Model prediction.
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Compositeness: LL+RR
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Figure B.10: Reduced cross section for the compositeness model LL + RR

compared to the Standard Model prediction.
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Figure B.11: Reduced cross section for the compositeness model LR + RL

compared to the Standard Model prediction.
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Compositeness: LR+RR
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Figure B.12: Reduced cross section for the compositeness model LR + RR
compared to the Standard Model prediction.
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Figure B.13: Reduced cross section for the compositeness model RL — RR
compared to the Standard Model prediction.
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