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ABSTRACT 

An interactive method is presented for modifying a 

mtl~tiobjective water resources planning strategy by 

changing constraining conditions on regional objectives 

and local variables. The msthod is illustrated by 

modifying a conjunctive use. sustained groundwater 

withdrawal strategy for minimizing the cost of meeting 

regiOnal water demand on the Arkansas Grand Prairie. 

The. strategy was developed uIC':ng a model in which the 

fini te difference form of the two-dimensional 

groundwater flow equation is embedded in an optimization 

process. The quadratic optimization is accomplished by 

utilizing the General Differential Algorithm to obtain 

values of drawdown. pumping. and rech~rge in each fin,te 

difference cell. Results from the formal cpt1mizetion 

process are submitted to a eeparate program for 

interactive evaluation and modification. The lnteractive 

algorithm applies the constraint met.od and constrained 

derivatives of the objective function to develop the 

noninferior solution and tradeoff functions. The 

modification procedure is extended to determining the 

influence on the reglonal o~jectives for 

changes in several local decision variables. 
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INTRODUCTION 

n';s development of a regional water reeources management 

wtrate~y oft~n includes the application of optimization theory to 

_ .• termi~e the allocation plan thpt most effectively eatisfies a 

desired objective. The two majcr components of any optimization 

~roblem are the objective function and the variables. In this 

paper. an objective function is a statement of the desired goal 

~t a regional water management strategy. The variables in the 

optimization problem represent local conditions which affect 

attainment of the regional objectives. When a finite difference 

technique is used in a water management model. the conditions at 

each node Dr finite difference cell are considered "local" 

<;ariables. 

Within the complex arrangement of legislative. sociologic, 

and economic goals influencing water resources management. it ie 

d i ff.icul t. if not impossible. to optimize a single objective 

function without adversely affecting other regional objectives or 

the values of local variables. Because opposing interests and 

ideas cannot be ignored in a realistic optimization procedurs. 

t~ere is a need for a technique of rapidly modifying the 

oonstraining conditions and determining the resulting effect on 

multiple regional objectives. 

Because several decision makera are usually involved in the 

strategy selection procees. the modification method should be 

interactive. Interactive techniques of multiobjective analy~ls 

have been used in the past to improve the coordination of 

subjective decision makers with an objective numerical process 
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(Monarchi and others, 1973; Haimes and Hall. 1974. Datta and 

haralta. 1985) • With an interactive procedure. the decision 

•• kers can actively participate in: (1) moving through ths 

decision space defined by a multiobjective analysis to decide on 

B compromise between regional objectives. and: (2) changing the 

bounds on decision variables to reflect local considerations. 

When conflicting objectives exist in the same problem, no 

single solution is available in which all aspects are optimally 

",ttained • However, through the application of generating 

. techniques (Cohon and Marke. 1975) a noninterior set of solution~ 

can be created. This solution set is alBo referred to as a 

"nondominated" set. the "Pareto Optimum". the "transformation 

curve" or the "efficiency" curve. A feasible solution is 

Doninfarior if no other feasible solution exists that will cause 

one objective to improve withou· forcing at least one other 

~~jective to degrade (Cohon 1978). At each noninferior eolution. 

the relationship betwnen competing goals is expressed in terms of 

a tradeoff function. The tradeoff function describes the amount 

ef one objective that must be sacrificed in order to improve 

attainment of another objective. 

Every decision variable also exhibits a relationship with 

the objective function ... Dual values. or constrained 

derivatives. describs the relative worth of each local decision 

variable on the regional objective. In the development of 

water management strategies. the objective functions applied to a 

region are frequently a maximization or a minimization of the 

aggregate effects on subareas within the I.'egion. This 
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utilitarian approach providee for regional optimlzation at the 

expense of local development. By knowing how local changes 

affect regional optimality. changes in ,ocal variables can be 

considered in regional management decisions. Peralta and Killian. 

(1964) tlluetrate a method of refining an optimal regional 

solution in which only a single change to one decision variable 

is made. Their method however. is not interactive and is 

inadequate for analyzing continued changes in several decision 

variables. 
, 

One purpose of this paper is to prssent a method and 

F~ample that utilizes quadratic parametric programing techniques 

1n an interactive manner to develop the noninferior solution set 

and tradeoff functions. The second purpose is to demonstrate how 

this method may be extended to rapidly determine the effect on 

he objective functions due to rspeated changes in any number of 

~aciaion variables. 

As a developmental etep in the Grand PrairlB Water Supply 

Project. (Peralta and others 1964a). the interactive method is 

demonstrated through application to the bicriterion problem of 

developing a conjunctive use. sustained yield pumping strategy 

fOT the GTand Prarie region of Southeast Arkansas. Opposing 

objectives considered in this example inclUde a linear function 

to maximize regional groundwater withdrawal and a quadratic 

expression to minimize the total cost of supplying regional water 

demand. These objective functions are simultaneously evaluated 

uithin the same framework of physical and institutional 

constraints. 

Simulation is performed by applying the finite difference 
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form of the two-dimensional steady-state groundwater flow 

equation. (Pinder and Bredehoeft. 1968) as part of the 

constraining conditions in the optimization model. Thiel 

technique of linking the eimulation to the optimization model is 

referred to as the embedding method (Gorlick. 1983). 

In the illustrative example. local variables subject to 

managsment constraint includs the drawdown. pumping. and recharge 

1n each finite difference cell. (Several considerations for 

ceterm~ning limitations on these variablee are listed by Bear 

(1979). ), Drawdown is defined as the difference in elevation 

between a horizontal datum. located above the potentiometric 

Burface. and the potentiometric Jurface. Groundwater pumping 

refers to the volume of groundwater removed from the system by a 

well penetrating the aquifer. and recharge represents the volume 

of watsr entering the groundwater system from outside the region. 

~he net sum of pumping and recharge in each cell is referred to 

fI,e excitation. 

The development of the interactive modification method is 

explainsd by first describing the objective functions and the 

constraining c.onditions used in the example application. The 

necessary theory is t~en presented through discussion of: (1) the 

gen'eratton technique used to construct the noninferior solution 

set; (2) the Gensral Differential Algorithm. and; (3) constrained 

derivl;ltives. This fs followed by a presentation of the 

interactive procedure used to construct the noninferior solution 

set. make repetitive local changes. and determine the influence 

of local changes on regional objectivee. The conditions under 
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which the method may be applied are also detailed. 

OBJECTIVES FOR THE GRAND PRAIRIE 

The quadratic objective function applied in the example. is 

unique in that it estimates the cost of maintaining a eustained 

yield by minimizing the coet of both groundwater and surface 

water required to satisfy regional demand. A complete derivation 

c! this objective function and the factors involved is presented 

by Peralta and Killian (1964). For the purposes of this paper 

the fo~lowing general representation is satisfactory. 

fuinimize 

N 
z = L 

1 i=1 

where=-

c (i) p(il f(s(i) + c (i) p(i) + c (1) p (i) 
e m a a 

z - the total annual cost of water supply. I.'year); 
1 

N = the total number of finite difference cells in 
which drawdown and pumping are variable; 

(ll 

c (1) 
e 

= the cost 
volume of 
($/L4)1 

associated with raising a 
groundwater one unit 

unit 
distance. 

p(i) -- the annual volume of groundwater pumped from cell 
i. (L3/year); 

f(s(i» = a linear function of drawdown which describes 
the total dynamic head at cell i. (L); 

c (i) = the cost associated with a unit volume of 
m groundwater pumped. ($/L3); 

C (i) 

a 
= the cost ·per unit volume 

water supplied in cell i. 
of alternative 
($/L3) ; 

P (i) = the annual volume ot alternative water use at 
a cell i. (L3Iyear). 

Because water. requirements of each cell are satisfied by the 
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conjunctive use of groundwater and an alternative water source. 

the following relationship is used to replace 

equation (1). 

P (il =,w'(il - p(1) 

a 

where: 

for i=l.N 

wei) = the annual water requirements in cell i. 
(L3/year) • 

p (1) 

a 
1n 

(2 ) 

Tpe linear objective function used to maximize regional 

groundwater pumping is simi liar to the formulation used by Aguado 

and others (1974), Alley and others (1976). and Elango and Rouve 

(1980). This is described as follows. 

m'lximize Z = 
2 

"here' 

(3 ) 

z = the total volume of groundwater annually withdrawn 
2 from the region. (L3/year). 

The bicriterion problem consisting of both objective 

functions is a two dimensional vector within a solution space of 

dimension 2N + n. where n is the total number of constant head 

cells. 

situation. 

optimize 

The following notation is used to describe 

z = {z 
1 

, z } 
2 

this 

(4 ) 

Because it is not possible to maximize or minimize this problem 

without either prior knowledge or numerical representation of 
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management preference. the term "optimize". Be it appears in 

equation (4). refers to accurctely defining the set of 

noninferior solutions. 

The regional goals expressed by the objective functions are 

dependeni on the drawdown. pumping. and recharge in each finite 

difference cell. Each of these local variables is limited by an 

upper and lowsr bound. The bounds on these variables delineate 

the feasible region. or solution space. The feasible region for 

. the bicriterion sxample problem is defined by the following 

constraints. 

p( 1) = t- t(i.j) s (j ) for i=l.N (5 ) 

j=l 

rem) = t- t(m.j) B (j ) for m=l'!! (6 ) 

j=l 

a (i) < s (il < s (i) for i=l.N (7 ) 

min max 

f; (1) < p (il < P (i) for i=l.N (6 ) 

min max 

r (m) < rem) < r (m) for m=l.11 (9) 
min max 

w,here: 

0.· 

K 
t(i.i) = Z - t(i.j) 

j=l 
j!o; i 

t(i.j) = the trarismissivity between finite difference cell 
i and cell j. for i = j. (L2/year); 

K = the total number of cells in the study area. aleo the 
total number of inequality constraints. K = N + N ; 

11 = the total numbsr of constant head cells in the region; 
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B (i) = the lower limit on drawdown in cell i. (L) ; 
min 

s (1) = the upper limit on drawdown in cell i • (L) ; 
max 

p ( i ) = the lower limit on annual groundwater pumping 
min in cell i • (L3Iyear) ; 

p ( i ) = the upper 1 i mi t on annual groundwater pumping in 
max cell i • (L3Iyear) ; 

rIm) = the annual recharge at constant head cell m. 
(L3Iyear); 

l' (m) = the lower limit on annual recharge in constant 
!'lin head cell k. (L31 year) ; 

r ,(k) = the upper limit on annual recharge in constant 
max head cell k. (L3/year) • 

Equality constraints (5) and (S) are substituted into the 

objective functions and constraints (8) and (9) such that the 

only explicitly. defined variable is drawdown. Pumping and 

recharge are defined in terms of the slack variables associated 

with constraints (8) and (9). respectively. 

THEORY 

Generation Technique 

The method used in this paper to generate the noninferior 

soluti~n set is referred to by Cohon and Marke (1975) as ths 

constraint method. Under the constraint method. all but one 

objective become additional constraints. The single. or 

principal objective is optimized by conventional methods while 

the constrained objectives are limited by a chosen value. The 

selection of a prinCipal objective does not indicate management 

preference. 

To construct the noninterior solution set. the limiting 
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value for a particular constrained objective is varied and the 

principal objective optimizsd at each new point. 

generally defined by the following formulation. 

minImax' z = f(x) 
p 

eubject to: 

z > L For h=I.H 
h h 

where: 

z = value of the principal objective function; 
p 

z = value of objective conetraint hl 
h 

L = the limiting value of objective constraint h; 
h 

H = total number of objective constraints. 

This is 

(10) 

( 11> 

For the bicriterion example. the linear objective function. 

equation (3). becomes an objective constraint and the problem 

description is rspresented in the operational form. 

minimize z = g(s) 
1 

(12) 

Subject to the conditions of the feasible region as previously 

defined 'by (5). (6). (7). (8). (9). and the following additional 

condition. 

z > L ( 13) 

2 2 

where: 
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gls) = equation (1) expreseed in terms of drawdown alonel 

L = the minimum allowable total groundwater annually 
2 withdrawn from the aquifer underlying the region. 

At each value of L • 
2 

a new value of z is computed. 
1 

Within the 

feasib:e ' region of the solution epace. the objective constraint 

will be binding. Therefore. a noninferior solution exists as a 

set of N drawdown values. at which z 
2 

is equal to L . 
2 

The values of L represent the minimum allowable regional 
2 

pumping imposed by a management decision. The range of L for 
2 

which the objectives will be conflicting and the corresponding 

range of regional cost values are defined by the following 

limi ts. 

z at min z 
2 1 

"jin z < 
1 

z 
1 

< 

For values of L 
2 

< 

L 
2 

< max z 
2 

z at max: 'Z 

1 2 

less than z at min z, 
2 1 

(14) 

the constrained 

objective and the principal objective are not in opposition. the 

objective constraint is not binding and the value of z resulting 
1 

from the optimization is equal to min z . 
1 

A systematic approach to developing the noninferior 

solution set varies ths value of L from one extreme to the 
2 

other. covering the entire range in a predetermined number of 

steps. By using a controlled interactive method. only areas of 

the solution set which are of particular interest to the decision 

makers need be examined. Thus. by ignoring araas of the region 

which are of little concern. such as the extreme ends of the 
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iaasible range. each decision maker can accurately pinpoint his 

or her best-compromise solution ~ith minimal computational 

effort. By uaing a differential algorithm in this interactive 

procedure. tradeoff functions for each regional objective and 

each local decision variable are readily available. 

General Differential Algorithm 

The General Differential Algorithm. developed by Wilde and 

Beightlsr (1967) and discussed in detail by Horel-Seytoux 

(1972). is a direct climbing method of locating the optimal 

solution through a systematic gradient search routine. The 

interactive technique presented in this paper uses an extension 

of the General Differential Algorithm to evaluate the change in 

the value of the principal objective function and the system 

•• eponse resulting from a change in the optimal solution set. 

To aid in the explanation of the General Differential 

Algorithm consider the minimization of a quadratic objective 

function with N variables subject to K inequality constraints. 

During any iteration in the search process. ths problsm will 

consist of K equations and N+K variables. (K of these variables 

are slack variables introduced to transform the inequality 

constraints into equality conditions). The constraining 

equations are separable and as such. K variables are expressed as 

a function of N independent variables. N independent variables 

are initially referred to as decision variables while K 

dependent 

variables. 

variables are referred to as solution or state 

The specific separation of variables into etate 

variables and decision variables is known as the partition of 
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t.he system. 

The functional equivalents of the state variables are 

directly substituted into the objective function such that the 

objective function is an unconstrained expression of N decision 

variables and no state variables. During each iteration in the 

optimization process. one decisicn variable is changsd to 

improve the value of the objective function. A change in any 

decision variable will cause every state variable related by the 

K equality conditions to change. , 

In, the example problem, a decision variable is either a 

drawdown variable. or a slack variable corresponding to one of 

the inequality conditions described by constraints (8), (9), and 

(13). At the optimum, all decision variables that are limited by 

a binding constraint are associated with a non-zero constrained 

derivative. Assuming a minimization process, if a decision 

variable is against an upper limit, the related constrained 

~erivative must be negative. A decision variable has a 

positive constrained derivative associated with it if the lower 

limit is binding. If the value of a decision variable is not 

~qual to a limiting condition, the corresponding constrained 

derivative is zero and any change in the decision variable does 

not improve the value of the objective function. Thie is simply 

a non-dogmati~ explanation of the Kuhn-Tucker conditions. 

Constrained Derivativee 

The change in the value of t.he unconstrained form of the 

principal objective function. for a given change in a particular 

deciSion variable, is expressed in terms of the gradient of the 
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unconstrained objective function. The gradient of the objective 

function ie the vector of first partial derivatives with respect 

to the decision variables. Each first partial derivativs is 

referred to as a constrained derivative. ("Constrained" 

derivative implies that the constraining conditions have been 

substituted into the objective function.) The constrained 

derivative describes the direction and magnitude of a change in 

the value of the objective function for an instantaneous change 

in the, value of the decision variable. 

Because the objective function described in this 

application is a quadratic expreseion. each constrained 

derivative of the objective function is a linear function of 

decision variables. Thus. for a change in the value of a single 

decision variable. the values of all related constrained 

derivatives also change. The change in the value of each 

constrained derivative is determined by evaluating the vector of 

second partial derivatives of the objective function with respect 

to the decision variables. For a quadratic objective function. 

this will be a vector of constant terms. The change in the 

constrained derivatives of the principal objective function tor a 

change in decision variable i is described in terms of the second 

partial derivatives es follows. 

6v(j) = b(joi),6x (I) 

d 

t.Jhere: 

for j=l.N 
and i=l.N 

( 15) 

6. v(j) = the change in the value of the constrained 
derivative. 
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b(j.i) = the second partial derivative of z taken first 
p 

with respect to decision variable j and again 
with respect to decision variable i. 

Utilizing equation (15). the change in the value of the 

objective function for a change in one decision variable is 

expressed in terms of both the first order and second order 

partial derivativee as 

a z /a x (i) 

P d 

for i=l.,N 

where: 

= v(i) + b(ioi) (x' (1) 

d 
x (i» 

d 
( 16) 

v(i) = the constrained derivative of z with respect to 
decision variable x (i); 

d 
p 

b(i.i) = the second partial derivative of z with respect 

x' ( i ) 
'd 

x (1) 

d 

to decision variable x (i). p 
d 

= the new value of decision variable i; 

= the value of decision variable i. prior to 
increasing or decreasing ths value. 

For a specific change in a decision variable the above equation 

is integrated over L:::. x (1) to yield 
d 

= 

for i=l.N 

where: 

{ v(i) + 0.5b(i.1) 
d 

(6 x (i» 

d 
} (,6 x (i» 

d 

6 z = 
p 

the change in the value of the principal objective 
function; 
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L,x (i) 

d 
= the epecific change in the decision 

or the difference between x' (1) and 
d 

variable i. 
x (1). 

d 

For a specific chan~e in the decision variable associated with an 

objective constraint. equation (17b) describes the tradeoff 

function. 

6 z = { v(h) + 0.5 b(h.h) 
P 

(6x (h» 
d 

} (6 x (h» 
d 

(17b) 

Equations (15). ( 16) • (17a) and (17b) are valid when the change 

in the decision variable does not cause a repartitioning of 

systsm variables. This limitation is discussed in detail in a 

~Jbsequent aection. 

The change in all systsm variables in response to a change 

in the val~e of a eingle decision variable is referred to as the 

system response. Because all decision variables are independent. 

a change to one decision variable will not effect ths value of 

the remaining decision variables. Every state variabls however. 

is expressed as a function of decision variables and is 

therefore affected. By evaluating the gradiente of the state 

variables. the change to the stats variables in response to a 

change in the value of a single decision variable is determined. 

In the bicriterion example. the constraints are linear and 

the resultant state gradients are vectors of constants. 

Therefore. the first partial of a state variable with respect to 

each decision variable is valid for any arbitrary change in a 

single decision variabls. not merely an incremental change. The 
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system rssponse to a change in the value of a single decision 

variable is represented by the following formulation. 

6,x (k) = d(kd) 6,x (i) for k=l,1( 
B d 

Q'here: 

.6. x (k) = the change in state variable k; 
s 

( 18) 

d(k.i) = the first partial derivative of state variable k 
with respect to decision variabls i; 

:6 x (i) = the change in decision variable i. 
d 

The partial derivatives of the state variables. d(k.i), are 

revised each time the system variables are repartitioned. 

The concepts described indicate how the value of the 

principal objective function and the system variables change for 

a given change in a single decieion variable. These methods are 

applied in the development of the interactive procedure. 

THE INTERACTIVE PROCEDURE 

The bicriterion example problem is formulated ae it appears 

in equations (12) and (13) with L set equal to any feasible 
2 

value of total regional pumping. This problem is initially 

solved by a quadratic programing procedure written by Leifsson 

and others (1981) which uses the General Differential Algorithm 

to determine the optimat eolution. The optimal set of N drawdown 

values. N pumping valuee. and M recharge values that result from 

the initial optimization represent one noninferior eolution. 

These values. along with the values of th~ firet and second order 

partial derivatives are transferred to a separate program for 
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tnteractive evaluation. 

In a constrained optimization. the decision variables are 

generally tight variables with nonzero constrained derivatives. 

To modify the original noninferior solution, any decision 

variable may be changed by modifying its upper or lower bound to 

expand or reduce the original size of the solution space. Thie 

effectively forces the decision variable to assums a desired 

value ~hen the problem is optimized under the rsvised conditions. 

Hoving Through the Noninferior Solution Set 

To generate the set of noninferior solutions. several 

changes to the binding limit. L • of the objective constraint are 
2 

input. one at a time. to the interactive program. This modifies 

the value of the slack variable associated with constraint (13). 

The system response to each change is determined by equation (18) 

~nd the new value of the principal objective function Ie 

determined by equation (17b). The values of the constrained 

derivatives are revised by equation (15) and the system is 

checke~ for optimality. If the solution is not optimal. the 

interactive program performs the iterations necessary to make the 

solution noninferior. 

At any point in the noninferior solution set, the 

~elationship between rsgional objectives is described by the 

constrained derivative of the principal objective function with 

respect to the decision variable associated with each objective 

constraint. Once a favorable relationship Ie achieved and a 

comprt~ise solution agreed upon, the resulting values of all 

local variables may be examined. 
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In examining the local variables, a group of dscision makers 

may identify areas at which the variable values of drawdown, 

9umping. or recharge are unsatisfactory. To refine the 

compromise strategy and address local concerns. the interactive 

program is utilized as explained in the following section. 

Local Influence ~ Regional Objectives 

At a noninferior solution. each local variable is either a 

state variable. or a decision variable. The constrained 
, 

derivative of the prinCipal objective function with respect to a 

state variable is zero, indicating the independence between the 

principal objective function and the state variables. A change 

to a local condition represented by a state variable may be made 

by changing a decision variable. (or several decision variables). 

such that the desired effect on the particular state variable. 

(described by equation (18) ). is achieved. Several exampl~e of 

this are discussed by Peralta and Killian, (1984). To change the 

value of a decision variable representing drawdown. pumping or 

recharge. the binding limit is appropriately changed. 

A change in the bound on a local decision variable changes 

the feaSible region of the solution space common to both the 

~rincipal objective and the objective conetraints. Depending on 

the extent of the change. the noninferior solution that exists 

prior to changing a loc~l bound is not necessarily optimal after 

ths bound has been re-established. In other words. the eolution 

may become inferior. At an inferior solution. one objective can 

be changed without adversely affecting the other objectives. 

Using the interactive procedure. the decision makers may choose 
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the regional dimension in which to move such that the solution 

becomes noninferior. 

Equation (16a) is used to determine the change in the 

p~incipal objective function reeulting from a specific change in 

the value of a decision variable. In making this changs the 

objective constraints remain fixed and a new solution eet 

results. At the new solution. the change in the value ot an 

objective constraint. needed to insure that the principal 

object~ve retaina its original value. may be calculated by 

solving ,equation (l6b) for 6 x (h). This value is then input to 
d 

the interactive program such that the original value of the 

objective function is obtained. 

Conditions Under Which the Procedure may be Utilized 

To change the value of a decision variable. the limiting 

t'ound is replaced with a value that either expands D~ reduces the 

a;ze of the solution epace. Thie effectively creates a new 

problem. Depending on the extent of the change to the bound. the 

new problem may require subsequent iterations to achieva 

optimality. 

The solution that exiete prior to changing the bound (the 

old optimal solution) is the starting point for the new problem 

and must be feasible within the new solution space. If a change 

in a bound lncreases the-size of the solution space (if the upper 

limit is increased or the lower limit is decreased) the old 

solution is always a feasible starting point. If however. the 

solution space is reduced (a lower bound is increased Or an 

upper bound is decreased) the extent of the change to the bound 

19 

.' 



~n a decision variable ie limited by feasibility criteria. A 

reduction in the size if the solution space that causes the old 

Qptimal solution to be infeasible within the new solution space 

is not permitted with the interactive procedure. 

The magnitude of the feasible change is determined by the 

constraints imposed on the involved variables. A decision 

yariabl~ is allowed to increass or decrsase until it. or another 

variable. encounters a limiting condition. Since the bound on 

the d~cision va.iable itself is dictated by the user. the 

feasible positive and negative deviation is controlled by the 

first state variable to reach its upper or lower limit. The 

value of the feasible deviation is found by solving equation (18) 

for L,x with L,x (I) defined as the difference between the state 
d s 

variable and its approaching bound. 

If the change in the bound on a decision variable is within. 

or equal to the feasible deviation. the corresponding change in 

the value of the decieion variable is equal to the change in the 

The constraint remains tight. and the system response is 

feasible. though not necessarily optimal. 

Optimality is affected if a single decision variable is 

changed such that application of equation (16) causes one of the 

constrained derivatives to change signs. The maximum absolute 

change in the value of a decision variable such that none of ths 

nonzero constrained derivatives change sign is refsrred to as the 

optimal deviation. To change sign. a constrained derivative 

must first change from a positive or negative value. to zero. The 

optimal deviation ie determined by applying equation (15) with 
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6,{(j) defined as the difference between the value of the 

constrained derivative and zero. If the change in the bound on a 

decieion variable ie within both the optimal deviation and the 

leasible deviation. the change in the value of the decieion 

variable is equal to the change in the bound and the resulting 

strategy ia.optimal. 

The bound on a decision variable can be changed in excess of 

ths feasible and optimal dsviation if the change increases the 

eize of the feaeible region. In such a case. a state variable 

reaches its bound and the initial change in the decieion variable 

is less than the input change in the bound. A re-partitioning of 

the variables is performed such that the tight state variable 

becomes a decision variable and the loose decision variable 

becomes a state variable. Additional iterations may be neceseary 

to make the feasible solution optimal as well. 

In summary: (1) the interactive process may be used to 

modify an existing strategy when a change in the limiting bound 

.JTI any decision variable decreasee the eize of the solution 

apace if the change to the bound is within the feasible deviation 

determined through the use of the constrained derivatives; (2) 

the interactive modification method may not be used to change a 

bound in excess of the feasible deviation if the change dscreases 

the size of the solution space; (3) the method can analyze any 

arbitrary change in the ~imiting bound on a decision variable if 

the change increases the eize of the solution epace. When the 

change in the solution epace exceeds the optimal deviation. 

additional iterations are necessary if the optimal resul t is 

desired. These iterations are performed by the interactive 
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program by utilizing the eame eubroutines developed for the 

interactive process. 

APPLICATION AND DISCUSSION 

Site Description 

The quadratic and linear objective functions for minimizing 

total cost and maximizing total regional groundwater withdrawal 

are applied in ths multiobjective format to the Grand Prairie of 

southeastern Arkansas. Figure 1 shows the Grand Prarie 

subdivided into 204 finite differsncs cslls. Of the 204 total 

cells. 52 ars conatant head cella uaed to simulate conditions 

along the periphery of the study area. 

The Grand Prairie ia an extensively cultivated and irrigated 

agricultural area and one of the prime rice producing regions of 

the country (Griffis 1972). A heavy layer of clay underlies the 

topsoil and prsvents infiltration from recharging the aquifer. 

The only apparent sources of recharge are the rivers which border 

the area and extensions of the aquifer outside the study area. 

Extensive pumping and limited recharge has 

declining water table and water shortages in 

aquifer. 

resulted in a 

this Quaternary 

Aquifer characteristics used for aimulation are those 

reported by Peralta and others (1984b). Theee data include the 

elevation of the top. and bottom of the aqUifer. 

determining the saturated thickness). and a 

conductivity of 82 meters per day. (270 teet per day). 

(used in 

hydraulic 

The drawdown and pumping in the non-constant head cella are 

bounded by an upper and a lower limit. The lower limit on 
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drawdown represents the average ground surface elevation in each 

cell. The upper limit on drawdown ie such that 6 mstsrs (20 

feet) of saturated thickness is guaranteed in each cell. The 

lower limit on pumping is zero (to prevent physically unrealietic 

Internal recharge from being computed) and the upper limit on 

~_mping ie equal to the current average annual groundwater 

withdrawals. The variable recharge in conetant head celie ie 

limited such that maximum annual observed recharge from outeide 

the system is never exceeded. 

Cost coefficisnts used in the quadratic objective function 

are estimated from information receivsd from the U.S. Army Corps 

of Engineers. <personal communication with Joe Clements. Dwight 

Smith. and Stony Burkel. In areas where no surface water is 

~vailable for use as an alternative source, the opportunity cost 

clBsociated with reduced production is used as the 

"ater coat. 

alternative 

Tbe matrix of second partial derivatives in the least-cost 

objective function. equation (ll. consists of groundwater cost 

coefficients and transmissiVity values. Before optimization. 

t.his Hessian matrix was examined and found to be positive

definite. thus insuring that the reeulting solution is the global 

optimum. Details of this are discussed by Peralta and Killian 

( 1984) • 

Noninferior Solution Set 

Figure 2 displays the resulting set of noninferior solutions 

interactively generated as outlined previously. Shown with every 

exact noninferior solution is the corresponding tradeoff function 
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expressed by the the first order partial dsrivatives in units of 

dollars per cubic decameter. Although the total range defined 

by (14) is preeented in Figure 2. in actual practice it is not 

r~cessary to producs the entire set of solutions. 

From the noninferior solution set. the best-compromise 

solution may be detsrmined by implementing the surrogate worth 

tradeoff method introduced by Haimes and Hall (1974) and adopted 

for interactive development of a conjunctive use. sustained" yield 

strategy by a group of decision makers (Datta and Peralta. 1965). 

For illustrative purposes. solution set A is chosen as a 

compromise solution. though not necessarily the best compromise 

solution. For solution A. the total annual regional groundwater 

pumping is maintained at 136.000 cubic decameters. (112,000 acre 

feet) • The total regional cost of the conjunctive use strategy 

is 9.3 million dollars and the average combined cost of 

groundwater and alternative water (including opportunity cost) is 

26 dollars per cubic decameter. (32 dollars per acre foot). 

Local Change 

At the compromise solution. the local groundwater pumping in 

cell (3.4) is equal to its lower I imit. which is 0.0 In other 

words. for the benefit of the region ae a whole. no groundwater 

uithdrawal is permitted at this cell and in fact. no water nseds 

ars satisfied. Assuming that a group of decision makers wish to 

improve the equity of the compromise solution to groundwater 

users in cell (3.4). the lower limit on groundwater pumping in 

cell (3.4) is increaeed. and the regional effect analyzed. 

The constrained derivative for the pumping in cell (3.4) is 
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'3l jJllars per cubic decameter. (40 dollars per acre foot). For 

every cubic decameter incrsase in groundwater pumping in cell 

(3.4) • the regional cost increases by 32 dollars. Because the 

second partial derivative of the objective function ~ith respect 

to the pumping is a positive 0.008 dollars per cubic decameter 

per cubic decameter. (0.012 dollare per acre foot per acre toot), 

the constrained derivative. (32 dollars per cubic decameter). 

will increase as the local pumping increases. 

Tpe most that pumping can be increaeed in cell 

etill maintain feasiblility is 237 cubic decameters. 

(3.4) and 

(192 acre 

feet), at which point the pumping in cell (5.5) reaches its lower 

limit. Because the change will reduce the size of the solution 

space. the limit of 237 cubic decameters must be recognized. [ f 

the desired increase in the pumping at cell (3.4) is greater than 

237 cubic decameters. the original problem muet be reformulated 

2nd submitted for execution using standard optimization code. 

Aesume that the decision makers agree to increase pumping in 

csll (3.4) by 224 cubic decameters. (183 acre feet). In 

accordance with equation (17a). the modification causes the totel 

r,egionel cost to increase by 7.430 dollars. The change of 224 

cubic decameters also causes the values of some of the 

constrained derivatives to change sign. thus making the solution 

inferior. The interactive program reguires 5 subsequent 

iterations and about t~o minutes of processing time to calculate 

the optimal s~lution. At the revised optimum. the increase in 

total regional cost is 7.390 dollars and the pumping in cell 

(3.4) is 224 cubic decameters. 
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This new noninferior eolution is point B on Figure 3. an 

~nlarged section of Figure 2 in the vicinity of the compromise 

solution. At point B. the total regional pumping is still 

136.000 cubic decameters but the cost is 7.390 dollars greater 

than the 'cost of solution point A. 

The d~cision makers may also want to know how the total 

regional pumping of strategy A is affected by a looal increase of 

224 cubic dscameters in cell (3.4), it the total cost remains 

constant. At point B. the constrained derivative of the 

principal objective with respect to the constrained objective. 

(the instantaneous tradeoff function). is 30 dollars per cubic 

decameter 137 dollars per acre footl. and the correspo~ding 

second partial derivative is 0.002 dollars per cubic decameter 

per cubic decameter. (0.003 dollars per acre foot per acre foot). 

Solving equation (17b) for .c.x with 
d 

equal to -7.390 

dollars results in a reduction in total regional pumping of 250 

~ubic decameters.- (202 acre feet). Because this incrsase in the 

size of the feasible region is less than the maximum feasible 

deviation. the first and second partial derivatives remain valid. 

This means that in order to increase groundwater availability at 

cell (3.4) from 0 to 224 cubic decameters. while maintaining 

total regional cost at 9.3 million dollars. a total of 474 cubic 

decameters of groundwater must be forsaken in all remaining 

cells. Implementing this change results in the noninferior 

solution indicated by point C in Figure 3. 

At point C, the total cost is the original 9.3 million 

dollars. but the total regional pumping has decreased by 250 

cubic decameters. The curve connecting pointe Band C indicates 
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~ portion of the eet of noninferior solutions for the new 

solution space. At any point on the revised curve. the minimum 

amount of groundwater pumping at cell (3.4) is 224 cubic 

decameters. 

The extension of the noninferior eolution sat in a local 

dimeneion is possible at any compromise solution with any 

decision variable. Therefore. for the 152 decision variables in 

this example. the total number of possible decision directions. 

includ,ing the two regional dimensions. is 154. 

SUtltlARY 

An interactive parametric programing method is introduced 

in the form of a computer program to effectively and efficiently 

evaluate several conflicting objectives. With this tschnique. 

ths user is able to interactively inveetigate any area of the 

teasible solution space and utilize both regional and local 

tradeoff functione in selecting and designing a regional water 

management strategy. 

By applying this method. decision makers may interactively 

~odify a management strategy in both the regional and local 

decision dimensions. Regional changes are made by moving through 

the sst of noninfsrior solutions to locate a compromise solution 

and regional tradeoff functions. Local changes. or modifications 

in ths finite difference variables. are accomplished by changing 

ths constraining conditions on local dscision variables. The 

constrained derivatives are available for evaluating the response 

of regional objectivee to repeated changes in local decision 
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variables. 

In the fisld example the procedure ie used to modify an 

optimal regional conjunctive uae. sustained groundwater 

withdrawal strategy. The etrategy is initially obtained from a 

management model that minimizes the cost of meeting water needs 

from the conjunctive use of groundwater and surface water while 

maintaining a sustained yield. The optimization process uees the 

finite difference form of a two dimensional groundwater flow 

equation as part of the constraining conditions. For 
, 

multiobjective analysis. a second objective function that 

maximizes the total regional groundwater withdrawal under 

sustained yield conditions is included in the original problem as 

an additional constraint. The results of the formal optimization 

include local variables representing the drawdown. pumping. and 

recharge in each finite difference cell. The initial results 

also include a decision variable that represents the total 

regional groundwater withdrawal under the optimum strategy. 

The results of the formal optimization ara input to an 

interactive computer program and the set of noninferior 

solutions is generated. At any f3asible solution. the tradeoff 

function between competing objectives is given to aid in locating 

a compromise solution. The procedure also provides information 

on the response of the regional objectivee to a change in any 

local decision variable.- This information is used for modifying 

the compromise solution with respect to local concerns. 

The interactive modification method may be applied for any 

change in a bound on a decision variable. when the change 

increases the size of the feasible region. For the given exampla 
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of 152 decision variables and 204 inequality constraints. if a 

ohange in the bound on a decision variable ie less than the 

maximum feasible deviation. the optimal solution is calculated 

with a ,few additional iterations and about two minutes of 

processing ,time. If the change in the bound causes a re-

partitioning of the system variables. it may take more than a 

hundred iterations and considerably more processing time to 

arrive at an optimum. 
, 

When a change in a bound decreases the size of the feasible 

region. the change is limited by the feasible deviation 

determined by utilizing constrained derivatives. The interactive 

procedure is not appropriate if a desired change decreases the 

size of the feasible region in excess of the feasible deviation. 

In such a case the problem must be re-submitted and solved by a 

B~andard optimization code. 
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