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ABSTRACT 

The (O3)2 dimer potential energy surface is thoroughly explored at the ab initio CCSD(T) 

computational level. Five minima are characterized with binding energies between 0.35 and 2.24 

kcal/mol. The most stable may be characterized as slipped parallel, with the two O3 monomers 

situated in parallel planes. Partitioning of the interaction energy points to dispersion and 

exchange as the prime contributors to the stability, with varying contributions from electrostatic 

energy, which is repulsive in one case. Atoms in Molecules (AIM) analysis of the wavefunction 

presents specific O···O bonding interactions, whose number is related to the overall stability of 

each dimer. All internal vibrational frequencies are shifted to the red by dimerization, 

particularly the antisymmetric stretching mode whose shift is as high as 111 cm–1. In addition to 

the five minima, 11 other higher-order stationary points are identified. 
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INTRODUCTION 

The paradigmatic molecule of ozone (O3) was the first allotrope of a chemical element to be 

recognized. Its composition was determined in 1865 by Soret,[1] and subsequently, in 1867, 

confirmed by Schönbein.[2] O3 is found in several atmospheric layers, especially in the 

stratosphere, where it is most concentrated. It is extremely important due to its ability to capture 

the most harmful UV radiation via its chemical decomposition to O2, but it has other essential 

properties associated with environmental issues.[3-5] The chemistry of O3 is dominated by its 

high oxidizing power. 

Complexes between O3 and various other molecules have been studied computationally. 

However, while the unique properties of this molecule require high levels of theory, most of the 

previous work has been carried out at HF, MP2 or DFT levels, which has limited their 

reliability.[6-12] The reproducibility between the theoretical and experimental results through 

the selection of adequate methodology is crucial in order to offer to the scientific community 

truly valid results. Otherwise, deficiencies become evident. There have been a small number of 

studies which employed more appropriate methodologies, e.g. QCISD, CCSD(T), and/or multi-

configurational methods,[13, 14] but most of these have focused on complexes between O3 and 

H2O.[15-17] 

Within the experimental context, in their study of the O···O3 complex through O3 generation 

with photolysis of an oxygen matrix at 11 K, Schriver-Mazzuoli et al. observed a peak at λ = 360 

nm for the photodissociation of the (O3)2 dimer, but did not provide any structure.[18] Later, in 

2001, Bahou et al.[19] studied the IR spectroscopy and photochemistry at 266 nm of (O3)2 

trapped in an argon matrix and concluded that this species contains a weak interaction and is not 

centrosymmetric. 

The first structure for the (O3)2 dimer was proposed by Slanina and Adamowicz,[20] from a 

MP2/6-31+G(d) analysis. Their minimum, with Cs symmetry, has a dimerization energy of 3.0 

kcal/mol. A more recent paper by Gadzhiev et al.[21] reproduces satisfactorily the experimental 

behavior of O3 and its homodimer at the CCST(T,full)/cc-pCVTZ level. They identified two 

minima: one similar to that proposed by Slanina et al.[20] and a Ci geometry, more stable by 

0.25 kcal/mol. Limited primarily to energetics and geometry, neither of these papers provided 

detailed information about the nature of the weak interactions holding the dimers together. 
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Interest in the (O3)2 dimer has been renewed as work progresses into chalcogen bonds, [22-

28] a noncovalent interaction which arises when an atom of that family, e.g. O, S or Se, is drawn 

toward an electron donor site. Electrostatic attractions are typically supplemented by charge 

transfer from the lone pair(s) of one atom into the σ* or π* antibonding[29] [30, 31] [32] orbital 

of the partner molecule. This same idea extends beyond chalcogen atoms, to other 

electronegative atoms, notably members of the halogen[33-38] and pnicogen[39-44] families, 

and there are very recent works that suggest that even the less electronegative C group of the 

periodic table can engage in very similar bonding interactions, known as “tetrel bonds”.[45, 46]  

 The present work investigates the nature of O···O interactions within the context of the 

ozone dimer. A thorough search of its potential energy surface (PES), reveals five separate 

minima, each of which is characterized and the nature of its binding analyzed. Other stationary 

points, including first and higher-order saddle points are identified, providing a measure of the 

ability of the various minima to interconvert. 

 

COMPUTATIONAL DETAILS 

 The PES of (O3)2 was explored at the CCSD(T)[47]/aug-cc-pVDZ[48] computational level. 

Frequency calculations were performed to confirm the nature of the stationary points and to 

obtain the zero point energy (ZPE). Minima were reoptimized at the CCSD(T)/aug-cc-pVTZ 

level, to obtain more accurate values. All calculations were performed via the MOLPRO[49] and 

Gaussian09[50] packages. Binding energies, Eb, were computed as the difference in energy 

between the complex on one hand, and the sum of the energies of the optimized monomers on 

the other, using the aug-cc-pVDZ and the aug-cc-pVTZ basis sets, and taking into account the 

ZPE. Eb was also extrapolated in the limit of the complete basis set (CBS).[51, 52] 

The Localized Molecular Orbital Energy Decomposition Analysis method (LMOEDA)[53] 

at the CCSD(T) computational level was used to decompose the interaction energy terms via Eq. 

(1). 

 

Eint = Eelec + Eexc + Erep + Epol + Edisp (1) 

 

where Eelec is the electrostatic term describing the classical Coulombic interaction of the 

occupied orbitals of one monomer with those of the other. Eexc and Erep are the exchange and 
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repulsive component associated with the Pauli exclusion principle, and Epol and Edisp correspond 

to polarization and dispersion terms, respectively. The dispersion energy refers to the CCSD(T) 

correction to the Hartree-Fock interaction energy, which contains mainly dispersion and higher-

order corrections to the other terms (electrostatic, exchange, repulsion and polarization). These 

calculations were carried out with the GAMESS program (version 2013-R1).[54] The 

CCSD/aug-cc-pVTZ//CCSD(T)/aug-cc-pVTZ wavefunction was used to analyze the electronic 

properties of these systems since no CCSD(T) wavefunction is available within the Gaussian09 

program. 

Atoms in Molecules (AIM)[55] theory at the CCSD/auc-cc-pVTZ level was applied to 

analyze these weak interactions, with the aid of the AIMAll program.[56] The appearance of an 

AIM bond critical point (BCP) between two centers in the complexes supports the presence of 

attractive bonding interactions. Numerical integration within the atomic basins was carried out to 

obtain the atomic charges as well as the atomic contribution to the total energy. The quality of 

the integration was verified initially with the values of the integrated Laplacian within the atomic 

basins. In all cases, values smaller than 5·10–4 au have been obtained.[57] Thus, the total errors 

in the charge and energy of the systems, as a sum of the atomic contributions, are smaller than 

4·10–4 e and 0.06 kcal/mol, respectively. 

The molecular electrostatic potential (MEP) was analyzed, as well as, MEP on the 0.001 au 

electron density iso-surface via the WFA-SAS program.[58] The electron density shift (EDS) 

maps were calculated as the difference between the electron density of the complex and the sum 

of those of the monomers in the geometry of the complex using Gaussian09. Finally, the search 

for stationary points was carried out by the RF method implemented in the MOLPRO 

package.[49] 

RESULTS AND DISCUSSION 

1. O3 Monomer 

 The isolated ozone molecule is bent, belonging to the C2v point group. As may be observed 

in Table 1, those computational methods that include electron correlation provide acceptable 

geometry, with CCSD(T) the most accurate reproduction of experimental quantities. The 

vibrational frequencies are more sensitive to choice of computational method: HF, DFT, MP2 

and CCSD values are significantly in error, in particular the B2 antisymmetric stretching 
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frequency in the last column. The inclusion of triplets in CCSD(T), along with the aug-cc-pVTZ 

basis set, is required to achieve acceptable reproduction of all vibrational frequencies. 

  

Table 1. Comparative geometrical (OO distance, in Å, and OOO angle, in deg) and vibrational 

(A1 and B2 modes, in cm–1) variables between experimental and theoretical results in the O3 

monomer. 

 dOO ∠OOO A1(b)d A1(st)d B2
d 

Experimentala 1.278 116.8 705 1110 1042 

HF/aug-cc-pVTZa 1.194 119.3 866 1533 1404 

B3LYP/aug-cc-pVTZa 1.255 118.3 746 1249 1189 

MP2/aug-cc-pVTZa 1.284 116.7 741 1158 2245 

QCISD/aug-cc-pVDZa 1.264 117.4 737 1219 894 

QCISD(T)/aug-cc-pVDZa 1.287 116.8 695 1107 895 

CCSD/aug-cc-pVDZa 1.259 117.3 752 1248 1218 

CCSD(T)/aug-cc-pVDZa 1.285 116.6 703 1115 971 

CCSD(T)/aug-cc-pVTZb 1.276 117.1 714 1147 1039 

CASSCF/6-311G(d,p)c 1.285 116.7 707 1093 1025 
aData obtained from NIST database. 

bCalculated here. 

cValues from reference [13]. The active space selection 12/9 for C2v ozone monomer was applied. 

dA1(b) refers to bending, A1(st) to symmetric stretching, and B2 to anti-symmetric stretching. 

 

 

The MEP on the 0.001 au electron density iso-surface of the ozone molecule contains four 

negative (red) regions associated with the lone pairs of the terminal atoms as shown in Figure 1a. 

Positive (blue) areas are associated with the central atom, with maxima above and below the 

molecular plane associated with the π-hole. The values of these maxima are 21.2 kcal/mol, with 

a much weaker maximum (σ-hole, 1.3 kcal/mol) along the extension of each O–O bond. It might 

be noted that a previous DFT study[32] overestimated the π-hole MEP-0.001 au maximum by 

27%, another indication of the need for a high level of theory when treating ozone. 
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The electronic localization function (ELF) iso-surface at the CCSD/aug-cc-

pVTZ//CCSD(T)/aug-cc-pVTZ level (see Figure 1b) shows clearly the location of two basins 

corresponding to the lone pairs of each of the extreme oxygen atoms that accounts for a 

population of 2.84 and 2.90 e for each atom. In the case of the central oxygen atom, a single 

basin corresponding to the lone pair electrons is found which integrates to a total of 3.77 e. The 

rest of the electronic population is located in the core basin and the basins associated with the O–

O bonds. 

It is interesting to note that, despite the presence of lone pairs on the central oxygen atom, it 

is nevertheless surrounded by positive MEP. This observation is confirmed by the integrated 

electron density within the AIM methodology, which shows negative charge on the terminal 

atoms (–0.106 e) while the central O is positive (0.212 e). Thus, the O3 molecule presents a small 

dipole moment (µexp = 0.53 D[59] and µcalc = 0.61 D at the CCSD/aug-cc-pVTZ//CCSD(T)/aug-

cc-pVTZ level). 

 

Figure 1. a) MEP on the 0.001 au electron density iso-surface; and b) ELF (0.8) of the isolated 

O3 monomer, both calculated at the CCSD/aug-cc-pVTZ//CCSD(T)/aug-cc-pVTZ computational 

level. The red and blue regions in the MEP-0.001 au indicate negative and positive regions, 

respectively, varying between –0.015 and +0.020 au. Black and green dots indicate the location 

of the maxima and minima, respectively, on the molecular surface.  

 
 

(a) MEP-0.001 au (b) ELF (0.8) 
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2. Dimers 

i. Structure and Energy 

 Five minima were located in the potential energy surface of the ozone dimer. They are 

illustrated in Figure 2, ordered based upon their binding energy. The latter quantity has been 

extrapolated to the complete basis set (CBS) using the calculated values at the CCSD(T)/aug-cc-

pVDZ and CCSD(T)/aug-cc-pVTZ computational levels (see Table 2). Binding energies vary 

between –2.24 kcal/mol for the most stable minimum 1, to –0.35 kcal/mol for 5. The inclusion of 

the ZPE correction reduces these energetic values, which then range between –1.58 and –0.29 

kcal/mol. The ZPE corrected and uncorrected binding energies are highly correlated (R2 = 

0.993). Distortion energies for the monomers within each dimer are quite small (less than 0.01 

kcal/mol) consistent with the very weak interactions. 

The most stable minimum may be characterized as slipped parallel, with the two O3 

molecules lying in parallel planes, with their terminal O atoms facing one another. The two 

molecular planes are perpendicular in 2 and 3, while both molecules lie in the same plane in 4 

and 5. 1 contains the shortest intermolecular O···O distance of 2.879 Å. On the other hand, these 

intermolecular distances are not well correlated with binding energy. For example, even though 

the O···O intermolecular distances are shorter in 3 than in 2, the latter is more stable than the 

former. Likewise, 5 contains a shorter R(O···O) than does 4. One indication of stability is 

associated with the number of intermolecular bond paths, as analyzed via AIM. The most stable 

1 structure contains three such bonds, while there are two bonds in 2 and 3, and only one in 4 and 

5. 

 

  



 

Figure 2. Structures of the (O3)2 

blue lines link atoms which present interatomic AIM BCPs, with interatomic distances in Å. 

Complexes are arranged in ascending order of energy. 

complexation (kcal/mol) are displayed in italics.

1 (Ci) 

3 (Cs) 

 

 The last two columns of Table 2

complexes, within the CCSD(T)/aug

exception of dimer 1, ∆H is more negative than is the binding energy 

amount. Note that the energetic ordering of the five minima is different for 

Rather than being most stable, dimer 

nearly equal in enthalpy. After entropic contributions are added, however, 

status as most stable. In fact, the free energy ordering is identical to that of 
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 minima optimized at the CCSD(T)/aug-cc-pVTZ level. Broken 

blue lines link atoms which present interatomic AIM BCPs, with interatomic distances in Å. 

Complexes are arranged in ascending order of energy. Atomic energy changes upon 

are displayed in italics. 

 

2 (Cs) 

 

4 (C2) 

 

5 (D2h) 

The last two columns of Table 2 contain ∆H and ∆G for the dimerization of each of the five 

complexes, within the CCSD(T)/aug-cc-pVDZ framework, evaluated at T = 298.15 K. With the

is more negative than is the binding energy Eb, albeit by only a small 

amount. Note that the energetic ordering of the five minima is different for ∆H than for 

Rather than being most stable, dimer 1 has the least negative value of ∆H, and 2, 

nearly equal in enthalpy. After entropic contributions are added, however, 1 again reclaims its 

status as most stable. In fact, the free energy ordering is identical to that of Eb. 

pVTZ level. Broken 

blue lines link atoms which present interatomic AIM BCPs, with interatomic distances in Å. 

upon 

 

 

for the dimerization of each of the five 

= 298.15 K. With the 

, albeit by only a small 

than for Eb. 

, 4, and 5 are 

again reclaims its 
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Table 2. Binding energies, Eb, computed with aug-cc-pVDZ, aug-cc-pVTZ and CBS basis sets, 

all with CCSD(T). ∆H and ∆G are calculated at the CCSD(T)/aug-cc-pVDZ level for T = 298.15 

K. All energies in kcal/mol. 

Dimer Sym. VDZ VTZ CBS CBS+ZPE ∆H ∆G 

1 Ci –2.35 –2.24 –2.24 –1.68 –1.73 7.23 

2 Cs –2.14 –1.89 –1.87 –1.51 –2.69 8.52 

3 Cs –1.52 –1.36 –1.28 –0.98 –2.10 8.77 

4 C2 –1.37 –1.16 –1.08 –0.90 –2.54 9.88 

5 D2h –0.87 –0.50 –0.35 –0.29 –2.67 11.24 

 

In order to gain insight into the source of the interaction energy, various components of the 

interaction energy were evaluated by the LMOEDA energy decomposition scheme. These 

quantities are reported in Table 3, which shows the repulsion term to be the largest in absolute 

value for 4 of the 5 structures. Of the various attractive terms, exchange is most important, 

followed by dispersion, electrostatics, and polarization in that order. The small magnitude of the 

latter term is verified by only very small values of E(2) when these dimers are subjected to NBO 

analysis, albeit at the HF level. (As a caveat, it should be stressed that NBO can be calculated 

only at HF and DFT levels.)  A scan of the first column of Table 3 indicates that there is a 

Coulombic attraction between the monomers in structures 1-4. The source of this attraction is 

evident in Figure 3, which stresses the overlap between the positive (blue) regions of one 

molecule and the negative (red) MEP areas of its partner. The positive value for Eelec for 5 in 

Table 3 is rooted in the Coulombic repulsion evident in Figure 3. It is likely that this repulsion is 

partly responsible for the low binding energy of 5. 

 

Table 3. LMOEDA energy components (kcal/mol) calculated at CCSD(T)/aug-cc-pVTZ level. 

Dimer Eelec Eexc Erep Epol Edisp Eint 

1 –1.81 –4.94 8.47 –0.65 –3.31 –2.24 

2 –1.69 –3.20 5.55 –0.40 –2.15 –1.89 

3 –0.83 –2.51 4.34 –0.37 –1.98 –1.36 

4 –1.00 –1.42 2.51 –0.22 –1.02 –1.17 

5 0.41 –0.52 0.96 –0.14 –1.21 –0.51 
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Figure 3. Mutual orientations of electrostatic potentials of dimers 1-5. The ±0.014 au contour is 

displayed for each with blue corresponding to positive and red to negative. 

 

 

 The atomic energetic changes on going from the isolated monomer to the dimer have been 

calculated with the AIM method and are included in Figure 2. Variations between –4.3 to 2.4 

kcal/mol are found. The atoms involved in intermolecular bond paths are stabilized by negative 

values[60] while those not involved are destabilized. There is one exception: the central atom of 

the monomer at the right of 3 in Figure 2, which is stabilized by –0.6 kcal/mol although 

uninvolved in any intermolecular bond. In complexes 1-3 those atoms involved in two 

simultaneous interactions are more stabilized than those participating in a single interaction. 

 

ii. Electronic Properties 

 The most stable minimum, 1, shows three intermolecular BCPs, while 2 and 3 present two, 

and finally, 4 and 5 only one. The properties of the BCPs in the dimers are clearly clustered into 

two groups: i) those with values of electron density around 0.44 au and negative values of its 

Laplacian, around –0.090 au; and ii) those with electron density between 0.046 and 0.075 au, but 

with positive Laplacians, between 0.021 and 0.036 au. Due to the high values of the electron 

density and the negative values for their Laplacians, the first group is associated with the obvious 



 11

covalent bonds within the O3 monomers. The low values of the electron density and positive 

Laplacians of group 2 correspond to the weak interactions holding the dimers together. These 

last noncovalent bonds are represented as broken blue lines in Figure 2. 

The symmetry of dimers 1, 4, and 5, are such that the two O3 molecules are equivalent, and 

consequently there is no net charge transfer between them. The two monomers are inequivalent 

in 2 and 3. Even so, the net transfer is small, 0.002 e for 2 and 0.001 e for 3. A more detailed 

three-dimensional analysis of charge shifts can be visualized via the difference between the total 

density of each dimer, and the sum of the isolated monomer densities, positioned as they are 

within the dimer. These electron density shift (EDS) maps are presented in Figure 4 where 

regions of increased density are indicated by blue, and loss by yellow. The most strongly bound 

complex 1 displays a net increase of density in the region between the two monomers, as does 5. 

The patterns in 2, 3, and 4, however, are more characteristic of local charge shifts in that the 

yellow regions of one molecule are paired with blue areas of its partner. In addition, the atomic 

charge changes upon complexation calculated within the AIM methodology are displayed in 

Figure 4. 

 Complexes 3, 4, and 5 show a general pattern that those atoms directly involved in 

intermolecular interactions increase their electron density (charge more negative) while those not 

involved in such interactions become more positive, or remain unchanged. Dimer 2 also follows 

this behaviour, with the exception of a gain of electron density for the central O atom in the left 

monomer in Figure 4, even slightly more than the terminal atoms. Finally, complex 1 

experiences a gain of electron density only in the terminal O atoms, those which exhibit two 

bond paths (see Figure 2). 



 

Figure 4. Electron Density Shifts (EDS) calculated at CCSD/aug

pVTZ level. Blue and yellow colors refer to gain and loss of density in complex, respectively, 

relative to isolated monomers. The values of the repre

and ±0.00010 au for 5. Atomic charge variations upon complexation in me (mili

CCSD/aug-cc-pVTZ//CCSD(T)/aug

1 (Ci) 

3 (Cs) 

 

12

Electron Density Shifts (EDS) calculated at CCSD/aug-cc-pVTZ//CCSD(T)/aug

pVTZ level. Blue and yellow colors refer to gain and loss of density in complex, respectively, 

relative to isolated monomers. The values of the represented iso-surfaces are ±0.00025 au

Atomic charge variations upon complexation in me (mili

pVTZ//CCSD(T)/aug-cc-pVTZ level are indicated in italics. 

 

2 (Cs) 

 

4 (C2) 

 

5 (D2h) 

pVTZ//CCSD(T)/aug-cc-

pVTZ level. Blue and yellow colors refer to gain and loss of density in complex, respectively, 

0.00025 au for 1-4 

-electrons) at the 
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iii. Spectroscopic Properties 

 The calculated frequencies of the isolated monomer are compared with the same quantities 

within the various dimers in Table 4. All frequencies shift to the red. The bending mode is least 

affected by dimerization, changing by only some 9-15 cm–1. The symmetric stretching frequency 

red-shifts by a nearly uniform amount for all dimers, 30-35 cm–1. The greatest shifts are observed 

in the antisymmetric stretching, which is as much as 111 cm–1 in 1. The other four dimers 

undergo red shifts of this mode between 63 and 85 cm–1. It is also worth noting that the internal 

bond lengths in the ozone molecule are changed very little by dimerization, less than 0.002 Å. 

 

Table 4. OO bond lengths (Å) and change in vibrational frequencies (cm–1) caused by 

dimerization, calculated at the CCSD(T)/aug-cc-pVDZ level. 

System ROO A1(b)a A1(st)a B2
a Typeb 

Monomer 1.285 714 1147 1039 — 

1 
1.286/1.284 –10 –32 –111 Dissymm. 

1.286/1.284 –10 –32 –49 Symm. 

2 
1.284/1.284 –9 –30 –68 Dissymm. 

1.286/1.283 –10 –31 –67 Symm. 

3 
1.285/1.285 –12 –35 –76 Dissymm. 

1.287/1.284 –10 –32 –70 Symm. 

4 
1.287/1.284 –10 –32 –72 Dissymm. 

1.287/1.284 –11 –32 –66 Symm. 

5 
1.285/1.285 –15 –34 –85 Dissymm. 

1.285/1.285 –12 –33 –63 Symm. 
aA1(b) refers to bending, A1(st) to symmetric stretching, and B2 to anti-symmetric stretching. 
bsymmetric (symm) refers to coordinated motions of the two molecules, e.g. stretching of bonds in both 

molecules simultaneously, and dissymmetric (dissym) indicates stretching in one molecule coordinated 

with contractions in the second. 
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3. Other Stationary Points 

 In addition to the minima, the search for stationary points in the potential energy surface of 

the ozone dimer turned up a group of higher-order saddle points as well. First, second, and third- 

order saddle points are displayed in Figure S1, along with their energies relative to the lowest-

energy minimum 1. It is first clear that the various stationary points have energies comparable to 

the minima themselves. With regard to the first-order saddle points, i.e. transition states, it is not 

entirely clear which minima they connect. Inspection of the motions of the atoms corresponding 

to the imaginary frequency of a, for example, appears to connect minimum 1 with a symmetric 

variant of itself, and b connects to 2. The remaining structures are more difficult to assign. 

Saddle points containing three imaginary frequencies (i-k) are symmetric structures. In i (1.08 

kcal/mol) the two monomers are located in perpendicular planes with their dipoles aligned. 

Terminal O atoms of the two molecules point directly toward one another in j, whereas the 

molecular dipoles will repel one another in k.  The atomic motions associated with each 

imaginary frequency are illustrated in Fig. S2. 

 

SUMMARY 

 There are five minima on the potential energy surface of the ozone dimer. In the most stable 

of these, the planes of the two molecules are parallel, with some horizontal displacement. The 

most accurate assessment of its binding energy is 2.24 kcal/mol. Besides exchange energy, the 

strongest component of the binding is dispersion, followed by a Coulombic attraction. AIM 

analysis of the wavefunction provides three intermolecular bond paths, all involving the terminal 

O atoms. A second minimum is only slightly less stable, with a binding energy of 1.89 kcal/mol. 

The planes of the two monomers are perpendicular to one another in this structure, and there are 

two AIM bond paths, again between terminal O atoms. The remaining three minima are bound 

by 0.35 to 1.36 kcal/mol, but in all five cases it is dispersion and exchange that are primarily 

responsible for the attractive force, with a smaller but non-negligible contribution from 

electrostatics. The only exception is the least stable dimer in which a Coulombic repulsion must 

be overcome by the other forces. 

Interoxygen distances vary from 2.879 Å for the most stable minimum, to as long as 3.212 Å. 

In keeping with the small induction energies, shifts in electron density associated with the 

formation of the dimers are also small. The formation of any of these five dimers is accompanied 
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by a red shift of all three internal vibrational modes, in particular the asymmetric stretching 

which is shifted to lower frequency by as much as 111 cm–1. Besides the five minima, eleven 

different saddle points of varying order were located on the potential energy surface. The 

energies of these structures are in the same range as those of the minima, which is suggestive of 

a flat potential energy surface, with an ease of conversion from one minimum to another. 

 

 

ELECTRONIC SUPPLEMENTARY MATERIAL 

See supplementary material at http://dx.doi.org/10.1063/1.XXXXXX for Tables S1–S2 with a 

complete annex containing the Cartesian coordinates for O3 monomer, (O3)2 minima and TSs. 

Also, AIM molecular graphs for (O3)2 dimers can be found. Also, Figures S1 and S2 contain 

minima and saddle points and the imaginary frequency motions for the TSs. 
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