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ABSTRACT

The development of a model capable of predicting the long term (seasonal) °
distribution of water quality constituents within Great Salt Lake was undertaken as a
portion of the ongoing Great Salt Lake project at Utah State University. The overall
goal of the project is the development of a modeling framework to assist relevant
decision making bodies in the comprehensive management of the Great Salt Lake
system. Phase I of the project provided the overall structural framework for
management of the Great Salt Lake system, identified data needs, and established
priorities for the development of submodels for incorporation into the overall
framework. Phase II of the project involves the process of developing submodels, and
Phase III will be concerned with application of the framework of models to specific
management problems.

This study provides, as part of the second phase of the Great Salt Lake project, a
model capable of predicting the long term distribution of quality constituents within
the lake. This capability is a necessary component of the modeling framework since it
will allow the investigation of the effects which alternative water quality management
plans will have on the distribution of water quality constituents within the lake.

The water quality model of the lake is based on the application of the
advection-diffusion equation to the three-dimensional transport of a quality
constituent. The modeling technique is formulated by discretizing the system as a
network of nodes interconnected by channels in both the horizontal and vertical
directions. This representation of the system allowed the horizontal transport to be
treated mathematically as one-dimensional. The resulting modeling technique is
applicable to any lake, estuary, or bay in which the concentration gradients must be
described in all three coordinate directions.

In applying the model to Great Salt Lake a two-layered vertical network was
employed due to the physical characteristics of the system. The model was further
simplified by describing vertical transport by diffusion alone. Using observed total
dissolved solids concentrations, a method was developed during the study for
establishing the vertical diffusion coefficient as a function of depth.

A unique feature of this water quality modeling technique is that it allows the
seasonal distribution of a quality constituent to be studied without the necessity of
developing a hydrodynamic model of the system. The advective transport is designed
to be input to the model based on observed long term circulation patterns. In the case
of Great Salt Lake, circulation patterns are not yet well known. However,
approximate patterns have been established from some observations to date, and
those were used to provide preliminary tests of the validity and response
characteristics of the model. These tests have demonstrated that the model will be a
practical and useful tool for monitoring the distribution of quality constituents within
the lake.
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CHAPTERI
INTRODUCTION

Because of the wide range of effects water
quality has on the uses of water and related
resources, it is assuming an increasingly more
important role in water resources planning. This
study was undertaken with the objective of
producing a water quality distribution model of
Great Salt Lake as part of an ongoing Utah Water
Research Laboratory project involving the lake.
The major objective of the Great Salt Lake project
_is to develop a framework of computer models
which will aid in the proper management of the
resources of the entire lake system including the
lake and its drainage area. This study provides a
water quality model of Great Salt Lake necessary
for that framework of models.

A time varying computer model of the water
quality component of the lake was developed. The
technique was modified to simulate the long term
(seasonal) response by holding the lake constant at
a specific surface elevation throughout the simula-
tion period and by using lake current patterns,
inflows, and outflows averaged over a season of
interest.

The finite difference modeling technique was
structured to represent the system as a network of
nodes, interconnected by channels. This schema-
tization allowed the two-dimensional horizontal
transport to be treated using a flexible non-
rectangular grid. The resulting modeling technique
is general in nature and is applicable to the
simulation of the distribution of both inorganic and
organic water quality constituents.

The research presented in this report is unique
in that the modeling technique allows the
distribution of a quality constituent to be described
in all three dimensions. Thus, the modeling
technique is applicable to systems in which the
spatial variation of quality constituents in each
coordinate direction is too large for the system to be
represented mathematically as a one- or two-
dimensional system. This will allow the technique
to l?e adapted to lakes and estuaries in which
vertical density stratification is an important
characteristic of the physical system.

In a system such as Great Salt Lake, the
hydrodynamics of flow are quite complex due
principally to the vertical density stratification. At
present, no numerical models are available which
adequately describe the flow in such a system.
Models which describe the hydrodynamics of flow
in less complex systems indicate that, even when a
hydrodynamic modeling technique applicable to
Great Salt Lake becomes available, it will be costly
to operate and will require an extensive data base
for verification.

A basic feature of the modeling technique
described in the report is that the technique can be
used either independently of, or in conjunction
with, a hydrodynamic model. Circulation patterns
and velocities can be input to the model based on
observed data. The advantages of this approach
are:

1. The model is not dependent on the
development of a hydrodynamic model to describe
flow patterns but may be used in conjunction with
one if such a model is developed at a later time.

2. The model provides information on the
distribution of water quality constituents based on
observed transport processes.

3. The modeling technique gives enough
detail to provide most of the information required
for management decisions.

4. The modeling technique allows the identi-
fication of areas where data gathering or data
refinement is required.

The water quality model can be used to
investigate the behavior of the water quality aspects
of Great Salt Lake in two different modes.
Independent of other problems, the water quality
model can be used to investigate the response of
Great Salt Lake, at a fixed elevation, to the input of
various levels of water quality constituents from
different sources and to possible modifications of
the physical lake system. When the water quality
model is used in this manner, it is a valuable




management tool which can provide insight into
the proper management of the water quality
aspects of the lake by predicting the fate of
pollutants which reach the lake. This approach was
used in this study to demonstrate the applicability
of the model to the simulation of the distribution of
water quality constituents within Great Salt Lake.

The water quality model is also applicable,
when linked with a hydrologic model of the lake, to
investigations of changes in the hydrology and
water quality components of the lake in response to
input alterations or modifications to the physical
lake system. The water quality model is not
designed to be independent of a lake hydrology
model when combined in the framework of
computer models under subsequent phases of the
Great Salt Lake project. Over the periods for which
the water quality model will be applied, the
hydrologic model will provide information to the
water quality model relating to the lake stage and
the exchange of brine through the railroad
causeway which divides the lake. The United States
Geological Survey has developed a hydrologic
model of the lake which will be available for use
during later stages of the Great Salt Lake project.

The water quality modeling technique devel-
oped during this study can accommodate both
conservative and non-conservative constituents,
including the interactions which may occur
between non-conservative constituents.! This cap-
ability of evaluating the consequences of inputting
various levels of water quality constituents to the
lake is a highly valuable function of the water
quality model. The model is able to represent the
distribution of a single constituent or to account for
interactions between constituents including inter-
actions within the ecosystem. Once appropriate
data become available, the water quality model can
be used to study the effects on the water quality
system which will result from altering the present
level of water quality constituents entering to the
lake. Altering the present level of quality
constituent inflow or the location of the inflow may
produce changes in the distribution of water
quality constituents within the lake which could
adversely effect some uses of the lake. Since the
interactions which occur in the ecosystem are a
major component of the water quality system
increasing or decreasing the level of input of certain
constituents to the lake such as nutrients or toxic

IThe concentration of a constituent within a system is a
function of the processes which transport the constituent through
the system and any processes within the system which generate
or degrade the constituent. The concentration of a non-
conservative constituent is dependent on both the transport
processes and the internal pre , while the cc tration of a

conservative constituent is dependent on only the transport
processes.

chemicals could significantly alter the present
ecosystem and change the water quality character-
istics of the lake.

The water quality model can be used, with
certain limitations, to investigate the consequences
of changes to the physical lake system on the
distribution of water quality constituents. Since the
flows in the water quality model are determined
from observed circulation patterns, the use of the
model in this manner is restricted by the extent to
which the lake circulation patterns are predictable
following the change. In many situations, such as
pumping brine to maintain a specific maximum
surface elevation in the lake, the effect on the
circulation pattern would be local if the withdrawal
were small in comparison to the advective transport
and the model should provide realistic results.
However, major alterations to the physical lake
system, such as diking part of the lake, may
significantly alter the circulation patterns. In such
cases, the model could be used to investigate
possible consequences the modification may pro-
duce by assuming circulation patterns which might
result and testing for adverse effects on the
distribution of quality constituents. The investiga-
tion of alterations to the physical lake system
could, of course, be aided by the separate
development of a hydraulic model of the lake. Such
a model would provide information to the water
quality model concerning the circulation patterns
which would result from proposed alierations.
Such information would be used in the water
quality model to determine the effect the proposed
alteration would have on the distribution of quality
constituents.

The water quality model was applied to the
south arm of Great Salt Lake to illustrate the type
of water quality distribution questions which can
be investigated with the model and to test the
sensitivity of the model to variations of the model
parameters. The south arm of the lake was chosen
because the principal uses of the lake are
associated with this arm and future data gathering
efforts will probably focus on this arm. At the
outset of this study it was realized the data
presently available for Great Salt Lake were
limited. Data gathering by state and federal
agencies concerning the transport processes within
the lake are in the preliminary stages. Data
concerning the distribution of water quality
constituents within the lake and the non-transport
processes which effect the concentration levels of
quality constituents are inadequate. However, by
developing the model at this time it was possible to
gain valuable insight into various sensitivities
regarding the Great Salt Lake system. This process
aided the assessment of relating data needs and




importance. The ability of the model to realistically
simulate the distribution of quality constituents
within the south arm of the lake was demonstrated
by approximating unknown parameters from those
data which are presently available.

Data which were available on the distribution
of total dissolved soids within the south arm were
used to establish the value of the vertical diffusion
coefficient as a function of depth. Besides using the
vertical diffusion coefficient to describe vertical
transport in the water quality model, the vertical
transport was included in a separate water and
salinity balance model of the lake.

The water and salinity balance model was
formulated by assuming the north arm of the lake
to be a completely mixed unit and dividing the

south arm of the lake into layers along the vertical
axis. In the south arm this resulted in a one-
dimensional vertical transport model. The model
was used to simulate the water and salinity balance
within the lake over monthly time steps which
allowed the future trend of brine within both arms
of the lake to be investigated. The addition of
vertical transport to the hydrologic model provided
the refinement of the water and salinity balance
model which was necessary to properly simulate the
salinity balance in the south arm. The hydrologic
model developed by the United States Geological
Survey is based on a more sophisticated water
balance of the lake than the water balance used in
this study. Incorporating the vertical transport
into the USGS model would result in a model with
both a refined water and salinity balance of the
lake.







CHAPTERII
BACKGROUND

In general, the development of Great Salt
Lake has proceeded as a series of uncoordinated
activities without an overall management plan.
However, in recent years public concern has
increased that the resources of Great Salt Lake and
its surrounding basin be properly managed in order
to achieve maximum public benefit from these
resources. A myriad of potential uses exist for these
resources, and the manner in which the resources
are eventually allocated and used will have a long
term impact on the economic and social develop-
ment of the entire State of Utah. The question of
how the resources of Great Salt Lake can be
utilized to best meet the needs of the citizens of
Utah is a real one, and the answer requires a well
integrated and cooperative approach by all groups
and agencies concerned with the resources of the
entire lake system.

The Great Salt Lake Project

In early 1973 a study was initiated at Utah
State University with the goal of formulating an
integrated approach to the management of the
entire Great Salt Lake system. The basic con-
sideration of the study was the development of a
framework of computer models with the capability
of analyzing and predicting the consequence of
various development or management alternatives.
Such a framework of models would aid the
decision-making process by providing a means to
develop a management strategy for allocating the
resources of the region so as to provide for the
optimal enhancement of environmental quality,
economic development, and the social well being
within the region.

_The overall objective of the Great Salt Lake
project can be broken into subobjectives as follows:

.1. To examine societal, environmental, eco-
nomic, and other activities relating to the Great
Salt Lake system, such as oil well-drilling,
extraction of minerals from the lake, and the
construction of physical structures in the lake.

2. To examine the positive and negative
impacts (societal, environmental, and economic) of
various commercial and economic activities, such
as land use (including urbanization) and structural
developments within the tributary basins to the
lake.

3. To examine the positive and negative
impacts (societal, environmental, economic, and
others) of various exogenous (from outside the
region) inputs and constraints, such as:

a. Federal decisions which affect envi-
ronmental quality, appropriation of funds,
and changing use priorities.

b. Economic development outside the
region.

c. Advances and changes in science and
technology, such as improvements in mineral
extraction processes and shifts in demands
upon particular resources.

4. To develop a comprehensive planning
framework for the development of the Great Salt
Lake and its immediate environment. This
framework will provide productive assessments of
alternatives helpful in the decision-making process.

At the time the project was initiated, it was
divided into three separate phases as outlined in
Figure 2.1. Phase I was involved with defining the
problem and the scope of activities for the
subsequent model development phase (Phase II)
and the model operation and application phase
(Phase III). Depending upon the ultimate stage of
model development, various aspects of Phases II
and III could be continued for an extended period
of time with considerable overlapping.

Summary of Phase I
The completion of Phase I resulted in a report

(Riley et al., 1975) which basically outlines a
management framework for the Great Salt Lake
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Figure 2.1. Schedule of phases in the project to develop a management model of the Great Salt Lake water resource system
(Riley et al., 1975).




system. The specific accomplishments of Phase I
can be summarized as follows:

1. The identification and evaluation of the
previous studies, data, and other information
pertaining to the lake system.

2. The identification of the following:

a. The major present or potential
societal uses associated with the lake system.

b. Means by which the physical system
might be modified to implement these societal
uses within the environmental constraints.

c. Potential problems or impacts which
might occur as a result of the modifications
suggested under 2(b) above.

3. The identification of a procedure for
estimating the relative magnitudes of the impacts
identified under 2(c) above.

4. The identification of general information
needs, model structure, and steps for the model
development processes of Phase II.

An important objective of Phase I was the
development of a procedure to define the
management problems and objectives involving the
Great Salt Lake system. Without this essential
step, a meaningful and effective management
strategy obviously could not be formulated and
implemented.

A system is managed in order to accommodate
specific goals and objectives which are identified
with particular social uses. For the Great Salt Lake
system the major social uses are:

1. Recreation and tourism.

2. Mineral extraction.

3. Transportation.

4. Brine shrimp harvesting.

S. Oil drilling.

6. Fresh water supply.

These major social uses were used in preparing
a cha}'t (Table 2.1) which illustrates how problems
associated with possible uses of the resources of the
system can be identified. Table 2.1 lists some of the
desirable system characteristics for each use and
the methods or system modifications by which

these characteristics might be achieved. Table 2.1
further identifies problem areas which might result
from modifying the system and the social use area
these modifications affect.

Table 2.2 contains a matrix which is used to
assign relative magnitude and importance to each
of the areas of impact listed in the fourth column of
Table 2.1. The information which ensues from
Table 2.2 aids the development of a management
model by defining critical areas of potential
impacts. In this way, insight is increased
concerning the kinds of problems which the
management model should be designed to solve.

The long range goal of developing a compre-
hensive management model of the lake system
requires a model which is sufficiently broad in
scope to consider the entire lake system, and which
also has adequate resolution in terms of both time
and space dimensions to realistically represent the
system. The development of a comprehensive
model of a system such as the Great Salt Lake
system is a difficult and lengthy process. For this
reason, the problem is being approached by
decomposing the total system into a number of
subsystems and considering the subsystems as
being organized in terms of hierarchies or levels, as
shown by Figure 2.2. This procedure permits the
separate identification and subsequent develop-
ment of models for the various components of the
total system. In this process, model resolutions
might be varied from one component subsystem to
another, depending upon the requirements of the
overall model and the available knowledge of each
particular subsystem. The hierarchical-multilevel
structure shown by Figure 2.2 is achieved through
the combination of the models of the several
subsystems which become submodels in the
hierarchical structure.

Two layers are recognized in the hierarchical
structure (Haimes and Macko, 1973) namely, an
information layer (first layer) and a prediction and
optimizing layer (second layer). The first layer
submodels are used to represent the various
physical aspects of the system. The second layer is
composed of two levels: societal and economic
goals and considerations (first level); and political
and decision-making considerations (second level).
The first level of the second layer in the hierarchy
consists of submodels which consider the societal
and economic goals of the six earlier named social
uses of the lake system. Each of the social uses
must be quantitatively analyzed with respect to its
benefits and utilities, cost to the public and
environment, and its impact on hydrological,
limnological, and ecological aspects of the lake and
its basin.




Table 2.1. Identification of problems associated with possible uses of Great Salt Lake (Riley et al., 1975).

Possible Uses

Desirable System Characteristic

Related to Uses

Some Methods of Achieving
Desirable System
Characteristics

Some Possible Problem Areas
Influenced by Implementation
of Methods (Impact Areas)

Some Social Use Areas
Affected by Problems

Recreation and Tourism

Stable Water Level

Dike Construction in the Great Alterafion of Circulation Patterns

Salt Lake

Mineral Extraction Industry Rec-
reation

Physical Barrier to Free Access to
Entire Lake. _—

Recreation
Water Transportation

Maintenance of Dikes

Alteration of the Biological Habitat

Recreation and Tourism

Wildlife
Bring Shrimp Harvesting

Recreation

Construction of Tribuary ~ Flooding of Developed Tands -

Storage Reservoirs

Alteration of Biological Habitat

Transbasin Diversions In tb%niptl‘d 7Dclichricstﬁuri|E =
Low Flow Periods

Alteration of Biological Habitat

Weather Modification

Control Procedures not Sufficiently
Well Established _

Fresh Water Bodies for Water
Based Activities (Skiing, Boating,
Swimming, Fishing)

Easy Access

__Recreation

Recreaction
Agriculture

Industry
Transportation
wildlife

Recreation

Wildlife
Recreation

~ Agriculture

Recreation

Dike Construction in

the Great Salt Lake
Construction of Tributary
Storage Reservoirs

Road Construction

Maintenance Problems_
Obtaining Right-of-Ways

Dike Construction in GSL for
Road Bed

Development of Parks, Resorts,
Beaches, and Associated Fea-
tures

(S;hé as those Listed Under Stable Wmer Level)r
( Same as those Listed_l-J;l-de:Stable Wé;;rﬁel)

" (Same as Those Listed Under Stable Water Level)

Recreaction o
Agriculture
Wildlife

“Adverse Ecological Effects wildlife

. Recreation

Aesthetics (Visual) Recreation

Use Regulation ¢ 9 Recreation

Interference with Other Possible Recreation
Uses Industry

Agriculture




Table 2.1. Continued.

Possible Uses Desirable System Characteristic Some Methods of Achieving Some Possible Problem Areas  Some Social Use Areas
Related to Uses Desirable System Influenced by Implementation Affected by Problems
Characteristics of Methods (Impact Areas)
Recreation and Tourism (cont.) Boat Launching, Mooring, and (Same as Those Listed Under Road Construction)
service Features Aesthetics Recreation
Optimum Use Intensity Developing Facilities in Accor- Adverse Ecological Effects Wildlife
ance to Demand Recreation
Interference with Other Possible Recreaction
Uses Industry
at 2 R Agriculture
Reservation Pdlicies Reduced Per Capita Recreational Recreation
Opportunity
Charges for Use ‘Some Limitations of Use to Lower Recreation
. e Income Groups ;
Low Health Hazard Adequate Sewage Treatment Installation and Operation of Plants Recreation
e x Tourism
Solid Waste Disposal Implementation and Operation of Recreation
Collection and Disposal Facilities Tourism
Mosquito Control Measures Marsh Stabilization Water Supply
PRI y Wildlife
Operation and Maintenance of Spray Recreation
: Equipment
Low Insect Population (Brine Chemical Spraying Adverse Ecological Effects Wildlife
Fly, Deer Fly, Horse Fly) (Mainly Through Food Chain)
Problems Associated With Decaying Recreation

Biological Control

Mineral Extraction Aesthetic Appeal

Organic Matter

(Same as Those Listed Under Chemical Spraying)

Maintenance of Natural Brince
Concentration

Structural Design " Economic Feasibility M.E. Industry

Low Plant Density Number of Plants is Restricted M.E. Industry

Construction of Plants in Access M.E. Industry

Remote Areas = T

Provide for Adequate Flow Economic Feasibility M.E. Industry

" Through Causeways (Alter Transportation
Existing Structure and In- : 7 .
; : Change in Brine Concentration on M.E. Industry

dhuds i Dnzigh of Miuaned Both Sides of Existing Dikes

Structures) —
Objectives Associated With Deve- Recreation «
lopment of Fresh Water Areas Could Wildlife :

Not Be Achieved
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Table 2.1. Continued.

Possible Uses Desirable System Characteristic Some Methods of Achieving Some Possible Problem Areas Some Social Use Areas
Related to Uses Desirable System Influenced by Implementation Affected by Problems
Characteristics of Methods (Impact Areas) :
Mineral Extraction (cont.) Maintenance of Adequate Brine Dikes to Produce Evaporation Maintenance of Dikes Recreation
Concentration for Efficient Areas i Tourism
PRI Interference with Other Possible Recreation
Uses of Area Water Supply
M.E. Industry
Convey Brine From Areas of Economic Feasibility M.E. Industry

High Brine Concentration

Maintenance of Equipment and M.E. Industry -
. __ Facilities -
Construct Plants at Locations Economic Feasibility M.E. Industry
of High Brine Concentration -
5 i Limit Number of Plants on Lake  Regulation M.E. Industry
Limit the Extraction Rate Economic Feasibility M.E. Industry
of Each Plant o Regulation M.E. Industry
Adequate Transportation Roads Maintenance Problems ~___ ME. Industry
Facilities Acquisition of Right-of-Ways Agriculture
Wildlife
Interference with Lake Circulation M.E. Industry
Patterns ik e
Physical Barriers to Free Access to Transportation
% ‘EnPi_(e-L;akc Recreation
Minimize Ecological Effects Appropriate Location of Access M.E. Industry
Plants and Evaporation Ponds Wildlife
y Recreation
Economic Feasibility M.E. Industry
Adequate Brine Concentration M.E. Industry
at Point of Diversion e ] l
Limit Extraction Rates so as Regulations _ ME. Industry
to Maintain Brine Concen- Economic Feasibility M.E. Industry

trations and Constituents in
the Lake
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Table 2.1. Continued.

Possible Uses Desirable System Characteristic Some Methods of Achieving Some Possible Problem Areas Some Social Use Areas
Related to Uses Desirable System Influenced by Implementation Affected by Problems
Characteristics of Methods (Impact Areas)
Transportation Stable Road Causeway and Roadbed Con- Economic Feasibility Transportation Industry

struction

Aesthetics Recreation i
Disturbance of Lake Circulation M.E. Industry

Disturbance of Brine Concen- M.E. Industry

tration Brine Shrimp Harvesting “
Interference with Ecological Brine Shrimp Harvesting

Habitat Wildlife

Interference with Other Possible Recreation

Uses Water Transportation

Minimum of Obstacles

Open Cl)anne‘lshF;rWa;ter -lnterfere_n-c;e with Oti\ér Possible
Transport Uses

Flat Road Grades (Such as
Railroad Causeway)

M.E. Industry
Land Based Transportation

(Same as Those Listed Above Under Causeway and Roadbed (‘nnstructjon—)

Smooth Road Surfaces Ec:)n(_;ic Feasibility Transportation Industry

Maintenance (Such as Erosion by Transportation Industry

Wave Action)

Minimum Distance

Construction Metﬁgd_ _ (Same as Those Listed .;bT)ve Under Causeway and Roadbed Construction)

Pleasing Surroundings

Appropriate Selection of (Same as Those Listed Above Under Causeway and Roadbed Construction)

Road Location
Construction Method

(Same us-Tllose Listed Ab_ove Under Causeway and Rda_d_bed Construction)

Brine Shrimp Harvesting Adequate Nutrients

Maintain Conditions Requirea Enhancement of Brine Fly Popu- Recreation
for Algae Growth lation .
Interference with Other Possible Recreation

Uses ~_M.E. Industry

Require Brine Concentration
Level

Limit Rate of Mineral Economic Feasibility i _M.E. Industry

Extraction Regulation - ME Tndustoyiesie ¢ gones
Maintain Natural Circu- Interference with Other Possible Transportation
lation Patterns Uses Recreation >

_N_LE. Industry




Table 2.1. Continued.

Possible Uses

Desirable System Characteristic
Related to Uses

Some Methods of Achieving
Desirable System
Characteristics

Some Possible Problem Areas
Influenced by Implementation
of Methods (Impact Areas)

Some Social Use Areas
Affected by Problems

Brine Shrimp Harvesting

Create Artificial Cultivation

Disturbance of Lake Circulation

__M.E. Industry

(cont.) Areas Disturbance of Ii;ﬁ_e“Concen- M.E. Industry
tration ik
Interference with Ecological Wildlife
N PRI S /Sy S S e i S S
Interference with Other Possible Recreation
Uses Water Transportation
O TSl — - v, N e M.E. Industry
Required Oxygen Level in Natural Processes ~~ None et - ERile __‘ ;
Lake Adequate Sewage Treatment Installation and Operation of
Cu g ey ore— SN, il e NS
Maintenance of Conditions Free Utilize Adequate Control Interference with Other Possible Qil Drilling
s From Harmful Pollutants Measures Uses Recreation |
=R IO PE WP, 2 2
Regulation 0il Drilling Industry
. e e bl e B S i ST S R |
Oil Drilling Aesthetic Appeal Structural Design Economic Feasibility Oil Industry

Construction of Facilities in
Remote Areas

Economic Feasibility
Access

~_ Oil Indusury

Wildlife S
il Il_\dﬂsgy_

Adequate Transport Facilities Road el 0 (Same as Those Listed Under Mincarl Extraction): - = = 1.
Pipeline Line Oil Spill Recreation ‘
M.E. Industry
W_il}_llifcw W L
Physical Barrier to Free Access Wildlife
to Lake Recreation
s = s ] _ . L M.E. Industry o
Maximum Production of Oil Appropriate Location of Interference with Other Possible Wildlife
Drilling Facilities Uses Recreation
M.E. Industry »
Minimize Ecological Effect Appropriate Location of Lack of Adequate Oil at Location of Oil Industry

Drilling Facilities

7Dri]lin_gFucili7ties = =]




Table 2.1. Continued.

Possible Uses Desirable System Characteristic Some Methods of Achieving Some Possible Problem Areas Some Social Use Areas
Related to Uses Desirable System Influenced by Implementation Affected by Problems
’ Characteristics of Methods (Impact Areas)
0Oil Drilling (cont.) Minimize Oil Spill Problem Regulation &
Appropriate Transportation of Oil Oil Industry
Water Supply Fresh Water Storage Dike Construction in GSL (Same as Those Listed Under Recreation and Stable Water Level)
Construction of Tributary Storage (Same as Those Listed Under Recreation and Stable Water Level)
Reservoirs oty
Supplement Natural Supply * Transbasin Diversions Interrupted Deliveries During Water Supply
1 FpRegh
Weather Modification Alteration of Biological Habitat Wildlife
! T ] T Recreation
Control Processes Not sufficiently Agriculture
= B Mt AT e B g o o s < e 0 2 o 1
Recycle Wastewater Reduced Inflow to GSL Recreation
M.E. Industry
' . : wildlife
Desalt Flow Reduced Inflow to GSL Recreation

M.E. Industry
_Vidiife




Table 2.2. Information matrix for assessment of environment impacts on the water resource system of the
of the Great Salt Lake (modified from Leopold et al., 1971).
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In particular, all the information needed for
analyzing and evaluating the trade-offs among all
the social uses is provided at this level of the
hierarchy. The trade-off analysis is conducted at
the second level of the second layer by means of the
Surrogate Worth Trade-Off Method (SWT)
(Haimes and Hall, 1974). A major feature of the
SWT method is its capability to quantitatively and
systematically evaluate non-commensurable multi-
objective functions in terms understood and
acceptable to the decision-maker.

Modeling the Physical System

As indicated in Figure 2.2, the physical system
is divided into three separate subsystems, namely,
the lake watershed, the nearshore area, and the
lake itself. A management model of the Great Salt
Lake system is necessarily based on the realistic
and adequate representation of these physical
subsystems.

The lake watershed is composed primarily of
the drainage basins of the Jordan, Weber, and
Bear Rivers. Under previous Utah Water Research
Laboratory (UWRL) projects, hydrologic models of
these three basins already have been developed
(Israelsen and Riley, 1968; Hill et al., 1970; and
Wang et al., 1973). In a subsequent study, the
salinity dimension was added to the Bear River
model (Hill et al., 1973). Two recent projects at the
UWRL have produced multi-dimensional hydro-
logic-quality simulation models for portions of the
three river drainage basins (Grenney et al., 1974).
These models cover the Weber-Ogden system from
Park City and Kamas to Great Salt Lake, the
Jordan River from the Jordan Narrows to Great
Salt Lake, and the Bear River from the Utah-Idaho
border to Great Salt Lake.

The near shore area is included in the
decomposition of the physical system to represent
the transition zone between the watershed and
lake. At this point it is anticipated, depending on
circumstances, that this transition zone can be
included in the submodels of the other two spatial
units. For example, Willard Bay Reservoir might
be contained in the watershed submodel, while the
effects of the mineral extraction industries might
be included in the lake submodel.

Great Salt Lake has not been modeled to the
same extent as the lake watershed. However, the
United States Geological Survey (USGS) has
developed a water and salinity balance model of the
lake system. Initial work by the USGS resulted in
the development of equations which predict the
flow of brine through the railroad causeway which
separates the north and south arms of the lake

(Waddell and Bolke, 1973). These flow equations
were included in the USGS water and salinity
balance model of the lake. The USGS model
basically treats the two arms of the lake as
completely mixed units interfaced at the causeway.
The model accounts for the inflow and outflow
(evaporation) of water to the lake system and the
exchange of brine between the two arms of the lake
via the causeway.

Significantly lacking, however, is a model with
the capability to predict the distribution of water
quality constituents within the lake. The purpose of
this study is to fill this gap by developing a model of
the water quality component of the lake with the
ability to predict the spatial distribution of quality
constituents.

The following factors were considered in
choosing a technique and formulating the capabili-
ties of the model.

1. The model should allow vertical and
horizontal stratification to be investigated, which is
not possible if complete mixing is assumed.

2. The model should have a spatial and
temporal resolution necessary for a management
model.

3. The model should be relatively inexpen-
sive to operate in terms of computer time.

4. The model should be compatible with
existing models and available data.

Based on the above considerations and the
needs of the management model, it was determined
that the model should have the capability to predict
the long term (seasonal) trends of the distribution
of water quality constituents within the lake. This
allowed the model to be relatively inexpensive in
computer time, but still allowed sufficient resolu-
tion (accuracy) for the model to be a useful
management tool.

Several basic assumptions were made in
formulating the model for Great Salt Lake:

1. The model would be developed for
studying the long term trends of quality constituent
distribution given:

a. A fixed lake surface elevation.

b. A fixed elevation of the pycnocline.

2. Initial emphasis would be placed on
modeling the complex south arm of the lake.




3. Current (velocity) patterns within the lake
would be input to the model based on observed
data.

4. The inflows and current patterns would be
averaged over the season of interest.

The above assumptions do not restrict the
model to simulating any particular time period.
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Since the model was formulated as a time varying
model it can be applied to any time period for
which constant lake conditions provide the user
with sufficiently accurate information for his
particular needs. The assumption of a constant
lake elevation, constant inflow, and constant
circulation pattern during the simulation period
were made so that the complexity of the model
could be reduced by taking advantage of the
natural seasonal variations in lake conditions.







CHAPTERIII
REVIEW OF LITERATURE

Background of the Advection-
Diffusion Equation

The distribution of a water quality constituent
within a natural water body is dependent on the
processes which transport the constituent through
the system and the processes within the system
which concentrate or dilute the constituent. The
three-dimensional advection-diffusion equation,
alternatively the conservation of mass equation,
which describes the distribution of a constituent in
turbulent incompressible flow is given by Harleman
(1966) as:

9. 2, 8,0, 9, 0, i
t ox ox 9y oy oz oz transport
terms
8% o 86 L 0 25
ox oy 0z
+35 :] summation of sources
andisinlesthe ™ ARG s 8 3.1)
in which
@ = local concentration
u,v,w = time averaged velocity compo-
nents associated with turbu-
lent flow
€x, €y, €; = turbulent or eddy diffusivities
t = time
2S = summation of sources and
sinks of C

The transport terms of Equation 3.1 represent
the advective and diffusive processes in the three
spatia! dimensions. The terms of the first line of
Equation 3.1, with the exception of 9C/at,
represent the transport of the constituent by
turbulent or eddy diffusion. The second line of
Equation 3.1 contains the advective mass transport
terms which are associated with the fluid flow
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velocities. The summation of sources and sinks
term encompasses all the nontransport terms which
either increase (source) or decrease (sink) the
constituent concentration. The source and sink
processes may be biological, physical, or chemical
in nature.

The eddy diffusivities which appear in the
transport terms of Equation 3.1 arise from the
random processes associated with the turbulent
flow of a fluid [a detailed discussion is given in
Ippen (1966)]. By analogy with Fick’s law of
diffusion, it is assumed that the mass flux is
proportional to the concentration gradient. Thus,
the random transport in the x - direction is
described by

aC

e —
X 9x

in which ey is the eddy diffusivity and 0C/ 0x is the
spatial gradient of C in the x - direction. Similar
terms exist for the y - and z - directions.

Equation 3.1 represents the fundamental
equation governing the distribution of a water
quality constituent within a natural water body.
The form of Equation 3.1 is actually a simplifica-
tion of the general advection-diffusion equation, in
that molecular diffusion has been eliminated due to
the empirical fact that in most natural systems the
transport by molecular diffusion is much smaller
than by turbulent diffusion. This simplification
still results in a form of the advection-diffusion
equation which is generally insolvable with existing
analytical mathematical techniques. The complex-
ity of Equation 3.1 can be simplified by reducing its
effective dimensionality.

In many shallow lakes and estuaries the
vertical variation in constituent is small compared
to the variation in the horizontal dimension. For
such systems, the vertical dimension can be
eliminated in Equation 3.1 without significant
losses in the accurate prediction of the distribution
of constituent concentrations. The vertical dimen-




sion is eliminated by integrating Equation 3.1 from
the bottom to surface of the water body. The
vertically integrated advection-diffusion equation is
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and
D = dg - d, = depth of integration
The turbulent diffusivities, e, and ey, are
redefined as effective diffusivities, E; and E;. The

effective diffusivities differ from the turbulent
diffusivities in that, in addition to representing the
diffusive effects of turbulent velocity fluctuations,
they also represent all other random diffusive
processes resulting from sources such as vertical
shear in the current and wind induced mixing.

The advection-diffusion equation can alterna-
tively be expressed as the mass transport equation.
This form of the equation is more convenient for
certain numerical solution techniques. The three-
dimensional mass transport equation is
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in which M is mass of constituent in the volume
element, V, and Py Ay, and A,, are the cross-
sectional areas in the x -, y -, and z - coordinate
directions respectively. All other terms are pre-
viously defined. As with Equation 3.1, the effective
dimensionality of Equation 3.3 can be reduced
through integration.

Application of the Advection-
Diffusion Equation

The application of the advection-diffusion
equation to the study of the distribution of water
quality constituents within natural systems has
resulted in the development of a number of
mathematical modeling techniques. A review of the
procedures which actually have been applied to the
study of natural systems resulted in the identifica-
tion of three modeling techniques, which were
developed to study the San Francisco Bay-Delta,
Galveston Bay, and Jamaica Bay. These techniques
have been applied only to systems which can be
considered vertically well mixed and thus are
represented spatially as two-dimensional.

San Francisco Bay-Delta
Model

The San Francisco Bay-Delta model (Feigner
and Harris, 1970) was developed in connection with
a comprehensive study of the system formed by San
Francisco Bay and the delta at the confluence of
the Sacramento and San Joaquin Rivers. The
numerical hydraulic-water quality model for this
system was developed principally by Water
Resources Engineers, Inc., (WRE) under contract
from the Federal Water Quality Administration.
The model was structured conceptually to represent
the two horizontal spatial dimensions and is
applicable to systems which are well mixed
vertically.

The unique approach used in the Bay-Delta
model was that of representing the system as a
network of volumetric units or nodes connected by
flow channels or links. This link-node technique
allows a two-dimensional system to be treated
mathematically as one-dimensional. In the Bay-
Delta model, the quality constituents were asso-
ciated with each node and were assumed to be
evenly distributed through the node’s volume. The
surface area of each node was formed by the
perpendicular bisectors of the associated links. The
function of the links was the transport of quality
constituents between nodes. Each link was
assumed to have the properties of a broad open
channel; length, depth, width, and velocity. Figure
3.1 illustrates how a link-node network is used to
represent one- and two-dimensional components of




a system and identifies the important components
of the network.

WRE employed an advection-diffusion equa-
tion based on a form of the mass transport
equation adapted to the link-node representation
of the system. In the link-node system, provision
was made for a variable number of channels to

enter and leave a node. This provision is reflected

in the advection-diffusion equation used in the
Bay-Delta model:
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in which
(VC)j = mass of quality constituent
carried in node j
2(Q0); = algebraic sum of advective
mass transport rates for links
i connected to node j
Q;j = flowinlinki
G; = concentration of quality con-
stituent in link i
2(AE %?‘)i = algebraic sum of diffusional
mass transport rates for links
connected to node j
15 = length of link i
A4 = cross-sectional area of link i
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Figure 3.1. Typical link and channel elements.
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E; = effective diffusion coefficient
for link i

Sj = source and/or sinks of massin
node j

The versatility of the modeling technique is
evident from the fact that it has been successfully
applied to other systems, including Lake Washing-
ton, San Diego Bay, and the Columbia River.

The Galveston Bay Model

The Galveston Bay project was undertaken by
the Texas Water Quality Board in order to produce
a practical and detailed understanding of Galves-
ton Bay upon which alternative plans of water
quality management for the system could be
evaluated. The responsibility for development of
mathematical models for the project was delegated
to TRACOR, a consulting firm from Austin, Texas.
The mathematical models developed by TRACOR
(Espey et al., 1971) included both a hydraulic
model, which describes hydrodynamics interac-
tions in the bay, and the water quality models.
Both time dependent and steady state models for
various water quality parameters were developed,
including temperature, salinity, biochemical oxy-
gen demand, and dissolved oxygen.

Galveston Bay is typical of many of the
estuaries along the Gulf Coast in that the bay is
shallow with an average depth of 8 feet with, in
general, negligible vertical variation of constituent
concentration. Due to the vertically well mixed
nature of Galveston Bay, TRACOR based the
development of the computerized mathematical
model of the distribution of water quality
constituents within the bay on the vertically
averaged conservation of mass equation, which is
restated here as

aC_odpg € _ 3,3 & _,
ot oax Xoax oax dy Y oy ay
S T R L Ty SR SRR T e 3.5

All terms in Equation 3.5 are previously
defined (see Equations 3.1, 3.2, and 3.3). The
vertically averaged continuity equation formed the
basis for nearly all the water quality models
developed for the Galveston Bay system.

The model was applied by superposition of a
computational grid upon Galveston Bay. The grid
was composed of a system of square cells, with the
cell dimension designed for the required spatial
resolution. Unlike the Bay-Delta model, the cells
were treated as both flow and volume elements.




The grid network and cell
illustrated in Figure 3.2.

parameters are

Flexibility in adapting the grid to the system
was provided by the use of a ‘““flag field.”” The flag
field was simply a coding procedure which
controlled the type of computation that was
performed at each grid point and was used to
prevent flow and the transport of quality constitu-
ents across impermeable boundaries or into the
land areas surrounding the bay.

In the finite difference solution of Equation
3.5, C, u, v, and S were taken as being at the center
of each cell and Ey and E, were defined at the
walls, as illustrated in "Figure 3.2. Several
differencing techniques have been employed in the
computer solution of Equation 3.3.

The Galveston Bay model has been success-
fully applied to other Gulf Coast estuaries
including San Antonio Bay and Matagordo Bay.
The modeling technique provides a useful method
for studies involving the management of shallow
vertically well mixed estuaries subject to salt water
intrusion.

The Jamaica Bay Model

Leendertse (1970) and later Leendertse and
Gritton (1971a, 1971b) developed a water quality
simulation model which allowed the investigation
of the effects of various management alternatives
involving fluid waste discharge into well mixed
estuaries and coastal seas. The original model
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Figure 3.2. Parameter definition for the finite-
difference representation of the Gal-
veston Bay system (Espey et al., 1971).

development was sponsored by the Rand Corpora-
tion. Subsequent refinement of the model and
application of the model to the study of Jamaica
Bay, Long Island, New York was performed by
Rand under contract with the City of New York.

A unique feature of the model was that the .
hydrodynamics and water quality segments of the
model were incorporated directly into a single
simulation model. The quality segment of the
model was based on the mass balance equation for
two-dimensional transport of quality constituents
in a vertically well mixed system and is given as

3 HD, P
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S el IR . T Lot LR (3.6)
ay
in which
H = h +¢{the sum of the water
level elevation, { relative to
the reference plane and the
distance, h, from the refer-
ence plane to the bottom of
the lake
SA = source function
Dyand Dy = dispersion coefficients

The variables U and V are vertically averaged fluid
velocity components and P is the vertically
averaged quality constituent mass concentration
given by

$
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in which
pp = mass density of substance, A

Equation 3.6 was expanded in the Jamaica
Bay study to represent a vector of quality
constituents composed of salinity, dissolved oxy-
gen, biochemical oxygen demand, and coliform
bacteria. The distribution of these constituents was
computed simultaneously. Thus, the quality
segment of the simulation model has the capability
of predicting the distribution of both conservative
and non-conservative quality constituents.




The physical system was represented in the
Rand model as a two-dimensional grid, similar in
certain respects to the grid employed in the
Galveston Bay study. Both the hydrodynamic and
quality components of the model were formulated
on the same grid system which is illustrated in
Figure 3.3. The set of quality equations repre-
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sented by Equation 3.6 was solved in finite
difference form by an alternating direction
implicit-explicit technique written in a staggered
scheme over the grid space. The simulation model
is general in nature and could prove useful in the
study of other vertically well mixed estuaries and
coastal seas.

Water level (¢), mass concentration (P), &
mass density (p ) :

o Water depth (h)

U velocity (u) & dispersion coefficient (Dy)

IV velocity (v) & dispersion coefficient (Dy)

Figure 3.3. Space-staggered grid (Leendertsen and Gritton, 1971).
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CHAPTER IV
THE GREAT SALT LAKE PHYSICAL SYSTEM

The review and evaluation of previous studies
and available data for a water resource system is an
important step in understanding the system.
Various studies and data collection projects have
been undertaken which describe aspects of the
physical components of Great Salt Lake. During
this study, these previous investigations of the lake
provided much of the necessary insight and data
required for formulating and testing the water
quality distribution model of the lake.

Description of Great Salt Lake

Great Salt Lake (Figure 4.1) is the largest salt
water lake in the United States. The lake lies at the
bottom of a closed basin and is fed principally by
flow from the Bear, Weber, and Jordan Rivers.
Because it is a terminal lake, the only outflow from
the lake is by evaporation. At a surface elevation of
4,200 feet the lake has a surface area of
approximately 1,600 square miles and an average
depth of 13 to 16 feet.

The natural features of the lake have been
significantly affected by the construction of dikes
and causeways. The construction of evaporation
ponds to facilitate the recovery of minerals from the
lake brine has altered the natural surface area of
the lake. Other causeways have altered the natural
lake circulation patterns and induced local changes
in salinity levels. For example, previous efforts at
constructing a causeway from the mainland to a
state park on the north end of Antelope Island have
indicated that a permanent structure will impound
the inflow from the Jordan River. This situation
will cause a dilution of the brine in Farmington Bay
which may create a fresh water environment in the
bay (Utah Division of Water Resources, 1974).

A semi-permeable, rock-fill railroad causeway
was completed across the lake in 1959 by the
Southern Pacific Railroad Company. As a result
the lake was divided into two arms with the south
arm containing approximately twice the volume of
the north arm. The causeway has altered the
concentration of brine within the lake and changed
the hydrology of the lake.

Since the completion of the railroad causeway,
the north arm has contained a well mixed
concentrated brine. South of the causeway the lake
is vertically stratified with a relatively dilute brine
overlying a more concentrated brine. The lower
brine represents about 10 percent of the total
volume of the south arm.

A positive consequence of the alterations
caused by the construction of the railroad causeway
has been renewed interest in proper management
of the entire lake system. This has led to data
collection programs and research aimed at
understanding the various components of the
physical lake system.

_ Lake Hydrology

Data on the elevation of the surface of Great
Salt Lake has been gathered since 1951. The
historic fluctuation of the surface elevation of the
lake is given in Figure 4.2. The lake has varied
from a high of 4,211.5 feet in 1873 to a low of
4,191.6 feet in 1963.

Other hydrologic data related to the lake are
not as well documented as the variation of the
surface elevation. Several investigators have per-
formed water budget analyses of the lake in order
to establish the magnitude of the various inflows
and the outflows. Steed (1972) performed a
monthly water budget analysis on the lake for the
1944-1970 water years. The study was undertaken
to provide a sound hydrologic background of the
lake by identifying the terms which comprise the
water budget; namely, surface inflow, groundwater
inflow, precipitation input, and the outflow by
evaporation. Steed was able to obtain an excellent
yearly water budget for the lake, but the monthly
budgets were subject to wider fluctuations. Average
annual inflows to the lake for this period were
found to be 1,756,000 acre-feet of surface inflow,
206,000 acre-feet of groundwater inflow, and
685,000 acre-feet of precipitation. The mean
annual outflow by evapotranspiration was found to
be 2,644,000 acre-feet.
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Under present lake conditions the south arm
receives 95 percent of the surface inflow to the lake,
while the major inflow to the north arm is brine
from the south arm. This inflow pattern has
created a head difference across the causeway, with
the south arm elevation being greater than the
north arm.

Hahl and Handy (1969), Madison (1970), and
Whelan (1972) all reported a net movement of salt
from the south to the north arm of the lake since
the completion of the causeway. Since 1963 the
south arm has freshened while the north arm has
remained at a concentration at or near salt
saturation. This net movement of salt northward
has resulted in the complete dissolving of a salt
crust which was known to exist on the bottom of the
south arm in 1963. During the summer of 1969,
Hedberg (1970) sampled the remaining salt crust
on the bottom of the south arm and estimated that
it contained 100 million tons of essentially pure
halite. By 1972, measurements indicated that the
salt crust had dissolved (Whelan, 1973). The
dissolving of the salt crust in the south arm was
accompanied by an increase of the salt crust on the
bottom of the north arm. Cores taken from the salt
crust in the north arm in 1970 and 1972 showed

that up to S feet of salt had accumulated (Goodwin,
1973). The rapid rise of the lake after 1970 caused
a slight dissolving of the layer. Whelan (1973)
estimates that about 2 million metric tons of salt
re-dissolved in the north arm from 1970 to 1972.

The reduced concentration of the seuth arm
brine resulted from the causeway flow conditions.
As early as 1963 (Hahl and Handy, 1969) it was
observed that brine flows northward through the
upper portion of the causeway fill and culverts due
to the head difference between the two arms, and
that a more concentrated brine flows southward
through the lower portion of the causeway due to
the density difference.

During 1970-1972, the U.S. Geological Survey
(USGS) in cooperation with the Utah Geological
and Mineral Survey (UGMS) carried out an
investigation to establish (1) the net movement of
dissolved solids load through the causeway
for the 1971 and 1972 water years, (2) salt load
movement through the causeway for simulated
rising and falling lake stages, and (3) the effects on
salt movement patterns of enlarging the present
culverts through the causeway. Flow through the
causeway presently occurs through the semi-
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permeable fill and two 15 foot wide concrete
culverts which breach the causeway. The results of
the USGS study are reported by Waddell and
Bolke (1973). A major contribution of this study
was the development of a procedure for predicting
the flow of salt through the culverts and fill for
various head and density differences across the
causeway. The equations were developed mainly
from regression analyses based on fill and culvert
flow data gathered for the study.

In order to complete the objectives of their
study, Waddell and Bolke (1973) included the
equations of flow through the causeway in a
preliminary water and salinity balance model of the
lake. Using this model they found that the net
movement of dissolved solids load through the
causeway reversed under various rates of rising or
falling lake stage. These simulated results are
supported by their analysis of data which indicated
that the salt balance between the two parts of the
lake was near equilibrium for the 1972 water year.

The USGS subsequently has refined the water
balance portion of the model (Waddell, 1974). The
present USGS water and salt balance model treats
the two arms of the lake as completely mixed units.
The model was developed under the assumptions
that the deep layer of brine in the south arm
contains a constant dissolved solids load and that
the north-to-south flow is about the same as the
rate of diffusion or mixing between the layers of
brine in the south arm. Thus, all changes of
concentration in the south arm were assumed to
occur within the upper layer. The USGS model has
been tested and verified. These tests have
demonstrated the capability of the model to
simulate the response of the lake to various inflow
conditions. To date, the USGS model has been
used mainly to investigate the feasibility of diking
portions of the lake to form freshwater storage
areas.

Water Quality Aspects

The UGMS has had, since 1963, an ongoing
program of sampling the brine and determing its
ionic composition. Figure 4.3 shows the sampling
stations presently used by the UGMS. The UGMS
sampled on a monthly basis until 1973 when
sampling was reduced to four times yearly.
Presently when a station is sampled, samples are
taken at the surface and at each S foot interval to
the bottom. For the purpose of this study, a
complete set of data giving the total dissolved solids
concentration on an ionic composition basis was
obtained from the open files of the UGMS.

Two reports have been published by the
UGMS which analyze the chemical and physical

variation of the brine (Hahl and Handy, 1969, and
Whelan, 1973). The study by Hahl and Handy
was the first major effort designed to study the
spatial and temporal variations in the brine
characteristics of the lake. Based on data gathered
from 1963 to 1966, Hahl and Handy identified four
types of brine in the lake by location, concentration
of total dissolved solids, and concentration of
specific ions. The north arm was characterized by a
typical saturated brine. The brine in the south arm
was divided into three categories, namely; (1) a
zone from the surface to a depth of about 16 feet,
(2) a zone below 16 feet south of the causeway, and
(3) a zone below 16 feet in the south end of the lake.
The various brine zones are illustrated in Figure
4.4. The upper zone of the south arm was found to
be the most dilute of any brine in the lake. The two
deep brines of the south arm (zones 2 and 3) were
about the same in concentration of total dissolved
solids but varied in concentration with respect to
certain specific ions. However, the averaging
concentration of total dissolved solids in these two
zones of the south arm deep brine was found to be
less than that of the north arm brine.

Whelan (1973) performed a similar analysis of
the brine characteristics for data gathered from
1966 to 1972, and identified three major brine
types in the lake; (1) a brine near saturation in the
north arm, (2) a relatively less concentrated brine
occupying the upper portion of the south arm, and
(3) a dense brine occupying the deeper portion of
the south arm and originating from return flow
through the causeway. Whelan attributed the
fourth brine type identified by Hahl and Handy to
alterations of the ioni¢ compostion of the brine due
to dissolving of the salt crust in the south arm.

Whelan estimated the interface between the
two brine layers in the south arm to be 20 feet
below the lake surface. He suggested that the
interface remains fixed at this depth below the
surface, and that the volume of the lower brine
layer increases as the lake elevation rises. This
assumption does not entirely support the findings
of Hahl and Handy (1969) which establish the
average interface depth at 16 feet below the lake
surface. An alternate conclusion is that the
interface is fixed at a particular elevation. With
vertical sampling of the lake at only S foot intervals
the exact location of the interface is difficult to
establish. The UGMS could help resolve the
question of whether the interface fluctuates with
changes in surface elevation of the lake by
expanding data collection to include close interval
sampling near the location of the interface.

Prior to the construction of the causeway, the
concentration of the brine in the lake was directly
related to the lake stage (Glassett, 1974). As shown
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Figure 4.3. UGMS brine sampling sites within Great Salt Lake.
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in Figure 4.5 the lake brine was diluted during
periods of increasing lake stage. Dilution still plays
an important role in the brine concentration for
both arms of the lake. The rapid rise of the lake
after 1970 reduced the mean concentration of both
the north and south arms.

Waddell and Bolke (1973) concluded that the
net movement of dissolved solids load through the
causeway was effected by the rate of rise and fall of
the lake stage. Depending on the conditions, the
net movement could be either to the north or south

North Arm

Depth. in feet
below lake surface

arm of the lake and, thus, the current trend of the
lake to freshen is reversible. The theory is
supported by the near equilibrium exchange of
dissolved solids load through the causeway which
occurred under 1972 hydrologic conditions (Wad-
dell and Bolke, 1973). Glassett (1974) performed
an analysis of the trends in brine concentration in
the upper south arm brine layer and concluded
that the south arm brine had not reached
equilibrium and will continue to become more
dilute each year. He recognized that predicting
future salinity trends in the south arm could be
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Figure 4.4. The four brine zones within Great Salt Lake (modified from Hahl and Handy, 1969).
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improved if information on the diffusion of
dissolved solids between the south arm brine layers
were available.

Currently there is no systematic gathering of
water quality data within the lake except for total
dissolved solids and its ionic components. A few
short term data collection projects are reported in
the literature which were concerned mainly with
obtaining information on other parameters of the
lake. Lin et al. (1972) reported on detailed vertical
profiles of temperature, dissolved oxygen, conduc-
tivity, and pH values measured at 17 south arm
stations during the summer of 1972. This was the
first detailed study of the vertical variation of these
parameters. The authors reported typical values of
dissolved oxygen for the upper brine layer as 3.5
ppm to 1.5 ppm and ““invariably”’ zero for the lower
brine layer.

Three studies have been directed toward
gathering data on the distribution of coliform
bacteria in the Farmington Bay or Antelope Island
Estuary. Before construction of the Antelope
Island causeway, Sudweeks (1965) investigated the
bacterial contamination. A student oriented study
by University of Utah (Carter, 1971) and an
investigation by Meide and Nicholes (1972) also
examined the degree of bacterial contamination in
the estuary.

The water quality constituents of the three
major lake inflowing streams (Bear, Weber, and
Jordan Rivers) are relatively well documented at
stations in the lower portions of the rivers but
upstream from the lake. Figure 4.6 illustrates the
water quality characteristics of the major influents
to the lake, as summarized by the Utah Division of

Water Resources (1974). However, much of this
flow subsequently passes through the marshland
area around the lake and information on any
alterations of the water quality which occurs within
the marshlands is not available.

Information also is lacking on the biological
and chemical processes within the lake and how
such processes affect the concentration of quality
constituents. Of particular importance are the
components of the unique lake ecosystem and the
manner in which the various components of the
ecosystem interact with each other and with
inorganic quality constituents. Stephens and
Gillespie (1972) identified the basic components of
the ecosystems for both the north and south arms.
They also were able to identify the basic
interactions between the components of the
ecosystem. The authors express concern that the
toxic effect of many substances presently inflowing
to the lake may reach concentrations where they
effectively eliminate the flora and fauna of Great
Salt Lake.

Porcella and Holman (1972) studied the
nutrients in Great Salt Lake and the influence of
these nutrients on algal growth. The relation
between food supply (algae) and the growth of
brine shrimp also was studied. The study results
indicate the relation between inorganic nutrients,
algae, and brine shrimp. This type of interaction
needs to be identified for all the components of the
lake’s ecosystem.

The ecosystem studies cited above indicate
that basic information concerning the water quality
of the lake is beginning to be available. However,
most of the basic interactions and biological
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processes, including growth and decay rates for
organisms within the lake, have not yet been
investigated.

Circulation and Diffusion

Programs to study the circulation patterns and
diffusion within Great Salt Lake have been
initiated by the Utah Division of Water Resources.
This represents the first effort to systematically
gather data on circulation and diffusion within the
lake. Presently, data on general circulation
patterns are available from observations made
during previous studies of the lake and field data
gathered during the past few years.

Mechanisms which produce current within
Great Salt Lake are Coriolis forces, water inflows,
wind, density gradients, and evaporation. In the
northern hemisphere, Coriolis forces are known to
produce counterclockwise circulation within large
water bodies. Observed currents within Great Salt
Lake indicate the Coriolis forces influence long
term circulation patterns. Figure 4.7 shows the
general circulation pattern in the lake inferred by
Hahl and Handy (1969) from observations made
during trips on the lake during 1965 and 1966. This
circulation pattern is supported by the spits which
have formed along the west edge of the lake. Hahl
and Handy concluded that circulation due to
Coriolis forces are reinforced by the tangential
entry of flow from the Bear, Weber, and Jordan
Rivers. No circulation velocities are reported by
this reference.

More recent observations of the circulation
patterns and velocities within Great Salt Lake
suggest the pattern show in Figure 4.8 (Katzenbur-
ger, 1974). While there is general agreement
between the circulation pattern shown in Figure 4.7
and 4.8, Figure 4.8 shows more refinement. This is
apparent at the south tip of the lake where a
clockwise current, probably resulting in part from
the inflow of the Goggin Drain, has been observed.
Surface flow velocities in the south arm under the
circulation pattern of Figure 4.8 were observed to
vary from 0.3 to 1.0 ft/sec., depending on the
season.

Temporary interruptions of the long-term
circulation patterns are produced by winds. Winds
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produce wave action which may temporarily shift
or interrupt the general circulation patterns.
Additionally, the wind produced wave action is
primarily responsible for the well mixed condition
of the upper layer of brine in the south arm (Hahl
and Handy, 1969).

Preliminary data related to establishing
horizontal diffusion coefficients were gathered
during an investigation of the lake by the Utah
Division of Water Resources, Wildlife Resources,
and Geological and Mineral Survey in July, 1974.
The diffusivity was then measured by releasing 40
plastic bottles into the lake and tracing their
location with time. On the basis of this study, the
investigators established a value of .35 m?/sec for
the horizontal diffusion coefficient.
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Figure 4.7. Inferred directions of currents in Great
Salt Lake during October 1965 and
May 1966 (Hahl and Handy, 1969).
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Figure 4.8. General circulation patterns within Great Salt Lake (Katzenburger, 1974).







CHAPTER V
PRINCIPLES OF THE GREAT SALT LAKE MODEL

Model Formulation

The application of the advection-diffusion
equation to Great Salt Lake required a finite
difference grid which was capable of representing
the three special dimensions. In Chapter III two
basically different grid systems were presented
which have been used to represent a system in two
horizontal dimensions; the tranditional square grid
network and the link-node network. Either method
can be extended to the vertical dimension by
dividing the vertical into a finite number of layers.

The link-node grid network was chosen for the
representation of Great Salt Lake because of the
following advantages:

1. The grid network allows the easy incor-
poration of islands and natural and man-made
barriers.

2. The grid network is flexible in allowing a
smaller grid network in areas of specific interest.

The advection-diffusion equation can be
developed from either the conservation of mass
equation or the mass transport equation. For the
link-node, or what shall be referred to as the
channel-node, grid representation of a system it
was found that development of the advection-
diffusion equation based on the mass transport
equation was more convenient for numerical
solution.

Figure 5.1 shows a typical node in the
channel-node grid network. The node results from
establishing a channel-node representation of the
system in the horizontal plane and then dividing the
vertical dimension into a finite number of horizon-
tal layers. The mass transport between nodes in
both the horizontal and vertical dimensions occurs
through connecting channels. The vertical node sys-
tem can be visualized as a “Stack’ of nodes with the
same surface configuration, but variable depth,
extending from the water surface to the lake
bottom. The vertical movement of quality constitu-
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ents between horizontal layers is restricted to the
nodes directly above and below the layer of interest.

The advection-diffusion equation for a given
node in the channel-node representation of a three-
dimensional system is given by:

o

A= ADVECTION
D= DIFFUSION

Figure 5.1. Typical vertical nodes in channel-node
network.




3 (VO _ g]
at i=

2 2
S oC
= X C + 2 (AE = i+ Z8
m=1 Qi m=1 ( 0z Jmk

in which

(VO)ji

ij

Cjk

2(QO)jk

Qik

2(QOmk

aC
ZAES )mk

Zsjk

n
Q@) + %, (AE 5

ik (5.1)

mass of quality constitu-
ent in node j of layer k

volume of node j of layer k

concentration of quality
constituent in node j of
layer k

sum of advected mass
transport rates for hori-
zontal channels i con-
nected to node j of layer k

flow in channel i (positive
out of node)

concentration of quality
constituent carried in
channel i

sum of diffusional mass
transport rates for hori-
zontal channels i con-
nected to node j of layer k

length of channel i

cross sectional area of
channel i

effective diffusion coeffi-
cient of channel i

sum of advected mass
transport rates for vertical
channels m connected to
node j of layer k

sum of diffusional mass
transport rates for vertical
channels m connected to
node j of layer k

of horizontal
connected to

number
channels
node j

sum of sources and sinks
of mass in node j of layer k

t = time

Equation 5.1 is the advection-diffusion equa-
tion which describes the three-dimensional mass
transport in a system represented by a channel-
node grid network. Only one spatial dimension is
required to represent the horizontal dimension due
to the channel-node representation of the system.
Equation S.1 is general in nature and can be
applied to the study of the variation of quality
constituents over either large or small time and
space units. The spatial and temporal averaging of
the channel flows and the effective diffusion
coefficients directly influence the time and space
scales to which Equation S.1 should be applied.
For example, with the proper temporal averaging
of the flows and diffusion coefficients, Equation
5.1 is applicable to the study of either the short
term transcient variation of quality constituents or
the long term (seasonal) variation.

Figure 5.2 shows the variation of total
dissolved solids with depth for both the south and
north arms of Great Salt Lake. The north arm and
the shallow portion of the south arm of the lake
show little variation of total dissolved solids with
depth. However, data from the deeper portions of
the south arm indicate the presence of an interface
between a vertically well mixed upper brine and a
vertically well mixed but more concentrated lower
brine. This natural layering indicated that the lake
could be represented as a two layered vertical
network interfaced at the pycnocline with the

SOUTH ARM SAMPLING POINTS:
© Antelope - Carrington @ 3-16-71

@ Antelope - Carrington @ 3-16-7I (shallow brine only)
NORTH ARM SAMPLING POINTS:

A Little Valley Harbor - Gunnison Line @ 3-29-71
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Figure 5.2. Typical variation of total dissolved
solids with depth for south and north
arm brines.




vertical exchange of quality constituents occurring
across the pycnocline.

All vertical transport mechanisms were
assumed to be represented by the diffusion
coefficient thus eliminating the vertical advection
term. The elimination of the vertical advection
term should not imply that all vertical transport is
due to vertical diffusion alone, but rather that, as
an approximation, all vertical transport mechan-
isms are expressed in the diffusion coefficient. This
assumption is supported by the lack of physical
evidence of any strong vertical currents within the
lake.

With the lake represented as two vertical
layers and the vertical transport described by
diffusion alone, Equation 5.1 reduces to the
following form for application to Great Salt Lake:

3 (VO _
at
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]

in which (AE 6C/0Z)yy represented the diffu-
sional mass transport rate across the interface.

aC !
+ AE) . + 38
(AE =dk K

Due to the exchange of salt and other quality
constituents between the lake bottom and the
overlying brine, it was necessary to include a grid
network to represent the lake bottom. The lake was
therefore represented as three layers:

1. A channel-node network representing the
brine above the pycnocline.

2. A channel-node network representing the
brine below the pycnocline.

3. A node network representing the bottom
characteristics.

With the absence of flow in the bottom node
network, the mass transport equation reduces to:

B(CA)y _
at

in which

(CA)jb mass of quality constituents
associated with node j of the

lake bottom

Ajb area associated with node j of
the lake bottom

= mass of constituent C per unit
area of the lake bottom associ-
ciated with node j.

Effective Diffusion Coefficients

A general method for predicting the diffusion
coefficients for a natural body based on the
theoretical consideration does not presently exist.
Rather, empirical methods have been developed for
predicting the effective diffusion coefficients. The
empirical methods generally contain parameters or
coefficients which are based on the physical
characteristics of the system or the measurements
of the distribution of a tracer over time. Tracers
used for this purpose can be of two types, natural
or introduced. The natural tracer is a quality
constituent naturally present in the system. Any
natural constituent can be used as a tracer but a
conservative constituent is more convenient due to
the absence of internal sources and sinks. Tracers
which are introduced into the system, such as dye
and floating objects, are often chosen because they
are conservative and the possibility of error due to
undefined sources and sinks is eliminated.

An inherent assumption in this approach to
the determination of the effective diffusion
coefficients is that the diffusion rates for all quality
constituents are assumed to be of the same
magnitude. This is a basic assumption in most
models involving the spatial distribution of quality
constituents including the three models discussed
in Chapter III.

Horizontal diffusion coefficients

Data gathered in July 1974 (Utah Division of
Water Resources, 1974) indicated the following
“(1) the horizontal diffusion rates was isotropic,
that is, the diffusion rate was of equal intensity in
all (horizontal) directions; and (2) the eddy
diffusivity was not time dependent and had a value
of .35 m#4/sec.” The diffusivity was established by
releasing plastic bottles into the lake. This
procedure actually determines what is referred to in
this report as the effective diffusion coefficient in
the horizontal plane.

The diffusion coefficient calculated from the
1974 data does not necessarily indicate the absence
of spatial or temporal variation of the diffusion
coefficient. Since the diffusion coefficient was
measured at the surface, it does not reflect any
variation of the horizontal diffusion coefficient with
depth. Rather, the value indicates the magnitude
of the horizontal diffusion coefficient which can be
expected to be found in Great Salt Lake. This
knowledge allowed the importance of horizontal




diffusion in the transport process to be assessed
during the model operation.

Vertical diffusion coefficients

No suitable method for predicting the vertical
diffusion was available. Water Resources Engineers
Inc. (WRE) (1968) developed a procedure for
determining the effective vertical diffusion from
temperature profiles within a reservoir. This work
suggested that a procedure could be developed for
determining the vertical diffusion coefficient from

vertical profiles of total dissolved solids gathered by
the UGMS.

The first step in developing the technique was
to conceptualize the system as a series of horizontal
slices. Thus, the water body was segmented only
along the vertical axis. Figure 5.3 shows the one-
dimensional representation of the system in which
only the vertical transport of salinity was allowed
within the system and illustrates the transport,
inflow and outflow terms which were included in
the mass balance. For a slice of constant volume,

k+l

k-1

Qout, _,

Figure 5.3. One-dimensional representation of the south arm with vertical diffusion.
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the equation for the rate at which mass is stored in
the volume is given by:
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volume of the slice

area of water plane
at the associated
elevation

thickness of layers
k+1, k, and k-1

rate of accumula-
tion of constituent
Cin layer k

rate of mass inflow
to layer k

rate of inflow to
layer k

concentration of
constituent C in
the inflow

rate of mass out-
flow from layer k

rate of outflow
from layer k

concentration con-
stituent C in layers
k+1, k, and k-1

rate of mass dis-
solving from lake
bottom into layer k

effective diffusion
coefficients at the
associated eleva-
tion

The first term on the right side of Equation 5.4
represents the flows which cross the physical
boundaries of the system. These flows determine
the rate of mass input and extraction from layer j
by external sources and sinks. The last two terms
on the right side represent the diffusive transport
between layers based on Fick’s law of diffusion.

Dividing through Equation 5.4 by AZp and
rearranging terms yields:
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By taking Equation 5.5 to the limit as AZjy
approaches zero, the parameters with subscript
k+1 will merge to the parameters with subscript k,
and
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Substituting the above reductions into Equa-
tion 5.5 and rearranging terms results in
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Integrating Equation 5.6 with respect to z by a

forward integration technique from z = z; to
z = z yields
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Assuming there is no diffusive transport across the
lake bottom eliminates the diffusion at z,.
Rearranging Equation 5.7 under this assumption
produces
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The effective vertical diffusion rate, Eg can be
evaluated for a given time and place by a finite
difference approximation
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All the necessary terms in Equation 5.9 are to be
taken as mean values during the time period.

The numerical solution for the effective
vertical diffusion coefficient for the south arm of
Great Salt Lake required information pertaining to
two successive vertical profiles of total dissolved
solids, flows through the causeway, and the rate of
dissolving of salt from the bottom of the south arm.
The data available on the vertical distribution of
salinity in the south arm restricted the estimation
of the vertical diffusion coefficients to the temporal
and spatial averaged form.

Since 1966 the UGMS has sampled the south
arm periodically along the three lines shown in

Figure 4.3. During the early stages of this program,
samples were taken monthly at 13 stations along
the three lines. Since 1969 the UGMS has reduced
the number of stations sampled to six. The six
stations include the four stations along the
Antelope-Carrigton line, one station in the deeper
portion of the lake for the Fremont-Bird line and
for the Antelope-Stansbury line. The data from
these stations were used to develop concentration
profiles of the south arm for the various sampling
dates. Data for the years 1970 and 1971 were used
in developing the diffusion coefficient due to the
availability of causeway flow data (Waddell and
Bolke, 1973) and the approximate monthly time
spacing between sampling dates.

During most of the 1970-1971 period only one
station was sampled by the UGMS on the
Antelope-Stansbury line and one station on the
Fremont-Bird line. The single station data were
extended to represent the entire line by correlation
coefficients developed between the single station
and the entire line for data gathered from 1966 to
1968. The concentration profiles for each date used
in the analysis were obtained by averaging the
various stations to produce a single profile of the
variation of the south arm concentration with
depth. Several sampling dates during the 1970 to
1971 period could not be used in the analysis due to
either the lack of data or the extended time period
between sampling. Six sets of data were identified
and used in the analysis.

The following assumptions were made in
applying Equation 5.9 to the calculation of the
spatial and temporal averaged vertical-diffusion
coefficients:

1. The pycnocline was fixed at an elevation
of 4,175 feet.

2. All flow south through the causeway
entered the south arm below the pycnocline.

3. All flow north through the causeway was
from the south arm brine above the pycnocline.

4. Salt dissolving from the bottom only
entered the bottom brine layer.

5. Inflow of total dissolved solids from
streams was negligible.

Under these assumptions, Equation 5.9 was
applied to the south arm of the lake by dividing the
lake into one 6-foot layer to represent the concen-
trated brine below the pycnocline and approxi-
mately twenty 1-foot layers to represent the upper
less concentrated brine. The determination of the




vertical diffusion coefficient was complicated
because the rate at which salt dissolves from the
bottom of the lake was unknown. This rate was
represented by the following equation:

RD=KA(Cs'C)V
in which

Rp rate of salt dissolving (mass/unit
time)

Ka dissolving constant (time-1)

8 concentration of total dissolved
solids in overlying layer

Cs saturation concentration of total
dissolved solids
\'% = volume of overlying layer

The dissolving rate was estimated by performing a
mass balance on the south arm of the lake.

For each time period the vertical diffusion
coefficient and the salt dissolving rate were
determined from the mass balance equation and
Equation 5.9 and verified with a water and salinity
balance model of the lake. The water and salinity
balance model was based on the water budget of
the lake by Steed (1972) and the causeway flow
equations developed by Waddell and Bolke (1973).
This model is detailed in Chapter VI.

Figure 5.4 shows the variation of the vertical
diffusion coefficient with depth as predicted by
Equation 5.9 for a typical time period. The
variation of the diffusion coefficient above the
pycnocline is associated with a very small variation
(less than one gram per liter per foot of depth) of
total dissolved solids with depth. The well mixed
nature of the upper brine layer suggested that the
diffusion coefficient above the pycnocline might be
approximated by a constant as shown in Figure
5.4. The calculated values of the vertical diffusion
coefficients above the pycnocline are summarized
in Table S5.1. The channel-node simulation study
required only the vertical diffusion coefficient
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Figure 5.4. Typical calculated variation of the vertical diffusion coefficient with depth.




associated with transport across the pycnocline.
The diffusion coefficients which were calculated at
the pycnocline also are summarized in Table 5.1.

The water and salinity balance model was
used to verify the results obtained for the salt
dissolving rate and the effective vertical diffusion
coefficients. Figure 5.5 compares the simulated
and observed concentration of both south arm
brine layers for the 1967 to 1969 water years. After
minor adjustments the dissolving constant, K,
was identified as .006/day and the effective vertical
diffusion coefficients as 3.8 x 100 ft2/sec at the
pycnocline and 2.5 x 104 ft2/sec above the
pycnocline. These values were used to simulate the
1971 water year as a check and the results are given
in Figure 5.6.

In both the calculation and verification of the
vertical diffusion coefficient, the bottom brine layer
was assumed to be a single 6-foot thick layer.
Under this representation, the change in concen-
tration of total dissolved solids across the
pycnocline was essentially constant and indepen-
dent of the spatial step used above the pycnocline.
This condition resulted from the well mixed nature
of the upper brine layer. In order to maintain the
same mass transport across the pycnocline when
the spatial step was varied above the pycnocline the
vertical diffusion coefficient was related to the
spatial step as follows:

Az, + Az))’
E=E ———  .......... (5.11)
bz, + Az,)
in which
Ell = vertical diffusion coefficient associ-
ated with spatial layering (Azy +
/
Azj)
Eqy = vertical diffusion coefficient associ-

ated with spatial layering (Az; +
Azy)

Table 5.1. Summary of the calculated vertical
diffusion coefficient for various time

periods.
E (Ft?/Sec)at  E (Ft*/Sec) Above

Time Interval Pycnocline Pycnocline
6/16/70 to 7/29/70 43x 10‘2 34x107
7/29/70 to 8/25/70 7.6x107° 2t 10
8/25/70 to 9/10/70 6.7x107¢ 42x107%
9/10/70 t0 11/12/70  6.5x 107¢ 2.0x1074
6/09/71 to 7/28/71 13x107° 2.6 x 10_‘:
7/28/71 to 8/19/71 41x10° 3.1x 10
Identified in verification ‘ -
Runs for 1967-68-69 3.8x10° 2.5x 10

Azy = thickness of bottom brine layer
(layer 1 was 6 feet throughout study)
Azy = thickness of second brine layer

In the application of Equation 5.9 to the south
arm of Great Salt Lake Az, was 1 foot. During
verification Az, was set at S feet. All values reported
in Table 5.1 and in the above discussion are related
to a Az, of 1 foot.

The dissolving constant, K 5, (Equation 5.10)
was developed for the south arm using the

o ° upper “brine °

Solid lines are simuiated volues

2001 A Observed North Arm

TOTAL DISSOLVED SOLIDS
(g/1)
w
3
T

180 - © Observed South Arm (lower brine)

© Observed South Arm (upper brine)

o 9k South Arm &
o o
[} 3 94} & Sevd
Y g 2 North Arm
0 AR, 1h0. mely vt osulen ses
NOV DEC JAN FEB MAR APR MAY JUN JUL AUG SEP OCT
967
(a)
R o, T ) g P (Y W o, . o
8 Z a
3 30 1
] a
30 2 g
S 2e0f ” £ 4
3 = o
2 < 260 4
ﬁ 2 240} L o1
a
220} s J
P |
& 200} Solid lines are simulated values -
S JgoF & Observed North Arm i
© Observed South Arm (lower brine)
> o6l © Observed Soutn Arm (upper brine) N i s
o o8
= L o 4
H3 a a
Wi et LA :
3 = 2 a North Arm
- ~ T T T T . SRR T T T T T
OCT NOV DEC JAN FEB MAR APR MAY JUN WL AUG SEP OCT
1968
38 T — T = T
o M0 ]
a |
= 320}
@ 3001 7
Q F 4
8_ 280
2T 260 1
%“ua e
220 5
=
< 2001 solid lines are simulated values 1
£ 6ol 4 observed Norm Arm 4
© Observed South Arm (lower brine)
‘3 97F o Observed South Arm (upper brine) SouthAvm " J
o
T gef 4
w E North Arm = by
2 9t 1
ey L . N
- 94T Nov DEC JAN FEB MAR APR WAY JUN JUL AUG SEP  OCT

1969
()

Figure 5.5. Simulated and observed brine concen-
trations and surface elevations for the
1967, 1968, and 1969 water years.




concentration and volume below the pycnocline. A
saturation concentration for total dissolved solids
of 340 g/1 was used in developing the dissolving
constant. Whelan (1973) used a value of 350 g/I to
represent the saturation concentration. However, a
review of the UGMS salinity data from the north
arm indicated precipitation of salt probably occurs
below the 350 g/l concentration, and for this
reason, 340 g/1 was used as the saturation concen-
tration in this study. The verification run for the
1969 water year indicated that 130 million metric
tons of salt dissolved in the south arm. This
amount compares extremely well with 135 million
metric tons of salt estimated by Whelan (1972) to
have dissolved during the same period.

The Summation of Sources
and Sinks Term

The summation of sources and sinks term of
Equation S.2 and 5.3 can be considered to be
composed of external and internal components.
The summation of sources and sinks term may then
be represented as two terms

28 =

5
£
g
D
=

summation of external sources and
sinks of C

3SE

summation of internal sources and
sinks of C

251

The inflow (source) and outflow (sink) of quality
constituents across the physical boundaries of the
systems represent external sources and sinks.
Internal sources and sinks are processes within the
system which generate or degrade the quality
constituent. Examples of internal sources and sinks
are precipitation and dissolving of salts and the
decay of biological substances. Constituents which
do not have internal sources or sinks are termed
conservative constituents. Non-conservative con-
stituents, therefore, are constituents with internal
sources and sinks.

All quality constituents can enter or leave the
system across the physical boundary of the system.
Therefore, there is a summation of external sources
and sinks term for each component. This term is
expressed for node j as
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Figure 5.6. Simulated and observed brine concentrations and surface elevations for the 1971 water years.




in which
Qin: Cin: rate of external mass inflow to
] node j brine layer k
Qin- = rate of inflow to node j brine
J layer k
€ = concentration of constituent C
J in inflow
Qout: Cj rate of external mass outflow
J from node j brine layer k
Qout: rate of outflow from node j
J brine layer k
Cj = concentration of constituent C

in node j

Because external sources and sinks are
associated with the flow, Q, across the boundaries
they exist only for the brine layers. For the lake
bottom Equation S5.12 reduces to

8 = IS

Unlike the external sources and sinks, the
internal sources and sinks term is associated with
the particular constituent. Thus, this is the only
term in Equation 5.2 which must be specified for
each constituent. The horizontal advection and
diffusion, the vertical diffusion, and the summa-
tion of external sources and sinks term are applied
to each quality constituent in the same manner.

If the components of the sources and sinks
term are properly described and represented,
Equation 5.2 is capable of representing any
important quality constituent. Thus Equation 5.2
could be used to model constituents which vary
from inorganic compounds to brine shrimp. This
capability depends upon the proper representation
of the sources and sinks for each particular
constituent. The term in Equation 5.2 which
represents the summation of sources and sinks for
each constituent cannot, however, be generalized
because of the wide variation in the types of sources
and sinks between the various quality constituents.
Rather, it is necessary to consider and evaluate this
term for each specific constituent.

Three constituents, namely, total dissolved
solids (TDS), biochemical oxygen demand (BOD),
and dissolved oxygen (DO) were included in the
Great Salt Lake model and those are used to illus-
trate the procedure for establishing the internal
sources and sinks term for both coupled and un-

coupled constituents. The internal sources and
sinks of an uncoupled constituent are independent
of other constituents in the system. With coupled
constituents the depeletion or replenishing of one
constituent directly affects the depletion or
replenishing of the other coupled constituents. For
example, in the case of BOD and DO, the decay of
BOD depletes DO.

The summation of internal sources and sinks
for total dissolved solids is composed of terms
representing the rate of precipitation and dissolv-
ing of salt. In shallow portions of the lake the
pycnocline is not present and the grid network
reduces to a system comprised of one brine layer
and the lake bottom. For this configuration, the
summation of internal sources and sinks term for
the brine layer is stated as:

ESITDS = -RPPT & RDIS ........ (5.15)
and for the lake bottom as
zS = + R R S Sri i 5.16
e PPT * Rpis i
in which
Rppr = rate of salt precipitation from the
lake brine to the lake bottom
(mass/unit time)
and
RDIS = rate at which salt is dissolved

from the lake bottom into the
overlying brine layer (mass/unit
time)

In deep portions of the lake the pycnocline is
present and the lake is represented as two brine
layers and the lake bottom. In this configuration,
the salt exchange between the lake bottom and
overlying brine layer still is given by Equation S.16.
However, the salt which precipitates from the top
brine layer enters the lower brine layer. The
summation of sources and sinks term for the two

" brine layer system is given by:

zS = - Rj
ITps PPT

for the top brine layer, and by
PHS = -R R, + Rppr ..(5.18
bpg - Xpeet Rpis * Rppr .. G.18)

for the lower brine which overlies the lake bottom.
Rppr represents the rate of salt precipitation from
the top brine layer.




The dissolving rate of salt from the lake
bottom is given by:

RDISjk = KA (CS = Cjk) ij ........ (5.19)
in which

RDISjk rate of salt dissolving (mass/
unit time)

Ka = dissolving constant (time"1)

Cs = saturation concentration for
total dissolved solids

Cjk = concentration of TDS in node j
of the layer overlying the lake
bottom

ij = volume of node j of the layer

overlying the lake bottom

Equation 5.19 is applicable only when Cjk < Cs.

Biochemical oxygen demand is a measure of the
concentration of unstablized organic waste present
in a system. BOD is removed from the system by
bacterial consumption at a rate proportional to the
concentration of unstabilized organic waste. For
the grid configuration composed of one brine layer
and the lake bottom, the summation of internal
sources and sinks term for BOD within the brine
layer is stated as:

zS = - KC V.. - R =.(5:20

and for the lake bottom by

zS =-K, C Ay + R, ..(5.21)

In Equations 5.20 and 5.21

K = BOD decay rate for the brine
layers (time™1)

Kp = BOD decay rate for the lake
bottom (time-1)

CBODjk = concentration of BOD associ-
ated with node j of brine layer k

CBOD-b concentration of BOD associ-

J ated with node j of the lake

bottom

Rg = settling rate of BOD (mass/

unit time)

In the grid configuration composed of two
brine layers and the lake bottom, the summation of
sources and sinks term for the top layer is given by:

PN} = - KC Vepat-"RE_ - T%0(5:22)
IBOD BOD_]k _]k S

¥

and for the lower brine layer by

zS SRk C Ve S RGEREE T T(5523)
55 BOD;, Vik Rt Ry
in which
Rs' = settling rate of BOD from the top
; brine layer and is assumed equal to
.Rs

The relationship for the lake bottom is given by
Equation 5.21.

The BOD settling rate, Rg (or R;) represents
the rate at which BOD settles out of the brine. The

rate of settling is given by:

\%
Ro=My — ... (5.24)
jk
in which
Mjy = mass of BOD in node j brine layer k
Vg = settling velocity
Dijx = average depth of node j, brine

layer k

The dissolved oxygen in a body of water is
depleted by the decay of organic material and the
uptake by benthic (channel or lake bottom)
deposits. Dissolved oxygen is replenished by
reaeration across the water surface. In the grid
configuration composed of one brine layer and the
lake bottom, the summation of sources and sinks
term for DO within the brine layer is represented
by:

1 BURjb : K2 (CS - CDojk) ij

DSHNERKC V.
v BOD;, " jk

and for the lake bottom by

zS =-K; C A, +BUR. ...(5.26)

In Equations 5.25 and 5.26

benthic uptake rate by node j of
the lake bottom from the over-
lying node in the brine

BUij =




K, = reaction coefficient for DO
CcS = saturation concentration of DO
CDOjk = concentration of DO in node j of

layer k
and the rest of the terms are as previously defined.

The summation of sources and sinks term for
the grid configuration composed of two brine layers
and the lake bottom is given by:

ZS =-KC V.. +K_ (CS-C V.

for the upper brine layer, and by

2S =-KC V.. - BUR. o s-(D,28)

for the lower brine layer. The relationship for the
lake bottom is given by Equation 5.26.

It is well documented in the literature that the
solubility of oxygen in water decreases with
increasing temperature, increasing concentrations
of total dissolved solids and increasing elevations.
Data reported by Green (Metcalf and Eddy, Inc.,
1972) and formulas such as those developed by
Gameson and Robertson (1955) indicate this
typical variation of the solubility of oxygen in sea
water. Formulas which have been developed for
predicting the effects of total dissolved solids on the
solubility of oxygen have been formulated for
seawater with total dissolved solids concentrations
less than 40 g/l. The formula developed by
Gameson and Robertson predicts a complete
absence of dissolved oxygen when the concentra-
tion of total dissolved solids exceeds 180 g/I.
However, this prediction did not seem realistic for
the Great Salt Lake, and dissolved oxygen
saturation values were obtained by laboratory
experiments. These experiments were conducted
with Great Salt Lake brine at concentrations of
total dissolved solids which varied between S50 g/1
and 340 g/1. The brine samples were bubble aerated
with compressed air and then held at a constant
temperature in contact with the atmosphere.
Temperatures of 6.0°C and 16.5°C were used in the
study. After 24 hours of contact with the
atmosphere the oxygen concentration was deter-
mined by the azide modification of the Winkler
Method in “Standard Methods” (APHA, 1971).

The results of the experiment indicated that
the dissolved oxygen saturation concentration
remained above zero as the concentration of total

dissolved solids approached saturation. The data
were fit by regression analysis so that the variation
of the saturation concentration of dissolved oxygen
could be predicted for various temperatures and
salinities. The resulting equation for the saturation
concentration of dissolved oxygen as a function of
temperature and total dissolved solids and at an
elevation comparable to the surface elevation of
Great Salt Lake is given by: '

CS=7.73-.0155T-.0311 Cypg +-353 x 107 Crps?

........ (5.29)
in which
CS = dissolved oxygen saturation con-
centration (mg/1)
T = temperature (°C)
CTtps = concentration of total dissolved

solids (g/1)

The correlation coefficient (R?) for the fit of the 6°C
and 16.5°C data was 0.994. Figure 5.7 compares
the observed and predicted (Equation S5.29)
saturation concentration.

Considerable amount of research has been
directed toward the determination of the reaeration
coefficient, K, for various systems. In these studies
the reaeration coefficient has been related to the
depth and velocity of the fluid. During a study of
the Delaware River estuary O’Connor and Dobbins
(1958), proposed the following relationship for
predicting the reaeration coefficient.

K, =129 %"% .............. (5.30)
in which

K, = reaeration coefficient (day™)

V = velocity (ft/sec)

H = depth(ft)

An empirical equation of the same form was
developed by Churchill, Buckingham, and Elmore
(1962) for various tributaries of the Tennessee
River:

All terms in Equation 5.31 are as previously
defined. Both of the equations give the value of K,




at 20°C and yield essentially the same result. The
O’Connor and Dobbins equation was chosen for
use in this study due to the closer physical
similarity between the Delaware River estuary and
Great Salt Lake.

Both the reaeration coefficient for dissolved
oxygen, K, and the first-order decay rate for
biochemical oxygen demand, K, are temperature
dependent. The equation which was used to adjust
these rates for temperatures other than 20°C was
derived from the Van’t Hoff-Arrhenius equation
(Metcalf and Eddy, Inc., 1972) and is given as:

in which
rate at any temperature
rate at 20°C
temperature correction constant
1t temperature (°C)

A value of © = 1.024 was used in the study for
correcting the reaeration coefficient. This value
was established by Churchill et al. (1962) and same
value appears in Metcalf and Eddy, Inc. (1972).
The value of © applicable to the biochemical
oxygen demand was chosen as 1.03 as suggested by
O’Connor (1964).
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Figure 5.7. Variation of dissolved oxygen saturation with total dissolved solids.







A water and salinity balance model of Great
Salt Lake was developed initially to provide a
means of verifying the vertical diffusion coefficients
identified in the study. The model subsequently
was used to provide information for the channel-
node model and to investigate the long term
concentration trends of the lake.

The salinity and water balance model of the
lake was developed by treating the lake as two
separate units or arms interfaced at the railroad
causeway. As shown in Figure 6.1, the north arm
was treated as a single well-mixed unit while the
south arm was treated as a finite number of well
mixed layers in the same manner as was used in
developing the vertical diffusion coefficients (Figure
5.3). Exchange of total dissolved solids between
layers within the south arm was assumed to occur
by diffusion alone. The mass transport equation for
a particular slice of the south arm thus is given as:

3 (CV), _

aC oC
——5= (AE 29 + (AE 20 1+ ©inCiny

G (Qoutc)k r ESk

in which

Arm

North

CHAPTER VI
THE WATER AND SALINITY BALANCE MODEL
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diffusional mass transport
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mass inflow rate to layer k ‘

mass outflow rate from layer k
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k+1
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Figure 6.1. Representation of the Great Salt Lake physical system in the water and salinity balance model.




Because the north arm of the lake was assumed to
be a single well mixed unit, the vertical diffusion
terms of Equation 6.1 were eliminated in applying
the equation to this body of water.

The following assumptions were made in
applying Equation 6.1 to the calculation of the
vertical distribution of salinity within the south arm
of the lake:

1. The pycnocline is fixed at an elevation of
4,175 feet.

2. All flows south through the causeway
enter the south arm below the pycnocline.

3. Based on velocity profiles presented in
Waddell and Bolke (1973), flow north through the
causeway fill is evenly distributed with depth above
the pycnocline.

4. Based on velocity profiles presented in
Waddell and Bolke (1973), flow north through the
causeway fill is evenly distributed with depth above
the culvert bottom.

S. All inflow to the south arm from streams
and groundwater enters only the upper brine layer.

6. Salt dissolving from the bottom of the
south arm enters the bottom brine layer.

7. Inflow of total dissolved solids from
streams is negligible. The original source of most
salts within the Great Salt Lake was the inflowing
tributaries. However, within a comparatively short
study period of 20 years or less, salt contributions
from this source are negligible in terms of the total
salt volume within the lake.

The model was designed to simulate a monthly
time period. This was accomplished by inputting
the basic data to the water and salinity balance
model in monthly form and dividing the data into
smaller time units suitable for the numerical
solution of Equation 6.1. The numerical solution of
Equation 6.1 was accomplished by expressing the
equation in the following finite difference form:

AM
K cap AL AC
—o== (AR ey * (AE Troheq ¥ Qi Cine

- Q¢ O * T

in which Mg = (VC)i, and all other terms are
defined in Equation 6.1.

The numerical solution of Equation 6.2 was
performed by an explicit solution technique which

calculated the change of mass within a layer, using
the volume and concentration at the beginning of
the time step. At the end of the time step the
volume was updated and a new concentration
calculated. Variations in water volume are
assumed to occur for the entire water body of the
north arm and for only the top layer of the south
arm. The maximum time step for solution stability
of Equation 6.2 was estimated from experience
using the model, and was found to be:

Water Balance

The water balance portion of the model was
formulated by accounting for the inflow and
outflow to the lake and the exchange of brine
between the two arms of the lake through the
railroad causeway. The water balance for either
arm of the lake for a given time period (At) is given
by:

Change in storage = (rate of inflow - rate of outflow) At

The inflow to either arm of the lake is composed of
precipitation, surface and groundwater inflow, and
flow through the causeway. The outflow from
either arm of the lake is restricted to evaporation
and exchange through the causeway.

A water budget analysis of the lake by Steed
(1972) provided information on the basic com-
ponents of the water balance; namely, the rate of
precipitation, the surface and groundwater inflow
rates, and the rate of evaporation. Steed performed
a monthly water budget of the lake covering the
years 1944-1970, and estimated missing data for
this period through correlation techniques. He
accounted for surface inflows to the lake from the
Jordan, Weber, and Bear Rivers, the Salt Lake
sewage canal, Kennecott drain, Goggin drain, and
the North Point Consolidated canal. The inflows,
all of which enter the south arm, amount to well
over 95 percent of the total surface inflow to the
lake. For the study reported herein, the surface
inflow to the north is assumed to be negligible. In
addition, the water budget was extended to the
1971-1974 period by following the procedure
outlined by Steed.

The groundwater inflow to the lake was
estimated by Steed as being 6 percent of the surface
flow with a small additional contribution from the
Great Salt Lake Desert. In the model of this study,
Steed’s groundwater inflow rates were adopted.




Steed related the 6 percent quantity to contribu-
tions principally from the groundwater basins to
the east and south of the lake. Since this inflow
would enter the south arm and the contribution
from the Great Salt Lake Desert is very minor, all
the groundwater inflow was assumed to enter only
the south arm of the lake.

Steed obtained the monthly rate of precipita-
tion for the lake as a Thiessen weighted average of
the precipitation at Corinne, Lake Point, and
Farmington. The precipitation input to a particu-
lar arm of the lake for a given time increment is
calculated in the model as the weighted rate of
monthly precipitation times the surface area of the
arm at the beginning of the time step. Thus, the
precipitation input is given as:

P, =P A AL

in which

Pin volume of precipitation input to an
arm during time At

1% = monthly precipitation rate

Ag = surfacearea of arm

At time increment

All of the gaging stations on the major surface
inflows to the lake are above major phreatophyte
areas bordering the lake. The phreatophyte areas
of concern include Bear River Migratory Bird
Refuge, Farmington Bay Water Fowl Management
Area, and private duck clubs located at the mouth
of the Jordan River. Steed calculated evapo-
transpiration for these areas from the Blaney-
Criddle equation, and this same procedure was
used in this study. The calculated values subse-
quently were input to the model.

Evaporation is the only outflow from the lake.
This process is probably the least understood of the
components which make up the water balance for
the lake. Steed estimated the monthly rate of
evaporation from the lake by a Thiessen weighted
average of the pan evaporation at Midlake, Saltair,
and the Bear River Refuge. Two adjustments
are made to the pan evaporation data in order to
obtain an estimate of the lake evaporation. The
first adjustment involves differences in character-
istics between the pan and the lake. Steed used a
pan coefficient of 0.61 for spring months and 0.66
for the fall months. The second adjustment is
necessary because of the suppressing effects of
water salinity on evaporation from the lake. An
equation describing the effect of salinity on

evaporation was developed by Waddell and Bolke
(1973). The factor for correcting the evaporation
rate is given as:

Kg= 1.-0.778 x i i RS, ..(6.6)
in which
Kg = salinity correction factor for evapor-
ation
C = total dissolved solids concentration
g/
P = density of brine (g/ml)

An empirical relationship between density and
concentration of total dissolved solids is given by
Waddell and Bolke (1973) as:

p=1.00+C(6.3x10%)

On the basis of the above discussion, the
general equation for lake evaporation used in the
model of this study is as follows:

E ut = KgE A At

in which

Eout = volume of evaporation from an
arm during time At

E = adjusted (by pan coefficient)
monthly evaporation rate

Ag = surface area of arm

At = time increment

The monthly potential evaporation rate reported by
Steed was developed for the entire lake. This rate
was adjusted for application to each arm by a
weighting of the evaporation stations which
indicated the rate determined by Steed was
appropriate for the south arm but should be
increased by a factor of 1.2 for the north arm. The
surface area involved in calculating the evaporation
included the major areas of the lake which have
been diked by salt companies for evaporation
ponds but did not include the near shore
evaporation ponds. Such areas were excluded
because the withdrawals are small and much of the
brine withdrawn is returned to the lake.

Equations which describe the exchange of
brine through the Southern Pacific Transporation
Company causeway were developed by Waddell




and Bolke (1973). The equations were developed
largely from data collected during the 1971-1972
water years and represent empirical relations which
predict flow through both culverts and the fill. The
culvert flows are given by:

QIC=B -yl ['\m(l-yl-yz-CFS(VzLCZ]
g

2g 4+ CFS(V2C)?) CES(V20) ) . (6.9)

(1+CFS) ~ 1+CFS  (1+CFS)
and
Q2C = By2[ \/[Y2-y2y1- %

CFS' (VlC)’l L TUPs
2g (1 +CFS")

+(CESL(VICP) . CES'(VIC)) | (6.10)
ISECES (I CESY)
in which
Q1C = south-to-north discharge through

culverts (cfs)

Y1 = ES-EC

¥2 = Y1-AH

CES: .= {3.55[Y1~ (y1 -+ y21/¥1*-"Y2),
-1.02

CFS" = {3.83[Y1- (y1 + y2)]/(Y1 - Y2)}
-1.19

VIC = mean velocity of south-to-north
flow through culverts (feet/second)

V2C = nmean velocity of north-to-south

4 flow through culverts (feet/second)

S1 = specific gravity of brine in south
part

S2 = specific gravity of brine in north
part

AH = difference between altitude (stage)

of south and north parts of lake at
causeway (feet)

Figure 6.2 illustrates the physical meaning of

Q2C = north-to-south discharge through  (he various terms involved in the culvert flow
culverts (cfs) equations. Values of Q1C and Q2C are obtained by
) the simultaneous solution of Equations 6.9 and
B = width of culvert (15 feet) 6.10.
yl = -6.30Y2 - 5.84 (S2-51) - Y1 + The equations for flows through the causeway
7.09Y1 fill are given by Waddell and Bolke (1973) as:
y2 = 6.39Y2 + 5.94 (S2-S1) - Y1 - QIF = [6.9835-1675.0 AS+158.97 AH +
6.23Y1 ; 45535. AS? -3773.3 ASAH+ 14.010 AH? -
. i 429070. AS® +34904. AS? AH - 631.20
ES = altitude of water surface in south AS AH? +48.556 AH3 + 1302000. AS*
part (feet) -105270 AS® AH - 176.07 AS AH? - 5.4593
4 2 2
EC = altitude of bottom of east or west ART+3952 V'A%, AR dhl0ad
culvertitioel)™ " " L T (s etk SRS S e e 6.11)
SECTION FOR DISCHARGE AND SPECIFIC
GRAVITY MEASUREMENTS
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Figure 6.2. Culvert cross section with a representation of the terms involved in the culvert flow equations

(modified from Waddell and Bolke, 1973).




and being produced in both arms of the lake at the
beginning of each simulation period which was
Q2F = [2.1629 +1290.3 AS-113.24 AH - 19649. propagated through the entire simulation period

AS?-912.81 AS AH + 186.17 AH? + (Figure 6.3). The error was traced to the simulated
195100. AS>+20974. AS? AH - 1861.6 causeway flows and was observed to inctease with
AS AH? - 18.802 AH?-629690. AS?- increasing head difference across the causeway.
66502. AS® AH +308.06 AS AH? - 15.187 The volume error was removed by adjusting the
AH?* +2865.3 AS? AH?] - [1.-(4199.5 - head difference across the causeway as follows:
ES)/y2F) - 1.312] 69.3936 6.12 !
"""""" 6:12) AH' = AH - 35 (BHY'S  .......(6.13)
in which
in which
Q1F = south-to-north discharge through
fill (cfs) AH = head difference across the causeway
Q2F = north-to-south discharge through AH' = adjusted head difference across the
fill (cfs) causeway
y2F = 19.307 + 242.23 AS - 35.429 AH - AH' was used in place of AH for calculating the
4339.9 AS? + 407.50 AS AH + causeway flows in the water and salinity balance
14.332 AH? + 19021. AS?® - 1466.8 model. As shown in Figure 6.3, the inclusion of
AS? AH - 45.647 AS AH? - 3.8069 Equation 6.13 in the model had little effect on the
AH3 calculation of lake volume or the causeway flows
after the first month.
AS = §2-S1

The simulation results for 1974 conditions
During early operation of the water and (Figure 6.3) indicate that during periods of large
salinity balance model an initial volume error was head differences across the causeway the model has
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Figure 6.3. Simulations of the 1974 water year showing the improved results obtained by adjusting the
head difference across the causeway.
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a tendency to calculate higher than observed
concentration in the south arm upper brine. This
tendency is present only when the head difference
across the causeway is greater than the maximum
observed head difference during the period in
which the data were gathered for the development
of the causeway flow equations. As is evident from
Figure 5.5 this problem did not occur for low head
differences across the causeway.

Salinity Balance

The total salt load in Great Salt Lake consists
of the dissolved load in the brine and the
precipitated salt on the lake bed. The total salt load
for the lake is estimated to be approximately 4.2
million metric tons using the UGMS data on total
dissolved solids and the precipitated salt load on
the lake bottom as estimated by Hedberg (1970).
The annual inflow of total dissolved solids (Hahl
and Handy, 1969) and the annual extraction of salt
by the salt industries (Madison, 1970) is small
compared to the total load in the lake. For this
reason, the inflow of total dissolved solids to the
lake was assumed to be negligible during the study
period and was excluded from the salinity balance.
The salt balance for Great Salt Lake thus is a
function of the exchange of brine through the
causeway, the vertical diffusion of salt within the
south arm, and the exchange of salt with the lake
bottom.

Salt exchange with the lake bottom occurs
through the processes of salt precipitation and
dissolving. In the south arm of the lake this
exchange is assumed to occur between only the
brine layer below the pycnocline and the lake
bottom. This assumption was supported by data
contained in an isopach map of the haltic deposit in
the south arm of Great Salt Lake which indicated
the entire salt crust was located below the 4,175
foot contour in 1969 (Whelan, 1973). In the model,
the saturated concentration for total dissolved
solids is used as an indicator to establish which
process, precipitation or dissolving, occurs. When
the concentration of total dissolved solids in the
brine layer overlying the lake bottom is less than
saturation the dissolving of salt occurs at a rate
given by Equation 5.10. This process occurs, of
course, only when salt is available on the lake
bottom. When the concentration within the brine
layer overlying the bottom reaches saturation,
precipitation of salt is assumed to occur. If the
concentration exceeds saturation during a time
period, the entire salt mass in excess of the
saturation concentration is assumed to precipitate
during that time period.

Concentration Trends in Great Salt Lake

The water and salinity balance model was
applied to simulate the response of Great Salt Lake
over a falling and rising lake stage in order to gain
insight into possible future salinity trends of the
lake. The important questions which were
addressed by the model are as follows:

1. Is the present tendency of the lake to
freshen reversible?

2. Will a relationship between stage and
concentration be established for the upper brine
layer in the south arm?

Beginning with the lake conditions which
existed in October, 1972, a decreasing lake stage
was simulated by using hydrologic data for the
1954 to 1960 water years. The lake conditions at
the end of this seven year simulation period then
were used to simulate a ten year period of
increasing lake stage using hydrologic data from
the 1964 to 1973 water years. The simulated
response of the lake under these hydrologic
conditions is given in Figure 6.4 for the south arm
and Figure 6.5 for the north arm. During the 17
year study period the water surface elevation of the
south arm varied between 4,190 and 4,199.7S feet,
while the total dissolved solids concentration of the
upper brine layer varied between 248 g/l and
136 g/l. It is apparent from the simulated results
that the trend of the south arm of the lake to
freshen during the rising lake stage since 1963 is
reversible. However, it also is apparent that the
simulated concentration limits in the south arm are
much different than those of pre-causeway
conditions. For example, when the south arm
dropped below a water surface elevation of 4,191
feet, average concentrations in the lower layer
reached approximately 265 g/l, which is con-
siderably less than saturation (340 g/1). During the
pre-causeway period such a lake elevation would
have produced saturation conditions in the south
arm, such as those which produced the salt
deposits over the entire lake bottom prior to 1963.

Concentrations in the north arm were con-
siderably higher than those of the south arm over
the same simulation period (Figure 6.5), and varied
between a low of 30S g/1 and saturation at 340 g/1.
The north arm brine reached saturation for 14 of
the 17 years simulated. The variations in the
concentration of the north arm brine and the
length of saturation time played an important role
in the formation and dissolving of the bottom salt
deposit in the north arm. Figure 6.6 is a simulated
time plot which shows the variation of the mass of
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salt deposit in the north arm during the study
period. The salt deposit steadily accumulated
during the seven year downward trend of the
simulated lake stage. Though the lake stage trend
is upward after the seventh year the salt deposit
continued to accumulate until the twelfth simu-
lated year. After this year a continuous dissolving
of the deposit began to occur. At no time during
the last three years of the study did the brine
concentration reach the saturation level, and
during this period dissolving occurred with no
reversal in trend.

The results suggested by Figures 6.5 and 6.6
emphasize the complexity of the salinity balance in
the lake which has resulted from the construction
of the railroad causeway. Although brine concen-
trations within both the north and south arms
apparently have reached equilibrium and will
fluctuate with lake stage in the future, concentra-
tion levels in both arms will be quite different than
those of pre-causeway conditions (Figure 4.5).

An attempt was made to further examine the
relationship between the lake stage in the south

arm and the average concentration of the upper
brine layer. The points in Figure 6.7 represent the
high and low water elevations of each yearly cycle
from the simulation study and actual lake data
after 1971. Although there is scatter in the points of
Figure 6.7 it is apparent that the concentration of
the upper brine layer will tend to fluctuate with
lake stage in the future. The curve shown in Figure
6.7 represents an adjustment of Glassett’s pre-
causeway curve (Figure 4.5) in which the slope of
the line was maintained but the intercept reduced.
This comparison with the pre-causeway curve
suggests that the south arm brine will fluctuate in
much the same manner as under pre-causeway
conditions. However, for a given elevation the
upper brine in the south arm will be at a
concentration of total dissolved solids approxi-
mately 160 g/l less than under pre-causeway
conditions. Additionally, the south arm does not
approach saturation at elevations which produced
saturation under pre-causeway conditions. Two
factors contribute to this difference. The main
factor, of course, is the exchange of brine through
the causeway. The other related factor is the
exchange of total dissolved solids between the north
arm brine and the north arm salt deposit.
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Figure 6.6. Simulated fluctuation of the north arm salt deposit.
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Figure 6.7. Variation of the south arm upper brine total dissolved solids concentration with lake elevation.







CHAPTER VII

NUMERICAL SOLUTION OF THE CHANNEL-
NODE WATER QUALITY MODEL

As discussed in Chapter V, the basic
relationship which is used in the channel-node
water quality model to describe the distribution of
a quality constituent within a two layer stratified
system is Equation 5.2. This equation, which is the
advective-diffusion equation expressed in partial
differential form, is solved by the method of finite
differences. Applying this solution technique to
Equation 5.2 requires two basic steps: 1)
discretizing the system into a channel-node grid
network, and 2) expressing the partial differential
equation in finite difference form.

The Channel-Node Grid Network

The channel-node grid network was used to
represent the physical system in the numerical
solution of the advection-diffusion equation. This
procedure allows considerable flexibility in laying
out the network. The grid spacing can be reduced
in areas where more detail is required and nodes
can be located where water quality information is
specifically desired. When advantageous, the
channel can be oriented in the direction of natural
flow. The nodes are the storage elements in the grid
network. The concentration of quality constituents
is associated with the nodes and is assumed to be
uniformly distributed through the volume. The
channels are the flow elements of the grid system
and transport the constituents between nodes.

In applying the grid network to Great Salt
Lake, the lake brine was represented as a system of
channels and nodes and the lake bottom was
represented by only nodes. The brine was divided
into two layers in the deeper portion of the lake
where the pycnocline or interface was present. The
location of the interface between the two layers was
fixed at a specific elevation. In the portions of the
lake where the depth was not sufficient to intersect
the pycnocline, the brine was represented as a one
layer system.

Node parameters

The physical parameters associated with nodes
of the brine layers are surface area, depth, and
volume (Figure 7.1). Insofar as possible, the
polygons surrounding each node were constructed
in accordance with the Thiessen method. This
method requires that the polygon boundaries be
perpendicular bisectors of the connection channels.
The area formed around the node by the polygon is
the surface area or area of influence of the node. In
certain cases, such as where the connection channel
forms a triangle with one angle of 90 degrees or
more, the Thiessen method would not provide
realistic results. In such cases, the polygon was
formed by using the center of gravity of the surface
area formed by the connection channel.

The node depth was considered to be the
average depth of the node. As illustrated in Figure
7.1 (b), the node depth in the single layer portion of
the system was taken as the average depth from the
lake surface to the lake bottom. In the two layer
portion of the lake, the node depth for the upper
layer was the depth from the lake surface to the
pycnocline. The node depth for the lower layer was
the average depth from the pycnocline to the lake
bottom. Bottom elevations for the south arm of the
Great Salt Lake were determined from a naviga-
tional chart (Utah Geological and Mineral Survey,
1974) and Eardley’s (1961) map of the lake.

The surface configuration of the nodes is
assumed to extend through all underlying grid
layers, including the lake bottom. Thus, it is only
necessary to establish the surface area for the top
layer, which is defined by the geometry of the
polygon which forms the node. The surface areas of
nodes which adjoin a land boundary are found by
planimetering the area. The U.S. Geological
Survey (1974) map of the lake is used to establish
the location of land boundaries. Node volumes are
found for both layers by multiplying the average
node depth for the layer by surface area. The only




node parameter associated with the lake bottom is
area.

Channel parameters

Channels are concerned with the movement of
the lake brine, and thus do not involve the bottom
layer. The physical parameters associated with
channels are length, width, depth, and cross-
sectional area (Figure 7.2). The length of horizontal
channels is simply the distance between two
adjacent nodes which are connected by a channel.
The horizontal channel width is given by the length
of the perpendicular bisector of the channel used in
establishing the boundary of the node. When the
center of gravity method is used to establish a node
boundary, the boundary is not perpendicular to the
channel. In these cases, the horizontal channel
width is considered to be that component of this
line which is perpendicular to the channel. The

Surface

channel depth is defined as the arithmetic average
of the depths of the two nodes it connects. The
cross-sectional area of a channel was then found by
multiplying the channel depth by the channel
width.

Vertical channels exist only when there are two
brine layers, and represent the flow path for
vertical movement between the two layers. The
physical parameters associated with vertical chan-
nels are channel length and cross-sectional area.
The cross-sectional area of a vertical channel is
identical to the surface area of the vertical nodes it
connects. The vertical channel length, Az in
Equation 7.2, is the distance between vertical
nodes and is calculated as:

Az = % (depth of layer 1)

+ % (average depth of layer 2)

area

(a) HORIZONTAL GRID

Node

0 Layer |

(b.) VERTICAL GRID

Figure 7.1. Node parameters.
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The Finite Difference Equation

The finite difference form of Equation 5.2
applicable to the lake brine layers is

AM. n
T C).. +r (AELC)
At i 1(Q ik i=1( Al)lk

AC
+(AE—)  + Zsjk
in which

Mjk = mass (?f quality constituent in node
j of brine layer k
The finite difference form of Equation 5.3
applicable to the lake bottom is: ,

AM.
_.Lb_= ESI
At

jb

Channel length

For a brine layer, the change of mass within a
node over a time step is then given by:

MM, =-3 (QC) At+ 2 (AELC) At
i =" 2, @ i=1( Ef)ik
AC
+(AEZS), A+ 3s

Similarly, the change of mass for the lake bottom is
expressed as:

MM = ZS; At
jb Ijb

When the summation of external sources and
sinks term is included Equation 7.4 becomes

. o Channel width

(a.) HORIZONTAL

Channel

Vertical
Channel
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Figure 7.2. Channel parameters.
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The channel node model was designed to
investigate the long term (seasonal) trends within
the lake on a specific lake surface elevation. Under
this assumption, the circulation patterns and
velocities, lake inflows, and lake outflows are
averaged over the season of interest, and thus
remain constant. For a particular season, Equation
7.6 is used with constant coefficients in predicting
the distribution of quality constituents by the
computer model. The equation is solved in the
computer program by using an explicit step
forward solution technique.

Equation 7.6 is general in nature and is
applicable to both brine layers and to all quality
constituents. The equation is adapted to a specific
constituent by specifying the components of the
summation of the internal sources and sinks term
for the constituent. For a conservative constituent
the summation of internal sources and sinks term
reduces to zero. Due to the variety of summation of
sources and sinks terms which can exist for non-
conservative quality constituents, this term must be
considered separately for each quality constituent.

As indicated earlier, three quality constituents
were selected to illustrate the use of the water
quality model. Total dissolved solids was included
because it is a major quality component of the lake
and because of its effect on other quality
constituents. The other quality constituents used in
the model were the coupled parameters of
biochemical oxygen demand and dissolved oxygen.

In the numerical solution, salt precipitation is
assumed to occur only when the concentration of
total dissolved solids is above the saturation
concentration. When the saturation concentration
within a node is exceeded, all the total dissolved
solids above the saturation concentration are
precipitated. In other words, the rate of salt
precipitation is assumed to be instantaneous. Salt
dissolving is assumed to occur when (1) salt is
available on the lake bottom, and (2) the
concentration of total dissolved solids in the
overlying brine layer node is less than saturation.

Unstabilized organic waste is known to decay
at different rates under aerobic and anaerobic
conditions. Because of the naturally low concentra-
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tion of dissolved oxygen in Great Salt Lake, there is
the possibility that anaerobic conditions will occur
in sections of the lake under various inflow rates of
organic wastes. In order to account for this
possibility, both the aerobic and anaerobic decay
rates are included in the model. When the supply
of dissolved oxygen is sufficient to maintain aerobic
conditions over a complete time step, the decay rate
takes on the value of the aerobic decay rate. In the
complete absence of dissolved oxygen, anaerobic
conditions exist and the anaerobic decay rate is
used. In nodes in which the available dissolved
oxygen is not sufficient to maintain aerobic
conditions during the entire time step, the decay
rate is determined from a straight line interpolation
between the aerobic and anaerobic decay rates
based on the available dissolved oxygen. This
approach eliminates the problem of negative
dissolved oxygen concentrations which occur if only
the aerobic decay rate were used.

The numerical solution of the summation of
sources and sinks term for dissolved oxygen
requires no special considerations. The equation
representing the summation of sources and sinks
term for dissolved oxygen simply is substituted into
Equations 7.5 and 7.6.

In the model, the dissolved oxygen reaeration
coefficient is calculated from the formula devel-
oped by O’Connor and Dobbins (1958). A
comparison between the O’Connor and Dobbins
formula and the formula developed by Churchill et
al. (1962), however, indicated essentially no
difference in the prediction of the reaeration
coefficient. The velocity used in calculating the
reaeration coefficient for a particular node is taken
as being the average of the absolute values of the
velocities in the channels entering or leaving the
node.

Numerical Stability and Accuracy

The numerical behavior of the link-node
technique for a one layer system has been
investigated extensively by Orlob (1972) and
Feigner and Harris (1970). Since the channel-node
technique for a two layer system can be viewed, for
numerical stability purposes, as a one layer system
with an extra horizontal channel, the work done on
the stability of the link-node technique provided a
great deal of insight into the numerical behavior of
the channel-node procedure. The important differ-
ence, of course is the effect of vertical diffusion on
the numerical behavior of the channel-node
technique.



Orlob (1972) reported a criterion for stability
of the link-node technique as

e e et (7.7)
v
in which
At = timestep
l; = channel length
v = channel velocity

In the numerical solution, the transfer of
quality constituents through a channel occurs only
between the two nodes it connects. If the time step
exceeds the above condition (Equation 7.7) the
actual fluid displacement along the channel is
greater than the actual channel length and an
unstable condition may result. An additional
restriction is placed on the maximum time step in
the study. The mass outflow from a node during a
time step is not allowed to exceed the mass present
in the node at the beginning of the time step. This
results in a criterion related to the characteristics of
the node

Lo, RN L W B B AR (7.8)
Qr
in which
v = volume of the node
Qr = total outflow from the node due to

advection and external sinks

The validity of these restrictions on the
maximum time step was confirmed using a set of
test data to investigate the numerical stability and
accuracy of the channel-node model. The Farming-
ton Bay estuary, which was considered to be that
portion of the lake lying south of the Antelope
Island causeway (Figure 4.1) was used in
developing the test data. These data were
developed to represent a system similar in
characteristics to the entire south arm and were not
based on observed characteristics of the estuary.
However, such a stratified system could develop in
the estuary as a result of the Antelope Island
causeway and the test data indicate the adaptability
of the model to such a system. The grid network
used to represent the estuary with a surface
elevation of 4,200 feet and an interface at 4,195 feet
is illustrated in Figure 7.3.

The maximum time step predicted by Equa-
tion 7.8 was found to be the limiting time step for

the test data. The maximum time step based on the
channel flows (Equation 7.7) was found to be
approximately three times larger than the maxi-
mum allowable time step based on the node
volumes (Equation 7.8). When the smaller time
step was exceeded numerical instability was
produced. This result was not unexpected since
both Equations 7.7 and 7.8 produce necessary but
not sufficient conditions for numerical stability. It
is noted that in some systems the diffusion
coefficient is an important stability criterion in
determining the maximum time step. However, for
the Great Salt Lake system this is not the case
because of the low contribution the diffusive
process makes to the total transport process.

Figure 7.4 illustrates a typical channel from
the channel-node network in which the transport
through the channel is given in finite difference
form as

Cp-C
AM = (AvC;y - EA = TR R S (7.9
in which

M = mass transport through the
channel connecting node a and
node b

A = cross-sectional area of the
channel

v = velocity in the channel

iy = representative = concentration
advected in the channel

C,,Cp = node concentrations

" and all other terms are as previously defined. The
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magnitude of the node concentrations is repre-
sented symbolically in Figure 7.4

The optimum combination of time and space
steps is found when

At=AL
v

Under this condition the fluid is displaced by a
distance which is exactly the length of the channel.
Obviously, this criterion cannot be met for each
channel in the system and the fluid will be
displaced less than the channel length in many
channels. This creates a difficulty in determining
exactly what concentration is brought into a node
during a time step. The simplest assumption is to
require the concentration carried in the channel to




be the concentration of the node of origin or up-
stream node. However, Orlob (1972) and Feigner
and Harris (1970) found that when the concentra-
tion of the upstream node was used the accuracy of
the solution was significantly affected by what
Orlob termed ‘‘numerical mixing.” Numerical
mixing is simply the numerical propagation of
quality perturbations created by not accurately
representing the concentration of the quality con-
stituent carried in the channel and was given this
name because it exhibited the same numerical
characteristics as diffusive transport. The numeri-
cal mixing problem was reduced, and thus the
solution accuracy increased, in both of the above

studies by defining the incoming channel concen-
tration, Cji, as a weighted value of the concentra-
tions in the two nodes of each end of the channel.

Various procedures can be used to compute
Cik as a function of the concentrations in the
upstream, C,, and downstream, Cy,, nodes. Table
7.1 compares the numerical characteristics of four
possible procedures for estimating Cjx. Orlob
(1972) and Feigner and Harris (1970) found that
the quarter point method provided the best
combination of numerical stability and accuracy.
For the channel shown in Figure 7.4 the quarter
point method yields
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Figure 7.3. Schematic representation of the Farmington Bay Estuary at a surface elevation of 4,200 feet.




The network representing the Farmington Bay
(7.11) estuary was used to test the basic components of
the program. The results of a test run used to

evaluate the numerical accuracy of the program are

The quarter point method was found to  presented in Figure 7.5. A concentration of 300 g/1
restrict the time step when the downstream  of a conservative constituent was input to the model
concentration was larger than the upstream  and assumed to flow through the system at a rate of
concentration. This problem was overcome by 2,640 cfs along the path shown by the figure. After
employing the technique suggested by Feigner and  a simulation period of 400 hours the concentration
Harris (1970) for the proportional method, namely  within the nodes throughout the flow path ‘
the upstream advection procedure in which C; = approached the concentration of the inflow. These i ‘
C, (Table 7.1). The model allows this method to be results indicated that the model was performing ‘
selected when the upstream concentration is larger. properly and maintaining numerical accuracy.
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Figure 7.4. Channel elements used in defining C;j,.

Table 7.1. Comparison of advection methods (after Reigner and Harris, 1970).

Method Definition of C Numerical Mixing Accuracy Stability

UPSTREAM Cik = Ca High Poor Excellent

=Ca+Cb
2

Low Good Very Poor

SIMPLE AVERAGE Cix

3,46,
4

Moderate Good Acceptable

QUARTER POINT Cix

Ca 4 Cb (Ca-Cb)
PROPORTIONAL C.k = +¢
(one-way) . 2

,if Ca > Cp Moderate Moderate Good

ifCa<Cb

s At

-

2

Ca’ Cb are as indicated in Figure 7.4.
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Figure 7.5. Distribution of a conservative constituent along a single path in the Farmington Bay Estuary
after 400 hours.




CHAPTER VIII
MODEL APPLICATION

The channel-node model was applied to the
south arm of Great Salt Lake. Due to the present
limited data on circulation patterns and associated
velocities for Great Salt Lake, the results obtained
are of a preliminary nature. However, even with the
limited data available the application did demon-
strate the utility of the model in representing the
temporal and spatial distribution of quality
parameters within the lake system and in providing
valuable insight into the relative importance of the
processes which affect these distributions. This
insight pointed out areas where further data
collection and analysis are needed.

In applying the model to Great Salt Lake only
three quality constituents (TDS, BOD, and DO)
were considered. However, the model is capable of
predicting the distribution of a wide range of
quality constituents associated with the lake. The
distribution of a conservative -constituent is
dependent on only the advective and diffusive
transport. The modeling of a particular non-
conservative constituent is accomplished by the
proper definition of the internal sources and sinks.
Thus, the model is applicable to:

1. Predicting the distribution of quality
constituents presently in the lake.

2. Predicting the distribution of quality
constituents introduced into the lake.

3. Accounting for the interactions between
quality constituents.

4. Tracing the consequences of alterations to
the present physical system on the distribution of
quality constituents within the lake.

Because the model is capable of simulating the
distribution of both inorganic and organic com-
ponents within the lake, it will become increasingly
more useful for investigating the impacts of various
possible management alternatives upon the lake
ecosystem. For example, the model is capable of
predicting the impacts on the water quality of the
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lake from the input of specific water quality
constituents to the lake at various levels and
locations. This capability could be used in
evaluating the effects on the lake of the inflow of
various water quality constituents from the
tributaries.

The model is applicable to a wide range of
water quality distribution questions. As already
stated, three quality constituents were chosen to
demonstrate the use of the model, namely, total
dissolved solids, biochemical oxygen demand, and
dissolved oxygen. Additionally, the distribution of
a single conservative constituent was modeled to
demonstrate the application of the model to the
type of constituent which might represent a toxic
compound or a specific ion. Biochemical oxygen
demand and dissolved oxygen were chosen because
they are coupled, .non-conservative constituents
and are important indications of pollution level and
the ability of the brine to support a healthy state for
important living organisms, such as brine shrimp.

Basic Lake Conditions and Assumptions
Used in the Simulation Phase

A surface elevation of 4,200 feet was selected
for testing the model. The location of the
pycnocline was set at an elevation of 4,175. This
surface elevation was selected because it represents
a typical elevation during the period when the
general circulation pattern shown in Figure 8.1 was
observed.

The general long term circulation pattern
shown in Figure 8.1 was used in testing the model.
The problem in applying this pattern to the south
arm of the lake was that information concerning
the temporal and spatial variations of circulation
velocities were not available. Preliminary informa-
tion (W. M. Katzenburger, 1974) indicated that
point rates of movement vary throughout the year
from a high of 1.0 ft/sec to a low of 0.3 ft/sec. In
testing the model these surface velocities were
assumed to be representative of the average (with
depth) velocities for the upper brine layer. Figure




8.1 shows the velocities which were assumed with
the various loops of the circulation pattern for the
upper brine layer. Note that a velocity of 0.3 ft/sec
was associated with the main circulation loop. No
information was available on either the circulation
pattern or the associated rates of movement for the
lower dense brine layer. As shown in Figure 8.2,
the long-term circulation pattern of the lower brine
layer was assumed to be like that of the upper brine
layer but at approximately two-thirds of the
velocities of the upper layer.

The ability of the model to simulate long-term
seasonal water quality distribution trends was
demonstrated by using a three month simulation
period. Based on inflow to the lake it appeared that
the yearly lake cycle could be divided into four
segments corresponding approximately to the
seasons of the year. During the season being
simulated the inflows and circulation velocities are
assumed to be constant and representative of the
time period under consideration. It is emphasized
that the model is not restricted to simulating a
three-month seasonal trend. Rather, the model can
be applied to a simulation period of any length for
which average lake conditions will produce the
desired information on the distribution of water
quality constituents.

Other basic data assumptions which were
made in simulating the south arm included:

1. The exchange of brine through the
railroad causeway fill is evenly distributed along
the causeway.

2. Horizontal diffusion coefficients are con-
stant within a layer and do not vary spatially.

3. Vertical diffusion coefficients do not vary
spatially.

Figure 8.3 illustrates the grid system used to
represent the south arm of the lake and indicates
the boundary of the lower brine layer. The grid
system used to represent the south arm consisted of
373 nodes with 746 connecting channels for the
upper brine layer, while 144 nodes and 254
channels were used to represent the lower brine
layer. The considerable flexibility which is possible
in laying out the channel-node grid network is
evident from Figure 8.3. A grid spacing of one mile
was used in the eastern portion of the lake where
the inflows occur, and recreational and industrial
developments are centered. In the western portion
of the lake the grid spacing was increased to two
miles.

In an effort to test the reliability of the model
the test runs were performed over a period during

which inflow and outflow conditions for the south
arm could be determined. Based on the following
criteria, the months of January, February, and
March 1974 were selected as the test simulation
period: (1) the average lake surface elevation was
4,200 feet for this period, (2) information was
available from UGMS sampling stations on the
distribution of total dissolved solids in the lake,
(3) data on inflows to the south arm were available,
and (4) sufficient information was available to
enable an estimate to be made of the exchange of
brine through the causeway from the water and
salinity balance model. The use of the average data
from this period allowed the model to be roughly
verified, and thus to demonstrate the capabilities of
the model.

Model Verification

The verification run was performed using the
inflow and outflow data given in Table 8.1. The
causeway flows were determined from the simula-
tion of the 1974 water year using the water and
salinity balance model. The exchange of brine
through the causeway fill was assumed to be evenly
distributed along the length of the causeway.

The initial value of the horizontal diffusion
coefficient for the upper layer was assumed to be
that reported by the Utah Division of Water
Resources (1974), for the horizontal diffusion
coefficient at the surface, namely 3.8 ft?/sec.
Because no information was available on this
coefficient for the lower brine layer, as an
approximation, the same value was assumed. The
lack of information on lake circulation patterns
made it impossible to verify this assumed value of
the horizontal diffusion coefficient for either brine
layer.

Table 8.1. Inflow and outflow data used in
model verification and demonstration.

Source Flow (CFS) TDS Concentration
of Inflow (g/1)
Inflow:
Bear River 2600 20.
North Fork Weber
River 260. 5.
South Fork Weber
River 520. %
Jordan River 415. 10.
Goggin Drain 335 20.
Kennecott Drain 120 20.
Causeway Fill 2200. 312.
Causeway Culverts 187.2 312,
Qutflow:
Causeway Fill 2863.2 -
Causeway Culverts 1294.2 -




Figure 8.1. Circulation pattern and associated velocities (ft/sec) Figure 8.2. Circulation pattern and associated ‘velocities (ft/sec)
assumed for the upper brine layer. assumed for the lower brine layer.




The value of the vertical diffusion coefficient
was identified earlier in this study. During model
verification minor adjustments were made to the
value of this coefficient to obtain the best fit
between the observed and predicted distributions
of total dissolved solids. The adjustment required
the vertical diffusion coefficient to be reduced from
a value of 1.68 x 107% to 1.50 x 1075 ft?/sec. This
value was based on a depth elevation difference,
Az, 'of715:5 feet. :

Total dissolved solids (TDS) was the only
quality constituent for which sufficient data were
available to roughly verify the model. The UGMS
sampling stations provided information on the
spatial distribution of TDS within the south arm
for the verification period (Figures 8.4 and 8.5).
The TDS concentrations associated with the lake

inflows were not available at the points of inflow to
the south arm. These concentrations were esti-
mated from the data reported by the Utah Division
of Water Resources (1974) for the closest locations
to the lake. The estimated TDS concentrations
associated with the inflows to the south arm during
the verification period are given in Table 8.1.
Concentrations associated with the north to south
causeway flows were determined from observed
north arm concentrations and simulation of the
1974 water year using the water and salinity
balance model.

The observed TDS concentrations at the
UGMS sampling sites and the inferred distribution
at the beginning of the verification period for the
upper and lower brine layers are shown in Figures
8.4 and 8.5, respectively. All observed TDS

Causeway fill flow South to North

GOGGIN

Figure 8.3. Schemitization of the south arm including the boundary of the lower brine layer.
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Figure 8.4. Inferred initial TDS (g/l) distribution in the upper Figure 8.5. Inferred initial TDS (g/I) distribution in the lower
brine layer. brine layer.
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concentrations for the upper brine layer which were
used to check the verification run were adjusted to
a volume corresponding to a lake surface elevation

of 4,200 feet.

Figures 8.6 and 8.7 show the distribution of
TDS for the upper and lower brine layers simulated
by the model for the three-month verification
period. Also shown are the corresponding observed
TDS concentrations at the UGMS sampling
stations. The results of the verification run, while
not excellent, do demonstrate the capability of the
model for simulating long term distribution
patterns of quality constituents within the lake.
The results show good mixing in the center of the
upper brine layer where the UGMS data indicate
little spatial variation of the TDS concentration. At
present there are no data available to check the
accuracy of the simulated TDS concentrations in
the north and east portions of the south arm.

Simulated TDS concentrations within the
lower brine layer agree well with observations by
the UGMS. Because circulation patterns and
associated movement rates were assumed for this
layer the simulation results may not reflect the
actual spatial variation of concentrations. How-
ever, the results do suggest that the model will be
capable of realistically simulating the transport
and distribution of quality constituents once
circulation data are available.

The simulated TDS concentrations in the
center portion of the upper brine layer are
approximately 10 g/l higher than the observed
concentrations. The higher simulated concentra-
tions can be traced, in part, to the exchange of
brine through the causeway. The water and salinity
balance model indicates that the causeway flow
equations developed by Waddell and Bolke (1973)
predict higher than observed south arm brine
concentrations fcr high lake stages. This trend is
evident from the simulation results of the water and
salinity balance model using data from the 1974
water year. During this period the lake stage was
higher than that of the 1971-1972 water years when
data were gathered to develop the causeway flow
equations. As Waddell and Bolke (1973) discussed
in their report, sources of error in predicting
causeway flows may be related to: (1) uncertain
flows in the causeway’s west culvert which often is
restricted by debris, and which could not be
accounted for in the equations, and (2) the fact that
the data used to develop the causeway flow
equations were collected over a relatively short time
span. The results of both the water and salinity
balance model and the water quality model
indicate the need to better define the causeway flow
equations for periods of high lake stage.
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Demonstration of the Ability of the Model
to Predict the Distribution of
Quality Constituents

The ability of the model to predict the
distribution of quality constituents was demon-
strated by using total dissolved solids (TDS),
biochemical oxygen demand (BOD), dissolved
oxygen (DO), and a conservative constituent. The
modeling of TDS and the coupled constituents
BOD and DO involve the utilization of internal
sources and sinks terms. While the parameters
contained in the sources and sinks terms for these
non-conservative constituents could be identified,
little information was available concerning their
numerical values. Thus, it was necessary that the
values of many of the parameters be either
developed or assumed in order to demonstrate the
capability of the model for predicting the
distribution of these non-conservative constituents.

The modeling of any non-conservative con-
stituent requires information on the internal
sources and sinks for the particular constituent.
The summation of internal sources and sinks terms
for a particular constituent may involve a simple
decay rate or the complex interactions between
several quality constituents. The identification of
(1) all internal sources and sinks for individual
constituents and (2) interactions between quality
constituents represent data which must be
acquired if the water quality system of Great Salt
Lake is to be properly simulated and managed. The
gathering of information related to the interactions
which occur within the lake’s ecosystem is
encouraging. However, to date such studies have
centered on identifying the interactions and has not
progressed to the point of quantitatively defining
these interactions. This lack of information was
found to exist not only for components of the
ecosystem, but for most of the lake’s quality
constituents, including the non-conservative con-
stituents chosen for demonstrating the capability of
the model.

The summation of the internal sources and
sinks terms for TDS involved only the rates of salt
precipitation and dissolving from the lake bottom.
The rate of salt dissolving was identified during the
study and is given by Equation 5.19. Because the
water quality model was designed to simulate the
long term distribution trends, the rate of salt
precipitation was taken as instantaneous once the
TDS saturation concentration was exceeded.

The results of the 17 year simulation of future
salinity trends within the lake using the water and
salinity balance model (Chapter VI) indicated that
salt will not precipitate from the south arm brine
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Figure 8.6. Simulated TDS (g/]) distribution in the upper brine Figure 8.7. Simulated TDS (g/1) distribution in the lower brine
layer after three months. layer after three months.
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unless the surface elevation of the lake drops
substantially below the minimum recorded eleva-
tion of 4,196.6 feet. In the north arm salt is
continuously precipitating and dissolving from the
lake bottom. The ability of the model to simulate
the precipitation and dissolving of salt will be fully
utilized when the model is applied to the north
arm.

The absence of salt on the lake bottom and the
fact the south arm brine did not approach
saturation during the simulation period allowed
TDS to be treated as a conservative constituent
during most of the simulation runs. For one run the
distribution of TDS in the south arm was examined
under the assumption that a salt layer existed on
the bottom of the lake. This simulation was
performed to illustrate the effect of the presence of
a salt layer on the distribution of TDS within the
south arm. It was assumed that the salt layer was of
sufficient mass that it would not completely
dissolve during the three month simulation period.
Figures 8.8 and 8.9 illustrate the predicted effects
of the presence of a bottom salt layer on the
distribution of TDS in the upper and lower brine
layers, respecitvely, of the south arm. The increase
in TDS concentrations within the upper brine layer
was a maximum of 2.5 g/1 at individual nodes. For
the lower brine layer the predicted changes were
more substantial, with individual node concentra-
tions increasing by as much as 25 g/I1.

The continuously increasing use of water in
the tributary basins by agricultural, municipal,
and industrial users has the potential of increasing
the TDS load of the inflow which reaches the lake.
A simulation of the south arm was performed to
demonstrate the use of the water quality model in
predicting the effects of increased salt inflows on
the distribution of TDS within the lake. In
performing the analysis the TDS concentration
associated with the inflows were assumed to be
increased by ten times the values given in Table
8.1. The results indicated that the increased inflow
concentrations raised the average concentration of
the upper brine layer in the south arm by 1.55 g/I,
and the concentration of the lower brine by 0.45
g/1. The major increases occurred at those nodes
which receive the inflows. A maximum increase in
the TDS concentration of 8.9 g/1 occurred at the
inflow point of the Bear River. Except in the
immediate proximity of the inflows, the increased
TDS concentration was evenly distributed through
the upper brine layer. In the lower brine layer, the
increased TDS concentration also was evenly
distributed among the nodes. This well mixed
nature of the brine is evident in Figure 8.10 which
presents the simulated TDS distributions in the
upper brine layer under the high salinity inflow
conditions.
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The modeling of the distribution of the
coupled constituents BOD and DO graphically
illustrate the ability of the model to predict the
distribution of specific quality constituents under a
variety of conditions. The modeling of BOD and
DO requires specific knowledge of the sources and
sinks of these constituents; namely, the BOD decay
rates, the benthic uptake rate of DO, the
reaeration rate of DO, and the DO saturation
concentration as a function of the TDS concentra-
tion.

During the course of the study, the DO
saturation concentration was developed experi-
mentally as a function of TDS concentration and
water temperature. This test was conducted over
the range of TDS concentrations found in Great
Salt Lake. Because of limited time and finances,
values for the other parameters involved in the
internal sources and sinks terms for BOD and DO
were not determined. In order to enable the
application of the model to be illustrated,
appropriate values for these parameters, therefore,
were used.

The range of values which are associated with
the aerobic and anaerobic BOD decay rates for low
salinity waters are well documented in the
literature. Metcalf and Eddy, Inc. (1972) sum-
marize the aerobic decay rates which have been
identified for polluted water as ranging from 0.05
day™ t0 0.30 day™ or higher, with a typical value of
.10 day™ (base 10, 20°C).

The anerobic decay rate of organic waste is
reported in the literature at values of approximately
a tenth the aerobic decay rate (Chen et al., 1975)
and (Espey et al.,, 1971). The relationship
developed between the aerobic and anaerobic decay
rates during the Galveston Bay study (Espey et al.,
1971) was used to estimate the anaerobic decay rate
for this study. This relationship was given as:

Ko 20U K - onpmvasiosiiiba st 8.1)
in which

K, = anaerobic decay rate

K = aerobic decay rate

For demonstrating the model, the aerobic and
anaerobic decay rates were given values of 0.10
dayand 0.015 day™!, respectively. It is recognized
that these ‘‘typical” values from the literature
might not be typical for the harsh saline
environment of Great Salt Lake. However, the use
of these values did allow the model to be
demonstrated, and also emphasized the need to
identify and quantify many of the basic water
quality parameters of Great Salt Lake.




Figure 8.8. Equal contours of TDS (g/1) in the upper brine layer Figure 8.9. Equal contours of TDS (g/]) in the lower brine layer
simulated under the assumption a salt deposit existed simulated under the assumption a salt deposit existed

beneath the lower brine layer. beneath the lower brine layer.




Data on BOD concentrations of inflowing
streams generally are not available at points of
entry to the lake. Data presently available are from
stations upstream of the lake and, in the case of the
major tributaries, upstream of the marshland
areas. Information on any changes in BOD
concentrations which occur within the marshlands
is not available. The water quality model was tested
assuming an ultimate BOD load of 20 g/l
associated with all inflows at their point of entry to
the lake. This approximation was based on data
reported by the Utah Division of Water Resources
(1974). Although this value probably is high for
inflows from the Bear and Weber Rivers, it is
within a realistic range, and reflects the observed
BOD concentrations of the Jordan River.

A simulation of the distribution of BOD and
DO within the south arm was performed for the
inflow conditions given in Table 8.2. The analysis

utilized the same transport processes, time period,
and TDS conditions as were applied during the
model verification. Figure 8.11 shows the predicted
distribution of BOD within the upper brine layer
under these conditions. The BOD load in the lower
brine layer is not presented since it did not exceed
0.1 mg/I at any node.

Figure 8.12 presents the associated DO
distribution in the upper brine layer. The DO
distribution is effected by both mixing with the
inflowing streams and depletion by the influent
BOD. Under the inflow conditions used in the
simulation analysis, nowhere does the DO concen-
tration reach zero. Figure 8.12 also shows the DO

_depletion caused by the input of BOD. The DO

depletion does not reflect the entire DO deficit
from DO saturation but rather the contribution to
the DO deficit attributed to the BOD decay.
Because of mixing with the inflowing streams

Figure 8.10. Equal contours of TDS (g/]) with an increased TDS load in the inflows to the upper brine

layer.
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Figure 8.11. Equal contours of ultimate BOD (mg/l) simulated in Figure 8.12. Equal contours of DO (mg/l) and DO depletion (mg/l)
the upper brine layer. simulated in the upper brine layer.




which were assumed to have a DO concentration of
zero (Table 8.2), low DO concentrations were
simulated near the inflow points. Figure 8.13 shows
the DO concentrations within the lower brine layer
and the DO deficit attributed to the BOD input to
the upper layer. The low predicted DO concentra-
tions near the causeway are due to the inflow of
brine from the north arm with a DO concentration
of zero.

The water quality model is capable of holding
the TDS concentrations constant while simulating
the distribution of other quality constituents which
are dependent on the distribution of TDS. By
utilizing this capability, the BOD and DO
distributions again were simulated for the same
inflow conditions given in Table 8.2 but with the
TDS concentrations held constant. This test
produced predicted distributions of BOD and DO
depletion that were similar to those of the earlier
run in which the TDS concentration was allowed to
vary (compare Figures 8.12 and 8.14). Since the
DO saturation concentration and the rate of DO
reaeration are functions of the TDS concentration,
the simulated DO distribution was affected
slightly. The effect was even less pronounced in the
lower brine layer. The option of holding the TDS
concentrations constant was used in all the
simulations of BOD and DO in the following
discussion.

Model Sensitivity Studies

Those basic data on circulation velocities and
inflows to the south arm which were used in
verifying the model also were applied in performing
sensitivity analyses and in conducting demonstra-
tion simulations. In addition, unless otherwise
stated, the values of all parameters were set at
those used and/or established during verification.

Table 8.2. Inflow conditions of BOD and DO.

Ultimate BOD DO Concen-
Concentration tration of
Source of Inflow (mg/1) Inflow (mg/1)
Inflow:
Bear River 20 0
North Fork Weber
River 20 0
South Fork Weber
River 20 0
Jordan River 20 0
Goggin Drain 20 0
Kennecott Drain 20 0
Causeway Fill 20 0
Causeway Culvert 20 0
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The sensitivity studies provided a test of the
relative importance of the horizontal transport
terms (advection and diffusion) in determining the
distribution of water quality constituents within the
south arm of the lake. Horizontal advection and
diffusion are used in the model to describe
transport within a brine layer. For the verification
run the magnitude of the horizontal diffusion
coefficient as reported by Utah Division of Water
Resources (1974) was assumed. Due to the present
lack of data on circulation velocities (patterns and
rate of movement), the validity of this value could
not be checked. However, by means of the model it
was possible to examine (1) the relative importance
of the horizontal transport terms and (2) the
sensitivity of the model to the value of the diffusion
coefficient. Hopefully, this insight will be useful in
determining the priorities of future data gathering
efforts for the lake.

The sensitivity analysis for the horizontal
transport processes was conducted by simulating
conditions within the upper brine layer with various
assumed values of the horizontal diffusion coeffi-
cient. This analysis indicated that the system is very
insensitive to changes within a normal range of
values for the diffusion term. For example,
comparisons between the results with the value of
the diffusion term at 3.8 ft?/sec and at zero
(exclusion from the model) indicated that the
exclusion of the horizontal diffusion process altered
the simulated TDS concentrations associated with
the nodes by less than 0.5 percent or 0.4 g/1. The
exclusion of the horizontal diffusion term altered
the node concentrations of a conservative constitu-
ent introduced into the system by less than 3
percent. This higher effect was due to the increased
gradients which developed between nodes in the
absence of diffusion.

The model was not sensitive to small decreases
in the horizontal diffusion coefficient since at a
value of 3.8 ft?/sec, diffusion (as compared with
advection) plays a minor role in the horizontal
transport process. Raising the value of the
diffusion coefficient above 3.8 ft?/sec increased the
importance of diffusion in the transport process,
and thus increased the sensitivity of the model to
variations of the coefficient. As shown in Figure
8.15, increasing the diffusion coefficient by a power
of ten to 38 ft?/sec significantly altered the
distribution of a conservative constituent intro-
duced into the system.

Advection probably also dominates the trans-
port of quality constituents in the lower brine layer.
For this reason, it is suggested that data collection
programs should proceed under this assumption
until the ability of advection alone to describe the
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Figure 8.13. Equal contours of DO (mg/l) simulated in the lower Figure 8.14. Equal contours of DO (mg/l) simulated in the upper
brine layer holding the TDS concentrations constant. brine layer holding the TDS concentrations constant.




distribution of constituents in the lower brine layer
can be tested.

Experience with the model indicated either a
natural or introduced tracer other than TDS would
provide better information for comparing the
contribution advection and diffusion make to the
horizontal transport of constituents. A tracer which
developed larger concentration gradients than TDS
would be more sensitive to variations of the
horizontal diffusion coefficient and would allow
better comparisons to be made between the

“advection and diffusion terms.

Transport between brine layers by the vertical
movement of constituents is described in the model
by diffusion alone. The sensitivity of the model to
variations in the vertical diffusion coefficient was
quite interesting. A 13 percent variation of the

—-—- Horizontal Diffusion
of 38 Ft¥Sec

———— Horizontal Diffusion
of 3.8 Ft¥Sec

vertical diffusion coefficient produced a marked
alteration of the TDS concentration in the lower
brine layer. Figure 8.16 compares the simulated
TDS concentration for the lower brine layer when
the vertical diffusion coefficient was varied from
1.5x 1075 to 1.7 x 107% ft?/sec. This change in the
vertical diffusion coefficient produced approxi-
mately a 10 g/1 variation of the TDS concentrations
at the nodes in the lower brine layer. The increased
vertical diffusion coefficient increased the average
TDS concentration of the upper brine layer nodes
by less than 0.5 g/l. Because of this small
difference, the results are not compared graphically
for the upper brine layer.

The sensitivity analysis of the transport terms
indicated not only the sensitivity of the model to
variations in the value of the diffusion coefficients
but also provided information on the relative

Inflow

Figure 8.15. Comparison of equal contours of a conservative constituent (g/1) introduced into the upper
layer with the horizontal diffusion coefficient varied from 3.8 ft?/sec to 38.0 ft?/sec.
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importance of each of the transport terms in
describing the distribution of a quality constituent.
Horizontal advection was found to be the principal
transport process within a brine layer. In the upper
brine layer, both horizontal and vertical diffusion
had minor effects on the distribution of quality
constituents and the model was very insensitive to
small (10 percent to 20 percent) variations of their
values. However, the distribution of quality
constituents in the lower brine layer was quite
sensitive to small variations of the vertical diffusion
coefficient.

The sensitivity of the model to the initial DO
concentrations within the lake was tested by
varying this value from zero to saturation. This
analysis was conducted for the south arm of the
lake with the input conditions given in Table 8.2.
The results indicated no differences from initial DO

VERTICAL  DIFFUSION
COEFFICIENT

—-—- 15x10° Ft¥Sec
17x10° Ft%/Sec

level in BOD and DO distribution for the three
month simulation period. During this analysis it
was found that steady state was obtained during
the simulation period and the simulated BOD and
DO distributions actually represented steady state
distributions.

The simulated results with a zero concentra-
tion of DO in the inflowing streams indicated that
the model might be sensitive to the concentration of
DO in the inflow due to mixing at the inflow points.
A simulation was performed with the conditions
given in Table 8.2 but with a DO concentration of S
mg/1 associated with the inflows to the upper layer.
Because the available DO in the lake was sufficient
to maintain aerobic conditions under either DO
inflow level, increasing the DO concentration of the
inflow had no effect on the distribution of BOD in
either brine layer. However, the increased DO

Figure 8.16. Comparison of equal contours of TDS (g/1) in the lower brine layer with the vertical diffusion
coefficient varies from 1.5 x 1075 ft?/sec to 1.7 x 1075 ft?/sec.




concentration in the inflow streams did signifi-
cantly alter the distribution of DO near the inflow
points to the lake in the upper brine layer. This
increase is evident when Figure 8.17 is compared
with Figure 8.14. The increased DO concentration
of the inflow had little effect on the lower brine
layer, with a maximum increase of 0.1 mg/l
produced at any node.

The simulated DO distribution in the lower
brine layer using the conditions given in Table 8.2
did not produce the absence of DO below the
pycnocline reported by Lin et al. (1972) (see Figure
8.15). If their observations are correct, there is
probably some mechanism utilizing the available
DO in addition to the inflow of BOD. A possible
sink for the available DO in the lower lake levels
would be the uptake of DO by benthic deposits. A
study was conducted to examine the possible effects
of a benthic layer of organic material on the
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distribution of dissolved oxygen within the waters
of the lake. The lack of data required that an
assumption be made of the benthic uptake rate of
oxygen. Some benthic uptake rates reported from
laboratory measurements are 2.0 gm/day/m?
(O’Connor, 1966), 2.2 gm/day/m? (Knowles et al.,
1962), and 1.7 gm/day/m? (Hanes and Irvine,
1968). The above benthic uptake rates were
reported at a temperature of 20°C. Using the
conditions outlined in Table 8.2 an initial
simulation was performed with a benthic demand
on the available DO of 2.0 gm/day/m? This
demand was placed on the nodes of both layers
which were in contact with the lake bottom. As
shown in Figure 8.18 the benthic uptake rate
placed a significant strain on the available DO in
both brine layers. The available DO was completely
depleted in the lower brine layer and, as shown in
lFigure 8.18, at several points in the upper brine
ayer.

Figure 8.17. Equal contours of DO (mg/l) simulated in the upper brine layer with 5 mg/1 of DO in the

inflows.
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The DO concentration observed in the lake by
Lin et al. (1972) indicated an absence of oxygen
below the pycnocline but the authors did not report
areas of zero DO concentrations above the
pycnocline. Therefore, simulations were performed
with lower benthic uptake rates than 2.0 gm/day/
m2. A benthic uptake rate of 0.5 g/day/m?
produced the same absence of DO within the lower
brine layer, but brought the level of DO within the
upper brine layer more in accordance with the
values observed by Lin et al. (1972) (see Figure
8.19). Additonally, these results indicate the DO
distribution within the lake is sensitive to variations
of the benthic uptake rate.

The above results suggest that the benthic
uptake of oxygen may be a major factor in
determining the distribution of dissolved oxygen
within the lake. The results of the simulation runs
which incorporated the effects of the benthic
uptake rate and the sensitivity analyses involving
variations of the DO concentrations in the
inflowing streams again emphasize the need for
basic data relating to the water quality aspects of
Great Salt Lake. With specific reference to the
benthic uptake of oxygen, laboratory and field
investigations are needed to identify uptake rates
and the extent of benthic deposits.

Management Examples

As indicated earlier, an important feature of
the model is its ability to test the effects on the lake
system of implementing various water quality
management alternatives. This capability was
demonstrated in previous demonstration runs
which simulated the distribution of TDS, BOD,
and DO under a variety of conditions. The results
of these simulation runs have indicated that once
the necessary data become available, the model is
capable of predicting the distribution of many
water quality constituents under a variety of
possible conditions. Thus, the model will be able to
provide the decision-maker with the information
necessary for predicting and evaluating the impacts
on the lake system of proposed water quality
management plans.

A simple study was conducted to demonstrate
the use of the model as a management technique.
The demonstration was performed by assuming
that the waste discharge from an industrial
development could be restricted to entering either
the Goggin drain or the Kennecott drain. It was

further assumed that the industry would increase
the BOD load input to the lake and would
introduce a conservative constituent into the lake,
such as a specific chemical compound. Simulations
under these constituents were performed so that
the resulting constituent distributions could be
examined.

é

The industry in the example was assumed to
produce a BOD inflow to the lake of 4743 g/sec.
All other input conditions assumed for the study
are given in Table 8.2. Figure 8.20 presents the
predicted DO distributions resulting from the
inflow of the assumed BOD load at (a) the Goggin
drain and (b) the Kennecott drain. Only the
southern portion of the south arm is shown by
Figure 8.20 since this is the area of greatest impact.
A comparison of Figure 8.20 (a) and (b) indicates
that the input of the BOD load to the lake at each
of the two points produced distinctly different DO
distributions. The Goggin drain produced less DO
depeletion than the Kennecott drain in the
southwest portion of the lake, but also caused a
considerable DO depletion near the inflow point.
The rather low predicted DO concentrations in the
southwest corner of the lake for both drains
emphasize the important role of the transport
processes in providing the DO necessary for BOD
decay.

The distribution which resulted from the input
of a conservative constituent into the lake from the
Goggin and Kennecott drains is presented in
Figure 8.21. The constituent was input to the lake
at an assumed rate of 9486 g/sec. The results
shown by Figure 8.21 indicate that the constituent
was assimilated into the system much more quickly
from the Kennecott drain than from the Goggin
drain. Given this kind of information, the
decision-maker could select an industry site so as to
produce minimum adverse effects based on specific
criteria.

The various demonstration runs reported in
this chapter indicate that the model has the
capability to represent the distributions of water
quality constituents under a variety of conditions,
and to account for the source and sinks of the
constituents. The use of the model in this mode is
limited only by the availability of data. Such data
are essential if the water quality aspects of the lake
are to be properly considered in the overall basin
planning.




Figure 8.18. Equal contours of DO (mg/l) simulated in the upper
brine layer with a benthic uptake rate of 2.0 g/day/ Figure 8.19. Equal contours of DO (mg/l) simulated in the upper
ey brine layer with a benthic uptake rate of .5 g/day/sec?.
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(b) Kennecott Drain
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(b) Kennecott Drain

I-‘lgure 8.21. Equal contours of a conservative constituent simulated for inflow from the Gouin drain and
the Kennecott drain.



Summary

Modeling—a management
technique

The study has resulted in the development of a
channel-node modeling technique applicable to
determining the three-dimensional transport and
subsequent distribution of water quality constitu-
ents in a natural system. Although a computer
model was developed specifically for application to
Great Salt Lake, the modeling technique could be
applied to any system in which both the horizontal
and vertical transport must be considered in order
to properly describe the distribution of quality
constituent.

The main effort of the study was developing
the channel-node modeling technique and demon-
strating its applicability to the prediction of long
term seasonal distribution trends for some of the
water quality constituents associated with Great
Salt Lake. Because circulation patterns within
Great Salt Lake are not yet well defined,
calibration and testing of the model for the lake
system could be accomplished in only a somewhat
gross manner. Further verification of the model
will be possible once reliable data become available
on the spatial variations of water velocity and
quality constituents within the lake. However, even
in the absence of adequate data, the exercise of
developing the channel-node model at this time
provided valuable insight into the operation of the
Great Salt Lake system. Hopefully this insight will
be useful in identifying those areas in which
additional information is required and in establish-
ing data needs and priorities.

Some specific ways in which the study
provided insight into the operation of the dynamic
system of Great Salt Lake are listed as follows:

1. A procedure was developed for determin-
ing the vertical diffusion coefficients from observed
concentration profiles for total dissolved solids
(TDS).
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2. A relationship was proposed and tested
for estimating the dissolved oxygen saturation level
for high salinity brines.

3. A relationship was proposed and tested
for estimating the dissolving rate of salt accumula-
tions on the lake bottom.

4. A procedure was developed for predicting,
on the basis of assumed input conditions, future
salinity concentrations (TDS) within the Great Salt
Lake brines.

Sensitivity analysis

A sensitivity analysis for horizontal transport
within the south arm of the lake indicated that
advection is the dominant process involved in the
movement of brines within a layer. The distribution
of a quality constituent in the upper brine layer was
not sensitive to small variations, 10 percent to 20
percent, of either the horizontal or vertical
diffusion coefficient. However, within the lower
brine layer, constituent distribution was found to
be very sensitive to small variations in the value of
the vertical diffusion coefficient. It is emphasized
that additional data on the spatial variation of
velocity patterns within the lake will enable the
importance of both the horizontal and vertical
diffusion terms to be investigated further. This
investigation will indicate whether additional
studies are needed to better define both the vertical
and horizontal diffusion coefficients for either
brine layer.

The capability of the model was demonstrated
in the study by applying it to (1) the distribution of
total dissolved solids, (2) biochemical oxygen
demand, (3) dissolved oxygen, and (4) a conserva-
tive constituent within the south area of the lake.
The demonstration results with these constituents
indicate that the model is a valuable management
tool for examining the impacts of various possible
management alternatives on individual water
quality constituents and their interactions within
the lake. A capability to predict management
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impacts in advance provides an opportunity for
possible adverse effects on the system to be averted
or minimized. This kind of management technique
is especially important for Great Salt Lake,
because as Stephens and Gillespie (1972) point out,
the simple nature of the lake ecosystem makes it
very susceptible to changes brought about by man.

Recommendations for Data
Collection and Research

An important result of this study was the
identification of areas where data gathering
projects and specific studies should be undertaken.

Data needs

Several important data gaps relating to basic
physical information became apparent during the
model development process. The results suggested
for example, that the causeway flow equations
developed by Waddell and Bolke (1973), while
giving good results at low lake stages, might not
accurately predict causeway flows when south arm
surface elevations are greater than 4,200 feet. The
present flow equations were based on data which
were gathered over a short time span and Waddell
and Bolke themselves suggested that additional
data be gathered in order to refine the equations.
The present high lake stage would afford an ideal
opportunity to obtain the needed data to improve
the equations. The lake stage is continuously
changing and this same opportunity might not be
available again for some time.

The water quality model emphasized the need
to obtain data pertaining to both the quality and
quantity of flow at points of inflow to the lake. In
most cases these data are difficult to obtain
because the flows pass through marshlands
bordering the lake. The outflow from the
marshlands is generaily diffused rather than
confined to well defined channels. However, for
management purposes, it is important to have
information on changes which occur within the
marshlands on both the quality and quantity of
flows which enter the lake.

Important areas of data need as identified by
the study are summarized as follows:

1. Systematic monitoring of the distribution
of important water quality constituents within the
lake.

2. Systematic monitoring of water quantity
and quality inflows to the marshlands bordering
the lake and to the lake itself.

3. Sampling of the lake brines with emphasis
on improved delineation of the pycnocline and the
vertical variations of salinity (TDS) below the
pycnocline.

4. Sampling of the north arm in order to
define temporal variations in the mass of
precipitated salt.

S. A sampling program to provide improved
definition of lake circulation patterns and water
movement velocities within the lake as functions of
time and space.

6. A program to provide improved definition
of the lake bottom elevation contours.

7. Water quality and quantity data relating
to flow through the Antelope Island and the Union
Pacific causeways within the lake (both culvert and
porous media flow).

Research needs

Effective management of any system requires
that the system by sufficiently well understood to
enable realistic predictions to be made of the
consequences of proposed management changes.
In this report, the study clearly identified some
areas of inadequate system understanding from the
viewpoint of effective management. Increased
knowledge of the system is possible through
research studies which are directed toward those
areas of specific need, and some of these are
discussed in the following paragraphs.

The modeling of the coupled constituents
biochemical oxygen demand (BOD) and dissolved
oxygen (DO) required that the values be estimated
or assumed for all parameters involved in the
summation of the internal sources and sinks term,
except the dissolved oxygen saturation concentra-
tion. This same lack of basic information applies to
the parameters in the internal sources and sinks
terms for most lake constituents, including
complex quality constituents such as coliform
bacteria, algae, brine shrimp, and brine fly larvae.

The unique characteristics and harsh saline
environment of the lake require that parameters
which normally could be established from litera-
ture be re-examined under the specific conditions
of the lake. An example of this need is the variation
of the dissolved oxygen saturation level with TDS
concentration for the lake. The dissolved oxygen
saturation level has been established in detail for
waters with total dissolved solids concentrations of
less than 40 g/l. The occurrence of salinity
concentration levels in this range are common in




lakes, rivers, estuaries, and oceans. However,
because of the unique nature of the lake, with
salinity concentrations commonly exceeding 300
g/l, it was necessary to establish by laboratory
experiment a relationship between dissolved oxygen
saturation level and salinity concentrations in the
high range. Many of the characteristics and
parameters pertaining to other quality constituents
could similarly be established by laboratory
experiments rather than through investigations
directly on the lake. Additional understanding
through studies of this nature is required not only
for comprehensive modeling of the lake system, but
also for planning activities involving components of
the total system, such as individual quality
constituents.

It is encouraging to note that government
agencies and private organizations are becoming
increasingly more cognizant of the unique nature of
Great Salt Lake and of the need to obtain
additional information on many aspects of this
system. For example, on October 15, 1975, a
meeting was held in Salt Lake City between the
National Oceanic and Atmospheric Administration
(NOAA), members of the Great Salt Lake Division
Board, and people from Utah State University
involved in studying the lake. During this meeting,
NOAA expressed interest in providing assistance in
outlining a procedure for gathering data and for
defining processes relating to transport within the
lake. NOAA has gained extensive experience with
this type of study on large lakes, such as Lake
Ontario, and is in a position to provide valuable
suggestions regarding a similar project for Great
Salt Lake. On a note of caution, in order to
effectively utilize the compatibilities of all groups
which could become involved in data collection and
research programs for Great Salt Lake, a well
directed and coordinated research strategy is
essential.
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Some important areas of research need, as
identified by this study, are summarized as follows.
Because research studies usually imply data
collection activities, some overlap occurs between
the followmg list and the ‘‘data needs” 1dent1ﬁed in
the previous section of this report.

1. Refinement of the equations of flow
through causeways (refer to item 7 under “data
needs”’).

2. A definition of changes in water quantities
and qualities in the marshlands bordering the lake.

3. A determination of the interactions
between both the living and nonliving components
of the lake ecosystem.

4. Studies of the growth and decay rates of
organisms in the lake.

S. Studies to determine the lethal concentra-
tions of various chemicals for the organisms in the
lake.

6. An examination of the effects of variations
in the concentration of total dissolved solids on the
growth, reproduction, and the utilization of food
by the organic components of the lake system.

7. Studies involving quantifications of the
parameters contained in the sources and sinks
terms for various lake quality constituents, such as
salinity (total dissolved solids), dissolved oxygen,
and coliform bacteria.

8. An examination of the importance of
specific transport processes involved at various
depths within the lake. Advection, in particular,
appears to be the dominant transport process in the
upper portion of the lake (refer to item S under
‘““data needs”’).
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APPENDIX A
CHANNEL-NODE WATER QUALITY MODEL

The channel-node water quality model con-
sists of two programs; the data file program and
the channel-node program. The data file program
creates a data file of basic information related to
the physical characteristics of the channels and
nodes. This information is stored and serves as
input to the channel-node program. The channel-
node program performs the actual simulation of
the distribution of quality constituents within the
lake. Both the data file program and the channel-
node program were programmed using Fortran IV
and executed on a UNIVAC 1108 computer.

Data File Program

The data file program was designed to take
basic information related to the characteristics of
the channels and nodes and convert them to
simplified form for storage and use in the
channel-node program. Data are input to the
program in the units of feet and miles. All data
stored in the data file are converted to the length
units of feet.

The channel parameters IENDL(I) and
IENDH(I) represent the node numbers associated

with the nodes which the channel connects. For
bookkeeping purposes IENDL(I) is assigned the
node number with the lower numerical value. A
test was incorporated into the program to insure
that IENDL(I) is less than IENDH(I). If this
criteria is not met, an error message results which
indicates the channel where the error occurred.

The channel parameter L2CA(I) and the node
parameter L2NA(I) are used to indicate if the
channel or node is located in the one or two layer
portion of the lake. When these parameters have a
value of zero, it indicates the channel or node is
located in the single layer portion of the lake. These
parameters are assigned a value of one when the
channel or node is located in the portion of the lake
where two layers exist. These parameters are
assigned a one or zero in the data file rather than
the yes or no which appears in the sample output.
The sample output indicates which data are stored
in the data file. Only the parameters indicated as
“transferred”” are stored. The locations where “no
channel” or “no node” appear indicates the
absence of values in the data file.




Table A-l. Parameters output on the data file.

INPUT DATA LAYOUT

Identifier

FORMAT (1u15)

Card input devise code
Output devise code for print
Output devise code for tape file

Nuniber of nodes in upper layer
Number of channels in upper laver
Number of nodes in lower laver

Numiber of channels in lower layer

FORMAT (1ulI5)

1-5 DTINF

Depth to pycnocline

FORMAT (16F5.0)

Card 4 is repeated for NC1 ghannels varving |

1-5 £
#»-10  [ENDL()

11-15  IFNDH(I)

16-20  w(I)
21-25 CLTH(D
26-30 L2CA()

FORM T (315,
Card S'is repeated for
Gurd poisr %4
2 n-10  L2NA(

ASURF(D)
TDN

Channel number

Lower of the two node numbers
associated with the nodes the channel
connects

Higher of the two node numbers
associated with the nodes the channel
connects

Channel width (miles)
Channel length (miles)

N - no channel exists in lower laver
1 - channel exists for both upper and
lower layer

2FS.0. %Y

NXI nodes  arvo.g .

Nowde utiver ;

0 - no node exists in lower brine

1 - node exists for both upper and
lower brine

Surface area of node (miles®)

Average depth nf lake over the area
of inflowing of the node (feet!

FORMAT(21I5, 2F5.0)

Table A-1. Parameters Output on the Data File.

The following is a list of the channel and node parameters output

i the data file:
Channels:
Identifier

Al
neyn g

DEFTC Loy

QCOEFI1D

identifier
L2NaA

HA A R
DN2
ASURFD
LOL
LOL2:h
VINFUCh

Same as input

Depth of channel 1n upper laver ifeet)
Depth of channel in lower laver (feet)
Sasie as input

San e as pet

Croass sectinnal area of harizontal <hannel
i ided by the channel length for the upper
laver feety

Crass sectianal area of harizontal  hanne!
tded by the channel lenath for the lower
laver ceet

Cross ral area of © rizontal channel
stoapper Liver deet”)

Cross sectional ares of “orizontal channel
;
0 lower laver feet™) 3

Satie as inpat

Deptl of node in upper laver (feet)

Depth of node in lower layer feet)

Surtace area of node feet”y

©olime o node inoupper laver teet )
- £ e i lower laver feet

e area of nade divided by the ~ertical
s Larnel lenath feety




DATA FILE PROGRAM

INPUT CHAN-
NEL DATA

v

INPUT NODE
DATA

!

CALCULATE
CHANNEL
PARAMETERS

y

OUTPUT CHAN-
NEL DATA : TAPE
& PRINTOUT

CALCULATE
NODE
PARAMETERS

OUTPUT NODE
DATA: TAPE &
PRINTOUT

STOP




~rrea SO e TR

FILE RAM TIN 7
DATA ERo Lis G C sss QUTPUT CHANNEL TATSH
¢
C s++ PROGCRAM TO PEDUCE ML SUMMARIZE BASIC GRID DATA C sss CUTPUT ON TAPE
DIMENSION ASURF(28€)»CLTH(75U) +DC1( 750)+DC2(750) ¢ DTFUCL (7510, WRITE(NT) (L2CA(I)sT=1+NC1)
1DIFUC2(750 )9 DN1(38 [ sDN2(380)s IENDL (750) » IENDH(TS0) +L2CA(T50), - WRITE(NPs51)
2L2NA(380) 9 CCOEFL(7 T )9+ QCOEF2(750)+VDIFUC(T50) 9 VOL1( 330) +VOL2(380) 51 FORMATIS2Xs1ZHCHANML DATA //)
3W(T7SU) »ASURFM( 72 0) WRITE(NP#252)
READ(5+1) NRyNFeNT 252 FORMAT(1DXs7HeseTx 3¢ 923X s "o+ ss 282 sssnssssssesssssssssnsss TPANSF
READ(NRe1) NN1¢NC1 sNN2 sNC2 SERED #9538 36004824200 ssstsesssnsans?)
1 FORMAT(16IE) WNRITE(NP52)

REAND(NR#2) D TINF 52 FORMAT(1Xs'CHANNEL LAYER 2 CHANNEL CHANNFL CHANNEL DFPTH C

2 FORMAT(16F5.0) SHANNEL DEPTY LOW  HIGH DIFUCL DIFUC2 QCOF F1 GCCEF2" /s
¢ $1Xs * NUMBIR  ASST . WIDTHsMT LENGTHMI LAYER 1,FCET  LAYER 2
C »xs CHANNEL DATA ‘ $+FEET  NODE NODE FEET  FFET FFETss2  FrETss2%/)
¢ DO 106 T=1.NC1

ICOUNT=0 IF(L2CA(I).FG.0) GO TO 1US

DO 100 I=1+NC1
READ(NR¢5) JoITNDLIT Jo TENDH(T) oW(I) +CLTH(TI) L2CA(T)
5 FORMAT(3IS2FS5.0+1I%)
IF(J.NE.I) G0 TO 100°
TICOUNT=TICOW T+L2CA(T)
100 IF(TENDL(I).CE.IENM(I)) GO TC 1001
IFCICOUNTJNELNCZ) CO TC 1003

WRITEINP#S57) IsW(I)eCLTHCI)¢DCI(I)9»DC2(TI) oI ENDL(T ) IENDH(I )y CTFUCT
$(I)eDIFUC2(T)eQCOEFL(I)sQCOEF2(T)
WRITE(NT) PC1(T) oD(Z (I)eIENDL(T) s IENDH(I) oD IFUCI(I)+DIFUC2(T),
$QCOEF1(I)9QCOEF2(I)
GO TC 106

105 WRTITE(NP»54) TeW(I)eCLTHEI)yLCIC(I)s ICNDLI(I) oTENPH(I)yDIFUCLI(T) »
$QCOEF1(I)
WRITE(NT) CCL(I)oINOL(T)eIFENDK(TI) o DIFUCI(T )9 QCOEF1(T)

106 CONTINUE

53 FORMATU(2Xe T4 o6 Xe BHYE Se EX 9FBa20 4X9FB a2 97X eFE 299X 9sFE 296X e T30 X 9130
$2X oFTa29¢1X " Ta2¢2(F11.1))

54 FORMAT(ZXsI4 96Xe3H NCoSXoF6 204X oFB a20TXoFE 298Xy 10HNC CHANNEL, IX s
SI392XeI302XeFT7 o7 ol % *NC* 92X9F1140¢11H NO CHANNFL )

C
C #+s NODE DATA
o

ICOUNT=D

DO 102 I=1wWN1 -

READ(NR¢3) JsLZNA(T) yASURFLI)e TDN
3 FOPMAT(2I5,2FS5.0)

IF(J.NELT) 3C TN 1121

ICOUNT=TCOUNT+L2NA(T)

TF(L2NA(I) .EQ.0) GC TO 103

86

¢+ CALCULATE NODE VOLUMES AND PPELIMINARY VERT ICAL DIFFUSION
COEFFICIENTS (IN UNTTS OF FEFT)

e 05

DN1(I)=DTINF
ONZ(I)=TON-C TINF
IF(ON2(I)eLl40.) GC TO 1007

DO 107 I=1sNN1
ASURFMU I)=ASURF(I)
ASURFI(I)=ASURF(I)e[7878400.

GO TO 102 VOL1(TI)=ASURF (I)sDN (I)
103 DN1(I)=TDN IF(L2NA(I) .EG.N) GO TO 107
102 CONTINUE VOL2(I)=ASURF(TI)*DN ()
IF(ICOUNT.!E .NN2) D TC 1005 VDIFUCCID=ASURF(I) ZL(DN1(I)4DNZ2(I))/Z.)
¢ 107 CONTINUE
C sss CALCULATETHE AVC D'PTH OF EACH CHANNEL »THE PRELIMINARY HORI ON TAL ¢
c DIFFUSCON COEFFICIFNTSsAND FLCW COEFFICIENTS(IN UNITS CF FFET) :: *++ OUTPUT NODF DATA
c
DO 104 I=1,MC1 C #»¢# OUTPUT ON TAPE
IL=IENDL(I) WRITE(NT) (L2NA(I)T=1+NN1)
TH=IENDH(I) WRITE(NP+55)
DCIC(IN=(DNI(IL)+DN U IH)) /2. 55 FORMAT(1HL +45X+10H NODE DATA //)
DIFUCL(II=K(II*PCLIT)/CLTHIT) WRITE(NP 255 )
QCOEFL(I)=W(I)*DCL(T)e5280. 256 FORMAT(SXoTHo® 2T o2 29 4UXs "ssass 2000 s s 0002030 TRANSFERED * se¢wsess
IF(L2CA(T).EQ.0) GO TO 104 Sessssssssnsans’)
IF(L2NACIL )eNE 1 ORsL2NACIH) «NEs1) GO TO 1013 WRITE(NPs5E)
DC2(I)=(DN2(IL)+ON~(IH)) /2. 56 FORMAT(1Xs* NODT  LAYER 2 NODE DEPTH NODE DEPTH SURFAC™ AREA
DIFUC2(I)=W(I)*DC2(T)/CLTHITI) $SURFACE AREA  NODF VOLUME NODE VO LUME VOIFUC,FT*s/e1Xe *NUM :
QCOEF2(Y)=w(I)sDC2(T)+5280. $BER ASSOC. LAYEFR 1¢FT LAYER 2+FT MILES+»2 FEET#sD g
104 CONTINUE SLAYER 1¢FT#e3 LAYTR 2+FTes3%/) o




DO 108 TI=1sNN1
IF(L2NA(I).EQ.0) GO TO 109
WRITE(NP#57) I+ONL(I)eDN2(T) »ASURFM (I)sASURF(INsVOLL(I)VOL2(T )y
$VDIFUC( I)
WRITE(NT) DN1(I) DN (I)eASURF(I)»VOLLI(I)»VOL2(I)yVDIFUCII)
cO TO 108
102 WRITE(NP¢S52) T+ONL (T )e ASURFMII)eASURF (T)sVOL1(T)
WRITE(NT) DN1(TI)sASURF(I)sVOLI(T)
108 CONTINUE
57 FORMATI3Xe I3 ¢5Xe 3HYESe2(7XsF542) 9 TX oF 6029 5X eF12092X9F1300 42 Xe
$F13.002XyF11.0)
58 FORMAT(3XsI3¢5Xe3H NOv 7XsF520 5X9THNO NODE»7X+FBe295XeF124002Xy
$F13.Ce8XsTHNO NODE o Xo THNO NCDE )
© 60 TO 1000
1001 WRITE(NPs1WOZ2) T
1002 FORMAT(1Xs2H IEND I= ,I5)
Ge T0 1000
1003 WRITE(NPs1WIY)
1004 FCRMAT(1Xs44H NOT THE RIGHT AMOUNT OF CHANNELS IN LAYER 2 )
co TO 1000
1005 WRITE(NPs1UOB)
1006 FORMAT(1Xe41H NOT THE RIGHT AMOUNT OF NODES IN LAYER 2 )
G0 TO0 1000
1007 WRITE(NPs1IE) T
1008 FORMAT(1Xs UH DEPTY IN SECOND LAYER IS ZERO OR NEGATIVE WITH T=+It4
)
G0 TO0 1000
1009 WRITE(NP,1(QOU)I
1010 FORMAT(1Xs'CHANNEL TATA OUT OF ORDER AT I=".I4)
GO TO 1000
1011 WRITE(NP»1012) I
1012 FORMAT(L1X*NCDE CATA OUT OF ORCER AT I='+I4)
GO TO 1000
1013 WRITE(NPelCD Y) T
1014 FORMAT(1Xe AT IZ*yT5,* A NODE FOR CHANNEL I IS NOT INCLUDE " IN LAY
SER 2% -
1000 STOP
END

=

=

DWENOW!EWNKH

1
2
3
4
5
€
7
8
]
U

-
s DWVLWB®NOVFWUNKF

s MMM~ ~000

2 J7302.000
31.0001.000
41.0001.00C
51.0001.000
€1.0001.000
71.0001.00 (1
81.U0001.00
91.0001.00U
101.0001.000
111.0001.00U
REPEAT UNTIL N 1 CARDS ARE INPUT e

HFHHRHRRCOC

2.8710.10
1.0821.75
1.0024.35
1.002F 55
1.0028465
1.002%.95
1.0030.42
1.0030.67
1.0030.70
1.0030.46
REPEAT UNTIL M 1 CARDS ARE TINPUT e.e




SAMPLE OUTPUT

CHAMNFL DAT2

*raT 46 BEAI EEIEBEF LI IS XD KX SRS A KPS SR O RN B TRANSFERED ..‘O.‘O'..".."‘.‘0.‘.0‘..'.“’;
CMANNTL  LAYER 2 ~HANNEL THANNE L CHINNEL DEPTH CHANMN L PEPTH LCW HIEHW OHTFUCE OITuc? ICCEF1 QCOFFZ
NUMZTR ASS0Ce WIDTHMT LENCTHIMI LAY R 14FEFT LAYEPR T oFEFT NOBE = NODT FPET F OGN FEETw 2 FEET»2

NO .72 2.00 15.92 NO CHAMNEL

NO 1.00 1.00 22.05 N0 CHANNEL

NO 1.0t l.00 24487 NC CHANNFL
YES 1.00 l.00 25.00 2+€0
YES l.00 l.00 2f.00 4.20
¥YES l.00 l.00 25.00 Siet?
YES 1.00 1.00 25.0U § 55
YES 1.00 1.00 25.00 5.6
YES 1.U0 1e0U 25.00 5..58
YES 1.00 l.00 25.00 5.2C

REPEAT FOR NC1 CHANNELS

f.81 MC 61281 NC CHANNEL
JTeUS NC 1217C4e MO CHANNEL
24467 NC 130284 NC CHANNEL
53 AN T 250 152600 137
~ €420 4420 1320G0. 227C4.
2%.00 519 132C5G. 21370
C5.00 £e55 132600, 292700
25.00 562 132060. 33017
"5e00 €58 132c0C. 29452,
2 <00 £.25 i3200C. 3y iy .

PR

cCeeNOnE:
ODWDNOWVE (Nry
PDOWONIOMEWN

s
e

=

treTanx S Er s s st srnresnne TUAITFEPED sessveseseosatasessnn
NCDU U 1 e SR VAR T8 ) B YT ST T RFACE ARLM CSURFACC AREA NODE VCLUMF NADE VO LUME VOIFUCFT
NUMETE XSS et EANCR S@TF EAWEY  Se T MILFES=e? FrETes2 LAYEP 14FTes" LAYEPR ~)FTes3

) 1010 NO NODL 227 200110UL8 . 202111176, MC MODC NO ~ODE
NG oL NU NODE 1.0° Julo8cT2 . EELEE36U%. NC NODE NO NCOE
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Channel-Node Program

The channel-node program performs the
actual simulation of the distribution of quality
constituents within the lake. The program is
organized as a main driver and a series of
subroutines which perform specific functions. The
main driver of the program serves as the
coordinator of the subroutines, initializes the
various parameters, and performs -calculations
common to all the quality constituents. Thus, the
calculation of advection, diffusion, and the
summation of external sources and sinks during
each time step is performed in the main driver.

The input of data is performed by the NCD
subroutine. Data are input to the program from the
data file created by the data file program and card
input. The card input is designed with several
‘ options so that data can be efficiently input. The
i‘ ‘ use of the parameters IQ1 and IQ2 allows the
. operator to choose to input channel velocities
(ft/sec) or channel flows (cfs) for either layer. The
direction of flow within a channel is determined
from the positive or negative sign associated with
the channel velocity or channel flow. The flow is in-
put as positive when it flows from the low node to
| ' the high node it connects or from IENDL(I) to
IENDH(I). Flow in the reverse direction is assigned
a negative value.

| The parameters IDC1(I), IDC2(I), and
‘ IDC3(I) allow the operator to choose a single
! initial value of constituent concentration which will
be assigned to all nodes of a specific layer or to
input a specific initial concentration for each node
of a layer. The use of these parameters allows this
option to be applied to each constituent for each
layer.

In a system such as Great Salt Lake, the
number of channels and nodes within the lower
brine layer is significantly lower than the number of
channels and nodes within the upper brine layer. In
order to reduce the input, the program was
designed so that data related to channel flows and

‘ initial node concentrations are only input for the

| channels and nodes which exist in the lower brine
layer. Such data are input in increasing order of
channel numbers or node numbers skipping the
nodes or channels which do not exist in the lower
layer.

101

The output from the channel-node program
can be varied. The program contains a parameter,
ISKIP, which provides an option to suppress the
output of information concerning channel flows
and the initial constituent concentrations at each
node. When this option allows the output of these
initial conditions it requires a line for each channel
and each node of the upper layer plus a line for
each lake bottom node. When the lake bottom
concentrations are not required, the program
contains an additional parameter, IBB, which
allows the output of the lake bottom concentrations
to be skipped.

The remainder of the output from the
channel-node program consists of the simulated
node concentrations. Each time the output is
requested a line of output is required for each
upper layer node. Each line contains the concentra-
tions for each constituent at nodes in the upper and
lower layers. The lake bottom concentrations are
output separately and require one line for each
node. The IBB option can be used to suppress this
output.

The simulated node concentrations are output
at the end of the simulation period. This
corresponds to the program completing the
simulation for NTS time steps. The parameter
NPOUT can be used to output the simulated node
concentrations at intermediate time steps. For
example, if NTS was 300 the node concentrations
could be output at half the total simulation period
by setting NPOUT at 150. Similarly, NPOUT
would be set at 100 to obtain the node
concentrations after each 100 time steps.

The computer time required to perform a
simulation for a particular constituent varies with
the complexity of the subroutine which accounts
for the internal sources and sinks of the
constituent. With a grid network composed of 746
channels and 373 nodes in the upper layer and 254
channels and 144 nodes in the lower layer, the
channel-node program required 54 seconds of
computer use time to simulate the distribution of a
conservative constituent over 720 time steps. The
computer use time was increased to 166 seconds
when the program was used to simultaneously
simulate the distribution of a conservative constitu-
ent and the non-conservative coupled constituents
biochemical oxygen demand and dissolved oxygen.




INPUT DATA LAYOUT

Identifier
Card input devise code

NR
NP Output devise code for print
NR

T Output devise code for tape file
FORMAT(1615)

Number of nodes in upper brine
layer

Number of channels in upper brine
layer

NN2 Number of nodes in lower brine
layer

NC2 Number of channels in lower brine
layer

NCONST Number of quality constituents
modeled

NIF1 Number of inflows to upper brine
layer

NIF2 Number nf inflows to lower brine
layer

NOF1 Number of outflows from upper brine
layer

NOF2 Number of outflows from lower brine
layer

NTS Number of time step

NPOUT Number of time steps between output
of node concentrations

NTDS Number associated with the quality
constituent TDS

NLN Number of first quality constituent to
be simulated tincluded so that the TDS
concentration could be held constant)

FORMAT 1+ 151

ISK™ P - skip output of initial «onditisns
- output imtial conditions

IBB - skip vutput of concentration at
lake botton grid points
- output lake hotton grid points

- input channel velocities for upper
brine
1 input channel flows for upper
layer

1Q2 (same as 1Q1 for lower brine layer)
FORMAT (1615)

DELT Time step (hours)

FRAC Upstream factor (Table 7. 1)

CFM Conversion from cubic feet to liters

Vs BOD settling velocity (ft/sec)

BUR Benthig uptake rate of DO (grams/
meter ~ /day)

EIC Hﬂrizonhlzdill'lllinn coefficient for
layer | (ft” /sec)

E2C Hnrir.nntalzditfunlon coefficient for
layer 2 (ft /sec)

EVC Vertical diffusion coefficient (ftz/lec)
TEMP Temperature of brine (°C)

THETA Temperature correction factor for
BOD decay
FORMAT (8F10.0)
RDIS TDS dissolving constant {Days ™)
FORMAT (8F10. 0)
NAMEC(1) Identifier for constituent 1

NAMEC(NCONST) Identifier for constituent NCONST
FORMAT (20A4)

Card

Card

laentifier
AHEAD(1)

5 Output heading

17-20 AHEADIS)
FORMAT 120A4)
BHEADI

L Output heading
BHEAD(S) /
FORMAT (20A4)
CHEAD(LI
CHEADI2)
FORMAT (20A4)

Aerni‘ic BOD decay rate for brine
(day ™)

11-20 Anae_ﬁobic BOD decay rate for brine
(day )

21-30 Aerobic BOD_ﬂecay rate for benthic
deposits (day )

31-40 Anaerobic BOD decay rate for benthic
)

Output heading

deposits (day

41-50
S1-00 8 : dugcal
& reaeration coefficient (see Equation
nl-70 5.30)
FORMAT (KF10. 01

1-5 ICALL:!1:
Indicate subroutine to be called to
Teulated i 1 and

sinks of constituent 1
. ICALLINCONST) same for constituent NCONST
For a conservative constituent set ICALL = 0
FORMAT (1ul5)
1f 1Q1

15 Velecity in channel 1 of upper layer
(ft/sec)

V1(NCI1) Velocity in channel NC1 of upper layer
FORMAT (16I5)

Flow in channel 1 of upper layer (cfs)
Q1(NC1) Flow in channel NCI1 of upper layer
FORMAT (8F10.0)
f1Q2 =0

1-5 AV2(]) Channel velocity for first channel

in lower layer (ft/sec)

AV2(NC2) Channel velocity for last channel

in lower layer
FORMAT (16F5.0)
fIQ2 - 1
1-10  AQ2(l)

Flow in first channel in lower layer (cfs)



Card
20

Identifier

AQ2(NC2)
FORMAT (8F10.0)
IDCL(1)

Flow in last channel in lower layer (cfs)

0 - the initial concentration of con-
stituent 1 in all the upper brine
layer nodes is to be set at a
constant value

I - the inital concentration of con-
stituent 1 is to be read for each
upper brine layer node

IDC1(NCONST)
FORMAT (1€I5)
IDC2(1)

same as above for constituent NCONST

same as IDCl(1) but for the lower
layer nodes

IDC2(NCONST)
FORMAT (1615)
IDC3(1)

same as above for constituent NCONST

same as IDC1(1) but for the lake bottom
nodes

IDC 3(NCONST)
FORMAT i1615)

same as above for constituents NCONST

cin Initial concentration of quality constituent
1 for nodes in upper layer. Used when
IDCL(1) - 0 (g/D

CI1(NCONST)
FORMAT :1+F5. M

same as Cll(1) for constituent NCONST

Clzny Same as CI1 (11 but for *he lover

layer nodes g/

CI2(NCONST)
FORMAT (16F5.0)

Same as CI2(1) but for constituent NCONST

CI3y(h Same as Clzl(li but for the lake bottom

nodes (g/ft")

CI3(NCONST) Same as CI=(1) but for constituent NCONST
FORMAT (16F5.0)
Repeat for N = 1, NCONST
Option: If IDCI(N) = 0 SKIP 20

1-5  CI(N, 1) Initial concentration of quality out con-
stituent N for node 1 in upper layer
s (g/M

C1(N, NN1)
FORMAT (16F5.0)

Same as CI(N, 1) but for node NN1

Repeat for N = 1, NCONST
Option: If IQC2(N) = 0 SKIP 21

dentifier

Litial concentration of quality cd
oty fipst ore in lower laver

Same as G2 (N. 1) but for last node in
lower layer.

AC2 (N, NN2)

FOR..AT (1nF5.0)

Repeat * SCONST
Optinn: : SeIF 22

Card  1-5 Initial of quality cog

22 N for node 1 on lake bottom (g/ft")

C3(N. NN Same as C3(N, 1) but for node NN1 %

FORMAT (16F5.0)

Option: If NIF1 - 0 SKIP 23
Repeat for 1 = 1, NIF1

Gard o d=bin 1 Upper layer node receiving inflow

23

H=10 QINIL(D Inflow rate (cfs)

11-15 CINL(L, D

C entrati of i t 1
with the inflow (g/1)

CINI1INCONST, J) Concentration of constituent NCONST

associated with the inflow
FORMAT (16F5.0)

Option: If NIF2 : 0 SKIP 24
Repeat for 1 1, NIF2

G iy Lower layer node receiving inflow

24 0 e

11-05 CIN2(1, I

Inflow rate (cfs)

Cancentration of constituent | associated
with the inflow (g/1)

CIN2{NCONST, J) Concentration of constituent NCONST

associated with the inflow
FORMAT (16F5.0)
Option: If NOF1L 0 SKIP 25
Repeat fcr 1 1. NOF1

1-5 | Upper layer node from which outflow

occurs
#-10  QOUT()) Outflow rate (cfs)
FORMAT (16F5.0)

Option: If NOF2 = 0 SKIP 26
Repeat for I = 1, NOF2

Card 1-5 I Lower layer node from which outflow
26 occurs

QOUT2(J)
FORMAT (16F5.0)

Outflow rate (cfs)

Card 1-5  CPPT() ation of
27 1. Use zero if not applicable.

CPPT(NCONST) Same as CPPT(1) but for constituent

NCONST
FORMAT (16F5.0)




Table A-2. Principal variables in the channel-node water quality model.

{ariable s vipt .

ASURF(I Surface area of node [ L2CA(D Indicates if the channel exists in both brine
layers é

CHN.D Concentration of constituent N in node 1 of

the upper layer L2NA(D Indicates if the node exists in both brine layers

NAMEC(N) Alpl ic i for i N

c2iN. Concentratinon of constituent N in node ! of
the lower layer

Qum Flow rate in channel 1 of the upper layer

C3(N. Concentration of constituent N associated with

node 1 of the lake bottom Q2 Flow rate in channel 1 of the lower layer

QCOEF 1) Cross sectional area of channel I of the upper

CINI(N, D Concentration of constituent N in the inflow ta
layer

node 1 of the upper layer

OCOEF2il\ Cross sectional area of channel I of the lower

CIN2(N, D Concentration of constituent N in the inflow to
layer

node 1 of the lower layer
QINLD Inflow t nude © of the - 1
CLTH( Length of channel | o Rk el e o b
QINaim Inflow to node 1 of the lower layer
CPPT(M Saturation concentration for constituent N
' QouTIM Outflow from node 1 of the upper layer
DASSI(N. 1) Mass of constituent N in node 1 of the upper
layer QOuUT2 Outflow from node I of the lower layer

DASS2(N, I Mass of constituent N in node 1 of the lower & Vi Velocity of flow in channel 1 of the upper
layer layer

DASS3(N, I+ Mass of constituent N associated with node | v Velocity of flow in channel I of the lower
of the lake bottom layer

DCi Depth of channel 1 of the upper layer VDIFUGH) Cross sectional area divided by the channel
th f tical ch:
DC2i1y Depth of channel I of the lower layer S
VOLID Vol f node I of th r L
DIFUCHD) Cross sectional area divided by the channel length T AN R SRR T
for Channel I of the upper layer voL2(l) Volume of node ! of the lower layer

DIFUC2(I) Cross sectional area divided by the channel length Sl Vit TGt e hE K afithe Bpper layed
for channel ! of the lower layer
DNL(I) Depth of node [ of the upper layer VOLF2iN Valume of flow in channel I of the lower layer

DN2(1) Depth of node 1 of the lower layer wimn Width of channel 1

DPPTI(N, D) Mass of constituent N which will create sat-
uration in node I of the upper layer

DPPT2(N,I) Mass of constituent N which will create sat-
uration in node I of the lower layer

IENDL(I) Lower node number of the two nodes channel
I connects

IENDH(I) Higher node number of the two nodes channel
1 connects

IINF1(1) Indicates node 1 of the upper layer receives
inflow

IINF2(I) Indicates node 1 of the lower layer receives
inflow

IOTF L) Indicates there is an outflow from node 1 of
the upper layer

IOTF2(I) Indicates there is an outflow from node I of
the lower layer




CHANNEL-NODE PROGRAM

CALL NCD:
INPUT DATA

INITILIZE
PROGRAM

jit

CALL OUTPUT :
OUTPUT INITIAL
CONDITIONS

DO I=1,
NC1

CALCULATE MASS
ADVECTED &
DIFFUSED IN
UPPER LAYER

1)

CALCULATE MASS
ADVECTED &
DIFFUSED IN
LOWER LAYER

CALCULATE MASS
DIFFUSED BETWE-
EN LAYERS

ALCULATE MASS
INFLOW & OUTFLOW
ROM NODES

CALL SUBROUTINES TO
CALCULATE INTERNAL
SOURCES AND SINKS

W

CALCULATE NE
NODE CONCEN-
TRATION

CALL OUTPUT:

OUTPUT NODE
ONCENTRATIONS

L

CALL OUTPUT:
OUTPUT NODE
CONCENTRATIONS

v

END




CHANNEL—NODE PROGRAM LISTING

COMMON AHEAC (5)9 ASWPF(380) +BHEAD(5) +C1(49380)+C2(4,780U)+C3(8,380),
2CHEAD(5) »CIN 1(4,380) yCIN2(4¢380) »CPPT (4)9DCLUT50)eDC2(750)
3DIFUCL(750 )¢ DIFUC2(750)¢DN1(380) +DON2(380) E1(750),
4E2(T750)+EVI380)sICAL(Y4) yTENDLIT50) ¢IENDH(750) o IINF1(30),IINF2(30)
S+IOTFL(20) » TOTF2(30)eL2CAIT50) oL 2NA(380)¢DASS1(4+380),
6DASS2(49380) »DASS3 (4 +380) ¢DPPT1(4¢3BU)sDPPT2(4+3280)sNAMEC(4),
7Q1(750)¢Q2(750)eQCCEFL(750)¢GCOEF2(750)+QIN1(380)¢0IN2(380)s
8GOUT1(380) +Q0UT2(38G)eV1(T750)eV2(750) +VDIFUCI380),VOL1(380)
9VOL2(380)¢ VOLF1(75(M +VOLF2(T750)0
1AD+ADBsAMe AMBy AR yBIR » CFMsDELT 9E1CoE2CsEVCoFRACyIBURy IEL19IE2
2ISKIP¢NC1eNCONST sNIF1eNTF2 9 NLNoNN1s NOF1e NOF 2+ NPoNPOUToNTDS,
3NTSePLeP29ROISsTEMPe THETA9 TTIME, VSy» IBB

DIMENSION DASINL(4+380)sDASINZ(4,+380)VOUT1(380),VOUT2( 380)

*+* CHANNEL NODE PROGRAM FOR GREAT SALT LAKE

CALL NCD

OUTPUT CONSTANTS AND ASSUMPTIONS
Ip=2
CALL OUTPUTLIP)

INITIALIZE PROCGRAM

CONVERT DELT FPOM HOURS TO SECONDS

CELT=DELT#*2€00.

CONVERT CONCENTRATION TO MASS IN EACH NODE AND CALCULATE MPP T FOR
EACH NODE

DO 101 TI=1NN1

CONVERT VOL TO LITERS
VOLL(I)=VOL1(I)*CFM

DO 102 N=NLNsNCONST
DASS1(NeI)=C1(NeI)vOL1(I)
DASS3(N#+I)=C3(NeI)*ASURF(I)
IF(CPPT(N).LE.D.) GO TO 102
DPPTL(NeI)=CPPT(N)*vOL1(I)
CONTINUE

IFIL2NA(I) .EQG.D) GO TO 101
VOL2(I)=VOL2(I)=CFM

DO S02 N=NLNsNCONST
DASS2(NeI)=C2(NoI)*vOL2(I)
IF(CPPT(N).LE.D.) €O TO 502
DPPT2(N+I)=CPPTI(N) *vOL2(I)
CONTINUVE

CONTINUE

CALCULATE 5°*S (FEETs #3/SEC)
DO 103 T=1sNC1

Q1 (I)=V1(I)*«GCOEF1(T)
VOLF1(I)=Q1(I)+DELT+CFM
TF(L2CA(I).EG.O0) GO TO 103
G2 (I)=V2(I)*QCOFEF2(I)
VOLF2(I)=02(I)*DELT+«CFM
CONTINVE

.

CALCULATE DIFFUSION COEFFICIFNT AND CONVERT TO A TCTAL DIFFUSION

COFFFICIENT

DO 104 I=1.NC1

E1(I)=E1C

DIFUCI( I)=DIFUCI(I WEL1(I)sDELT +CFM
DO 307 TI=1sNC1

IF(L2CA(TI).EQ.0) GO TO 307
E2(T)=E2C
DIFUC2(I)=DIFUC2 (T )+E2(I)«DELT »CFM
CONTINUE

DO 404 I=1sN1

IF(L2NA(I).EQ.D) GC TO 404
EV(I)=EVC
VDIFUC(ID=VDIFUCIIMEV(I)«DELT*CFM
CONTINUE

CALCULATE INFLOW MASS AND OUTFLOW VOLUMEsCONVERSICON FACTOR

IF(NIF1.EQ.0) CO TO 105
DO 505 I=1sNIF1
J=IINF1(I)

DO S06 N=NLN¢NCONST

DASINLUN+J)=QINL(J)e CINLI(N»J)*DFLT*CFM

CONTINUE

IF(NIFZ2.EQ.0) CO TO 507
DO 508 I=1NIF2
J=TINF2(I)

DO S09 N=NLNNCONST

DASIN2(NeJI=QIN2 (J)¢CIN2(NoJ)*DELT*CFM

CONTINUE .
IF(NOF1.EQ.0) CC TC 510
DO 511 I=1NOF1

J=IOTF1(I)
VOUT1(J)I=QOUTL(J)*"ELT+CFM
IF(NOF2.,EQ.0) GO TO 513
DO 514 I=1NOF?

J=IOTF2(I)
VOUT2(J)=QCUT2(J)«DFLT*CFM
CONTINUE

OUTPUT INITIAL CONDTTIONS
SCE ]
CALL OUTPUT(IP)

ENTER MAIN LOOP

SET OUTPUT COUNTER <
ICOUNT=D
IPOUT=NTS

DO 199 IT=1sNTC
DC 106 T=1sNC1
IL=IENDL(I)
IH=IENDH(I)

LAYER 1-HORLZONTAL FLOW AND CIFFUSICN




IFt91(IV.LT.0.) GO TO 107 g INFLOW AND O UTFLOW FROM NODFS
DO 109 N=NLNsNCONST 2
CRAD=C1(NvsIL)-C1(NIH) IF(NIF1.EQ.0) CO TC 115
F=FRAC DO 116 I=1.NIF1
IF(GRAD «LT&0o) F=1. J=TINF1(I)
CP=C1(NsIH)+F«CRAD DO 117 N=NLNsNCONST
ACVECT=CP#*VOLF1(I) DASS1(NeJ)=DASS1 (NsJ)+DASINLIN+J)
DIFFH=DIFUC1(I)#GRAD CONTINUE
DASS1(NsIL)=DASS1(NeIL)-ADVECT-DIFFH IFINIF2.EQ.0) 50 TC 118
DASS1(NeIH)=DASS1(Ne IH)+ADVECT+DIFFH DO 119 I=1NIF?
G0 TO 210 : J=TINF2(I)
DO 108 N=NLNsNCONST CO 120 N=NLM#NCONST
GRAD=C1(NsIL)-C1 (N7 H) DASS2(N¢J)ZDAST? (NsJI+DASINZ (N J)
F=1.-FRAC CONTINUE
IF(GRAD «LT+04) F=O . TIFUNORL <EQeU F0 TS 121
CP=C1(NsIH)+F«CRAD DO 122 IS1NCF1
ADVECT=CP#VOLF1(I) J=IOTF1(I)
DIFFH=DIFUC1(I)+GR A DO 123 N=NLNeNCCNST
DASS1(NeIL )=DASS1(NyIL)-ADVECT-DIFFH DASSI(NeJ)I=DASSIIN+»J)=VOUTL(J) *CLINJ)
CASS1(NeIHI=DASS1(Me IH)+ADVECT+DIFFH CONTINUE

IF(NOF2.EQ.U) €O TC 314

LAYFR 2-HOTTZONTAL FLOW AND DIFFUSTCN ggréiiz{;%'NOF?
: DO 126 N=NLN+NCONST
IF(L2CA(I).EQe) GC TO 106
IF('JZ(I).LT.U:)'GO T0 110 DASS2(NeJ)=DASS2 (N »2 )=VOUTZ2(J) #sC2(N+J)
DC 112 N=NLNsNCONST CONTINUE
GRAD=C2 (NeIL)=C2 (N TH)
F=FRAC v k CALL SUBROUTINES T CALCULATF SCURCFS AND SINKSC
IF(GRAD«LTU.) F=1. :
cpzcz(N:xu)»r-ann DO 127 N=NLN+NCONST
ADVFCT=CP*VOLF (I} ] IF(ECALLlny.:e.n) ol 10, 127
DIFFH=D IFUCZ (I)*GR A TLL=ICALL (N}
DASS2(NeTIL 1=DASS2(Ny IL)-ADVECT-OIFFH CO TO (128+129)sTILL
DASS2(NeIH)=DASS2(Ne IH)+ADVECT +DIFF H g;L%os;;;(Nr
GO YO 106
DO 111 N=NLN+NCONST CALL BCDDO(N+IT)
GRAD=C2 (NsIL)-C2 (NsIH) CONTINUE
F=1.-FRAC
IF(GRAD eLT U e) E=U . CALCULATE NTW NODE 7 ONCENTRATIONS
CP=C2(NsIH)+FsCRAD .
ADVFCT=CP*VOLF2(I) gg 1:q ¥=NLNvNCONST
DIFFH=DIFUC2 (I)*GRAD 191 I=1eNN1
DASS2(NeIL)=DASS2(MNe IL)-ADVECT-DIFFH ClLUINsI)=DASS1(NsI)/VOLILI)
111 DASS2(NeIHI=DASS2(Ne IH)+ADVECT+DIFFH C3(N:I):DASS3lN-I)IASuRF(I)
2F0R+S GSLPRC «BONDO¢SLPRC «.BODDOyGSLFRG.B OI'DO IF(LaNﬂiII-FO-D) Ge To~191
106 CONTINUE gg;:;;dgonsszw.n/vou(n
-
€ se«s VERTICAL DIFFUSION gg:;i:BECOLNT’I
= =
DO 113 I=1.NN1 IFCICOUNT.NESNFOUT) GO TO 192
IF(L2NA(I) .EQeM GO TO 113 IPOUT=IPOUT-ICOUNT
DO 114 N=NLNsNCONST IF(NPOUT.GT.IPCUT) CO TO 199
DIFFV=VDIFUC(I)s(CI(NeT)=C2(NsI)) TT{HE=FL0AT(ITl-DELrlssun-
DASS1(N¢I)=DASS1(N+I)-DIFFV IP=1
CASS2(NeT)=DASS? (N+T)+DIFFV CALL ogrPUY(IP)
CONTINUE igggg;ag




2

B T = o e e s iyl ! =

o]
C s
C

1

TTIME=FLOATINTS)*DfLT/ 3600

IP=1

CALL OUTPUT(IP)

sTop

END

SUBROUT INE NCD

COMMON AHEAD(5)0AS[PF(380]UBHEAD|5)'Cl‘“v380)!C2‘“l380"C3“ 2 80)
2CHEAD|5,ICIN1("'38U)'CINZ(“'330)ICPPT(Q,IDC1(7SDIIDC2(750,|
3DIFUCLI750)¢ DIFUC2(750)9DN1(320) vDN2(380) s E1(750),
HEZ(750PvEV(}BD)bICALL(Q)IIENDL(7SDIlIENDH(750lvIINF1(3U)vIINF2(3Dl
S+IOTF1(30)» TOTF2(20 )19 L2CALT750) oL 2NA(380) +DASS1 (4, 2800,
6LASS2(4+380) vDASS3 (4 9380)9DPPT1( 493800 sDPPT2(4+380)¢NAMEC (L),
TQLUT50)9Q2(750)¢QCEF1(750)¢QCOEF2(750)¢QIN1(380)¢0 IN2(380)
800071(330'vQOUTZ(SBﬂ,IV1‘750)OV2(750)IVDIFUC(SBU)IVOLI(SBU)Q
OVOLZ(380)s VOLF1(750) + VOLF2(T50 )s
LAD+ADBs AMv AMBe AR+BIR » CFMoDELTsE1CvE2CoEVCoFRACeIBURs TEL12TE2 »
2ISKIPeNC1leNCONST sNIF1oNIF29s NLNyNN1s NOF1s NOF 2+ NPyNPOUT¢NTDS»
3NTSePLoP2¢RDIS sTEMPe THETA9s TTIMEs VS IBB

DIMENSION §V2(750,v‘CZ(“l330)lCIl|~)'CIZ(Q)!CI3(“"IDC1(H’UIDCZ(“'
2+IDC3(y)

SUBROUTINE TO INPUT DATA

READ(591) NRsNPeNRT

READ(NRe¢1) NN1NCL1 & N2sNC2sNCONSTeNTF1oNIF2ZsNOFL s NOF2sNTS,NPOUT,
SNTDSoNLN

READ(NR+1) TSKIP»IBP,I01+I02

FORMAT(1615)

READ(NR¢9) DELT+FRACICFMsVSsBUReELC oE 2CoEVC o+ TEMP» THETA

READ(NR¢7) RDIS

7 FORMAT(8E1C.0)

203
103

204
104
C »e¢»

FORMAT(8F10.0)

READ(NR¢6) (NAMEC(I) +I=1sNCONST)

READ(NRs6) (AHFAD(M) ¢M=1,5)

READ(NR+6) (BHEAD (M) s M=1,5)

READ(NR¢6) (CHEAD (M) yM=142)

FORMAT(20A4)

READ(NR+9) ADsAMsA DR yAMB yARPL yP2

READ(NRe¢1) (ICALL (N)»N=19sNCONST)

READ(NRT) (L2CA(I)+I=1sNC1)

D0 103 I=1.NC1l

IF(L2CA(I).EQ.O0) GC TO 203 :

READ(NRT) DC1(I)+DCZ (I)eIENDL(I) »IENDH(T) ¢DIFUCLEI)sDIFUC2IT ),
$QCOEF1( I)sQCOEF2(I)

60 TO 103

READINRT) CC1(I)sIENDL(I)oTENDH(I)»DIFUCI(T )yQCOEF1(I)
CONTINUE

READ(NRT) (L 2NA(I)+I=1+NN1)

DO 104 I=1sNN1

IF(LZNA(I).EQ.0) GO TO 204

READ(NRT) DN1(I)sDN (I)sASURF(I)»VOLL(I)sVOL2(T),VDIFUC(I)
GO TO 104

READ(NRT) DN1(I)sASURF(I)eVOLL(I)

CONTINUE g

INPUT VELOCITIFS(FT/SEC) OR FLOW (FTss3/SEC)
IF(IQ1.EQ.0) GO TO 251

READINR*9) (Q1(T)sI=1eNC1)

253
2553

255

254

205

256

2017
105

210

209

206
106
s

211
107

DO 252 I=1sNC1
V1(I3=Q1(I)/QCOEF1(T)

60 TO 253

READ(NR¢5) (V1(I)eI=1sNC1)
IF(IG2.EQ.0) GO TO 254
READ(NR¢3) (AV2(I)sI=1sNC2)
Ic=o0

DO 255 I=1WC1l
IF(L2CA(T).EQe.D) GC TO 255
IC=IC+1

@2(I)=AVZ2(IC)
V2(I)=@2(I)/QCOEF2(T)

CONTINUVE

GO TO 256

READ(NRe¢5) (AVZ2(I) sI =1sNC2)
Ic=o

DO 205 I=1sC1
IF(L2CA(I).EQ.D) GO TO 2US
IC=IC+1

VZ(I)=AV2(IC)

CONTINUE

INPUT INITIAL CONCENTRATIONS AT EACH NCDE (C/LITER)
READ(NR#»1) (IDC1(N)+sN=1eNCONST)
READ(NRs1) (IDC2(N)eN=1+NCONST)
READ(NRe¢1) (IDCTUIN1I»N=1sNCONTT)
READ(NR93) (CI1(N)N=1sNCONST)
READ(NR¢9) (CIZ(N) sN=1sNCONST)
READ(NR¢9) (CIZ(N)+N=1sNCONST)
DO 105 NZ1sNCONST
IFCIDC1(N).CT.0) GO TO 207

DO 208 I=1sNN1

C1INsI)=CI1(N)

GO TO 105

READ(NR¢5) (CL(NsI)s IZ1seNN1)
CCNTINUE

DO 106 N=1NCONST
IF(IDCZ2(N).GT.0) GC TO 209

DO 210 I=1sNN1

C2(NsI)=CI2(N)

GO TO0 106

READINR¢5) (AC2(NsI) +IZ1#NN2)
Ic=0

DO 205 I=1sNN1
IF(L2ZNA(I).EQeD) GO TO 206
IC=IC+1

C2(Ne¢I)=ACZ(NeIC)

CONTINUE

CONTINVE

READ INITIA MASS O LAKE BOTTOM (GRAMS/FOOT#+2)
DO 107 N=1sNCONST
IFCIDC3(N).CT.0) GO TO 211

DO 212 I=1sNN1

C3(NsI)=CI3(N)

G0 TO 107

READ(NRe¢5) (C3(N+sI)sI-1+NN1)
CONTINUE




601

£y Ven =~

111

@

312

113
114

115
116

11%
LTS

118

INPUT INFLOWw AND OUTFLOW DATA

IF(NIF1.EQ.0) CO TO 112

D0 111 I=1WIF1

READ(NR+8) JsQIN1(J) 9 (CINLUNsJ)¢N=1¢NCONST)

TIINFI(I)=Y

FORMATI IS+1°FS5.0)

IFINIF2.EQ.0) €O TC 114

00 113 I=1.WIF2

READ(NR¢8) JyQTN2(J) 9 (CIN2(NyJ)¢N=1eNCONST)

IINF2(I)=y

IF(NOF1.E3.0) GO TC 116

DO 115 I=1sNOF21

READ(NR¢8) JsQOUT1(J)

IOTFI(I )=y

IF(NOF2.EQ.0) €O TC 109

DO 117 I=1,WOF2

READ(NR¢8) JvQOUT2(J)

IOTF2(I)=y

READ SATURATION CONCENTRATIOM OF EACH CONST ITUENT

READINR¢5) (CPPT(N)+N=14NCONST)

FORMAT(16F5.0)

RETURN

END

SUBROUTINE SALTIN)

COMMON AHE/D(5)sASIRF(380)+sBHEAD(S) +C1(4+380)¢C2(4+380)+C3(4 +380)
2CHEAD(5) vCIN1(4y 380) +CIN2(4+230) +CPPT(4)yDCL1ET50)¢DC2(750) »
3DIFUCL(750)¢DIFUC2(750)9DN1(380) »ON2(380) s E1(T750),
‘0[2(750)15V(3BD)'IC1L(4)vIENDL('ISD)vIENDﬂl'{SD)vIINFl(}ﬂ).IINFZ(NJ)
S+IOTF1(30), IOTF2(30)sL2CA(T50) oL 2NA(380) yDASSL (43800
ELASS2(4+380) vDASS3 (4 y380)¢DPPT1(4+38U)9sDPPT2(4+380) ¢NAMEC (&) »
701(750]IGZ('.’SU)vQC(YFl("SD)vQCOEFZ(750)IOI‘JI(3EU)uGIN2(3SD)I
800UT1(380) +90UT2 (3 & )9 V1(T750)s V2(750) yVDIFUCI3IBO) ¢VOLL( 380)
IVOL2(380)¢ VOLF1(750) »VOLF2(T750 )y

1ADvADB¢ AMs AMB s AR s BUR CFMoDELT+E1CoE2CoEVCoFRACsTRURy IEL» TE2,
2ISKIPeNCLleNCONST oNTF1oNIF2 ¢ NLN9yNN1s NOF1s NOF2+NPsNPOUTsNTDS»
SNTSeP1leP2eRDISWTEM e THETAs TTIME, VSy IBB

*¢+ SUBROUTINE TC PRECTPITATE AND DISSOLVE SALT

¢+ REDISSOLVE SALT

DO 101 T=1eNN1

IF(CASS3IN+I).LELDs) GO TO 101
IF(L2NA(I).EQ.0) GO TO 102
TF(DASS2(N+I).CGELDFPT2(NsI)) CO TC 1U1
OR=RDIS*(CPPT(N)—=CT(N+I))sVOL2(I)+DELT/B6400.
CASS2(NeI) =DASS2(N+I)+DR
DASS3(NeI)=DASSZ(N+I)-DR

CC TO 101

102 IF(DASS1IN+T).CE.DF T1(NsI)) CO TO 101

DRZRDIS*#(CFPT(N)=C1(N+I))eVOLL(I)*DELT/86400.
DASS1(NeI)=CASS1(N»T)+0R
CASSZ(NeI)I=CASS3I(NT)-PR

101 CONTINUE
sss PRECIPITATE SALT

DO 1U3 I=1sNN1
IF(L2NA(TI).EQ.U) GO TO 1u4

105

104

103

IF(DASS1(N+I)aLE.DPPTLI(NsI)) CC TO 105

DASS2(NeI)=CASS2 (N ¢T )#DASS1(Ne 1) -DPPTLINsI)

DASS1(NeI)=DPPTLINI)

IF(DASS2(NI).LE.DPPT2(NsI)) CO TO 103

DASS3(NeI)=DASSI(N +T )#DASS2(Ne I) -DP PT2(NsI)

DASS2(NsI)=DPPT2(N+T)

GO T0 103

IF(DASS1(N+I)LELDPPTLI(NsI)) GO TO 1UL3

DASS1(NeI)=DPPTL(N »I)

DASS3(NeI)=DASSZIN+T)+DASSI(NeI)=-DPPT1(N+I)

CONTINUE

RETURN

END

SUBROUTINE 20DMO (N #IT)

SUBROUTINE TO CALCU ATE SOURCES AND SINKS OF BCD AND DO

COMMON AHEAD(S5)¢ ASIRF (730) vRHEAD(5) +C1(4+380) e C2(4978L)sC3(4+780)
2CHEAD(E) »CINL1(H9»380)) +CIN2(4¢780) sCPPT(4)»DCLITED)sDC2(T50)
3DIFUC1(750)+DIFUC2 (7 5U)¢DN1(220) oDN2(Z8U) » E1LTSR ),
YEZ(TSO)eEVI38U)eICAL(4) ¢ IENDLI750) ¢TENDH(TSO) 9 ITNF1(30 ) IINF2(30)
S+IOTF1(30) s TOTF2(30)sL2CALTED) oL 2NAI3Z ROy DASS1( 4y 220 )
6DASS2(4¢380) vDASS3 (4 9»320)eDPPT1(4s330)sOPPT2(4,+280) ¢ NAMEC(UY)
7Q1(750)¢Q2(750)eQCOFFLI750)¢GCOEF2(T50)¢QINI(380)«QIN2(380)
8QOUT1(380) +20UT2(380)+sVI(T50)eV2(T50) ¢ VOIFUCI3E0) 9 VOLLI3BU)
9IVOL2(380) ¢ VOLF2(T75 () s VOLF2(T50)

1ADsADBoAM¢ AMBr AR 9D LR » CFMeDELT9E1CoE2CoEVCoFRAC+TBURsIELIE2
2ISKIPeNCLeNTONST oNTF 1oNTF2 9 NLNoNNL1s NOF 1o NOF 2+ NPyNPOUT+NTDS
INTSePLsP29sRDISsTEMPe THETA« TTIME,VSe IRE

DIMENSION ATR(ZR0) +TTV1(330),TV1(380)

IF(IT.GT.1) GO TO w0

ses CONVERT K*'S FROM DAY -1 TO SECCNDS-1 AND ADJUST FOP TEMFERATUFE

TAT=THETA* *( TEMP-20. )
AD=(AD/B6400.)sTAT
AMZ(AM/8SB40U.)*TAT
ADB=(ADB/BE4GO.)»T AT
AMB=(AMB/BE4 UD L) oT AT

ss» CONVERT BUR FROM GFRAMS/METER*s 2/DAY TC FRAMS/FTes»2/SEC

BUR=BUR/930001.724

sss CALCULATE AVG. VELOCITY FOR NODF

DO 202 I=1eNC1

202 ITVi(IN=0

20
s

s

20

DO 203 I=1sMC1l
IL=TENDLCTI)
IH=TENDH(I)
TVICIL)I=TVICIL)I+ABSIVIITI))
ITVICIL)=ITVI(IL) +1
TVI(IH)I=TVIC(IH)+ABS(VL(I))
3 ITVI(IH)I=ITV1I(IH)+1
+ CALCULATE REAEPATION COFFFICIENT FOP EACH NODE
DO 201 I=1sNN1
AIR(I)=AR«((TV1(I) FLOAT(ITVI(I)))*»sP1)*DN1(T)*+P2
IF(AIR(I)CTela0) ATR(IN=1.0
IF(AIR(I)aLTee0S) AIR(I)=.0S
* ADJUST FOR TEMPERATURE AND CCNVERT FROM DAY-1 TO <Ef-1
1 ATR(IVI=(AIR(I) *1.07+*(TEMP-2U.)) /864UC. -
L=N+1
Y=VSeDELT




CECAY 20D &ND DC

CO 101 I=1.NN1

CALCULATE MASS OF T REQUIRED FOR AFERORIC CONOITIONS

LAYER 1
SAZCL(NeI)*VOLI(I)*DELT
PASSAL=AD#SA
PASSB1=C1(LsI)evOL2(I)

TEST IF BOC DEMAND IS CREATER THAN DO AVAIL ABLC

IF(DASSA1.CT.DASSB1) GO TO 102
DASS1(N+I)=DASS1(N+I1)-DASSAL
DASS1(LeI)=NDASSLILI)-DASSAL
cC 70 103
DASS1(LeI)=DAS1(LsI)-DASSB1
REDUCE K DUF TC LACK OF DO
AZAM+ (L AD=-AM)/(DASTAL1/VOLLIT)) )sCLt L, T)
IF(ALLT.AM) AzAM
DASS1(NsI)=CASTLIN o7 )-A«SA
LAYER 2

TFIL2NA(I).ZQ.0) GC TO 104
SAZC2(NesI)*VOL2(I) +DELT
DASSA2=AC*SA
DASSB2=C2(LsI)»vOL2(I)
IF(DASSA2.GT.DASSBT) GC TO 105
DASS2(N+sI)=DASSZ(N+T)-DASSA2
DASS2(LeI)=DASS2(L+I)-DASSA2
GO TO 104
DASS2(LeTI)=NDASS2(L+I)-DASSB2
AZAM+((AD-AM)/(DASSA2/VOL2(TI)) )«C2(LsI)
IFCALLT4AM) A=AM
DASSZ(NeI)=DASST (N +T )=AsSA
LAYER 3
SAZC3(N+I)*ASURF(I)DELT
DASSA3=ADB=*SA
DASSB3=C3(LeI)*ASUNFI(I)
IF(DASSA3.GT.DATSB3) GO TO 20US
DASS3(NeI)=DASSTIN+T)-DASSAZ
DASS3(LeI)=DASSI(LT)-DASSAZ
G0 TO 106
DASS3(LeI)=DASST (LT )-DASS83

AZAMB+( (ADP-AMP) /(TASSA3/ASURF (I))) sC3(Ls1)

TF(ALLT «AME) AZAMB
CASS3(NsI)=DASSTIN T )-A*SA

SETTLE B0OD

LAYER 1

YDN1=Y/ONL(T)
IF(YDN1.GTelae) YDNI=1.
BODS1=YDN1*C1(NeI)*VOL1(I)
DASS1(N#+I)=DASS1(N+I)-BODS1
IF(L2NA(I)«EQ.C) GO TO 107
LAYER 2

YOCN2=Y/DN2(T)
IF(YDNZ«GTele) YOND- 1
BODS2=YDN2+C2(NsI) »vOL2(I)

">

e s

DASSZ(NeI)=CASS?(N+I)-RIDSZ+FONCS]
DASS3(NeI)=DASSTIN +»T)+R0ODS2

€0 TO 108
DASS3(NeI)=DASST(N T )+BODS1

DO UPTAKE BY BFNTH™ ODFPOSTTSC

IFIC3(NeI)eLEWC.) 7C TC 11U
UPTAKE=BUR®ASUFF (T)¢DELT
IF(L2NA(I)WEQ.0) CF TO 1UA

FROM LAYER 2

IF(UPTAKE «CT «DASSET) UFTAKEZ=DASEA2
DASS2(LeI)=DASS?2(L+T)-UPTAKF
DASS3(LeI)=DAS T(L+I)+UPTAKF

GO TO 110

FROM LAYER 1

IF(UPTAKL «CT.DASSR 1) UPTAKF=CASAP1
DASSI(LeIN=LASSI(LT)-UPTAKED
DASS3(LeI)=CASST(L ") ¥YUPTAKE

REAFRATION FT SURFACE

CALCULATE (0 SATURATION FOR THME NODE IN CPAMS/LITEF

N0 CSEURT263 1T 7o/l 55 Te TEMP ~oUF 1L T 2 £1 INTPS ¢ T) ®o(iUI0 IETGSC LGN T % T

$sC1INTDSsI))/2000
DASSICLoI)="ASSIIL oT)¢ATRIT)IS(CS-CI(L o T))oVOLLI(T)DALT

AVOID NEGATIVE "O P SUPERSATUFATION CT DO

CSD1=CSsVvOLLI(I)

IF(DASSL(LsI)alTeUW) DASSI(LYYIZULL

IF(DASSLI(L9T)eCToCI1) PASSLILT)I=CSOL

IFI(L2NA(I)«E Q.00 GC TO 1Ul

CS2=(T74726217- 01524 TEMP-oDZ1UT7eC2INTPS ¢ T )1+ LLLLISIUSC2( TSy 1)
33C2(NTDS»1)) /1000

CSN2=CS2+VCL2(1)

IF(DASS2(L sI) el Tl o) DASS2(LeI)ZUL

EREDASS2ELIL ) oCTCSO T I DASS2ILPIYSCSL2

CCNTINUE

FCTURN

END

SUBROUTINE QUTFUTI(TIP)

SUBROUT INE FOR CUTFUT

COMMON AHEAD(S) ¢ ASUTF (230) o RHEAR(S) yCLUL49380) ¢ C2(407E8L) oC3(L4380)
2CHEAD(S)yCINL(Uy 380 »CTR2(4290) oCFPT(Y4) s PCLUTEN) «DCI(TSO) o
Z0IFUCLIT750)9DIFUC2 (7TSU)eDNL(ZR0) +ON2I3BU) o E1(750 ),
4E2(TS0)eEVIZEO)»IC AL (4) 9 IENCLITED) oIENDH(7S0) » IINFLEZ0 )9 ITNFZ(20)
SeIOTFLE30) TCTFZ2(2U)eL2CALTEO) oL 2NAIZPN) ¢ CASS1 (b4, 780y
6DASS2(4¢380) vDASS3 4 o38N ) eNPFTI(LZ8L)»y"PPT2(4,280)NAMEC(U),
TQL(T50) eQ2(75U)e ACY FL(T50) ¢QCOEFZ(750) ¢QINL(380)¢3TIN2(380)
3Q0UT1(380) sQCUTT(381)eVLILTSU)eV2(TSL) »VDTFUCI38U)9VCLI(ZBO)
9VOL2(380) e VOLFL1UT750) »VOLF2(TEU )

1AC »ADBsAMs AMB o AP 9B UF o CFMoDFLTWEL1CIE279EVCoFRACIIBURY TELY TET »
2ISKIPeNCLo NCONST oNIF 1oNIF29 NLMeNNLe NOF1 s NOF 23 NP yNPOUTeNTDS,
INTSePLIF2s%CIS eTEMPo THFTA,TTIME,VSy IBE

IFtIP.CT.0) CO YO 1IU
IF(ISKIP.ES.L) 0 70O 300




44!

¢+ QUTPUT INITTAL CONTTTIONS

Dy D

#ss CHANNEL DATA QUTPUT
WRITE(NP»50)

S50 FORMAT(1HL+S1Xs"CHMNEL DATA's // 422 Xs"sesassnssss LAYER 1 #*t2sssss

T2 33X e k220 e2esr e LAYER 2 s #xsxxvnsnas?)
WRITE(NP+51)

51 FORMAT(1Xe *CHANNEL LOW HICH VELOCITY FLOW DIFF COEF
$VELOCITY FLOW OIFF COEF®v/e1Xe* NUMBER NODE NODC FEET/
$SEC FTas-/SEC F T «2/5EC FEET/SEC ET®¢3/SEC ETne2/SECY )

DO S16 I=1NC1
IF(L2CA(TI).EQeM™ GC TO 517 r
WRITE(NP¢52) IeIENCL(IDsIENDHIT) oVI(I)+vQ1(TIsEL(I)2V2(TI)oQ2(T),
$C2(I)
ECo L0 516
517 WRITE(NP#S52) I+TENDL(IDeIENDH(I) oV1(I)+Q1(T)eELI(I)
516 CONTINUE

52 FORMAT(3XoI2 ol4XeI3 o3XeTI293XeFBe59E12e401XoF10e4e3XoFB.50E12aki0
$1XeF10.4)

52 FORMAT(3XeIZ o4 XeI3¢Z XeIT93XoFSeS59E12e491XeE10eUsBXy *NC* 98Xy "NC®
$£+10Xe*NC*)

C »s«s NODE DATA QUTPUT
WRITE(NP+54)
WRITE(NP¢57) (MAMEC(N) »N=19NCONST)
WRITE(NPsSC) ((AHEAD (M)eM=1s5) +N=19» NCONST)
WRITE(NP#ST) ((PHEAD(M)eM=14s5) y»N=19 NCONST)
FOPMAT(1HL +4 EXs*"INTTIAL NODF CONCENTRATICNS *+/)
FCRMAT(2UXsS(2Xe "4 222 %2" yAlig " sxvs9 %))
FORMAT(2X¢ *NODE VERT DIFF CCEF'y5(5A4))
FORMAT(1Xe *NUMEER FT+«%2/SEC*y 3Xs5(5A4))
DC 513 T=1,NN1
IF(L2NA(I).EQeM GC TO 519
WRITE(NP5°) IsEVII) 9 ((CLINeT) oC2(NI))eN=1sNCONST)
€O TO 518
51C WRITE(NP»57) TIs(C1lINsI)eN=1eNCONST)
51¢ CONTINUE
58 FORMAT(ZXeIZsZXeF1 e lUs3XeS(2(2XeF8.4)))
52 FORMAT(2XeI398Xe "NC COEF*¢3Xs5E(2XeFBalks3Xs*NO NODE®))
IF(IBB.5@sl) CO TO 200
WRITE(NP»6R)
6% FORMAT(//91X+*LAKE "OTTOM DATA /)
WRITE(NP+E?2) (NAMEC(N) +N=19NCONST)
69 FORMAT(2Xe "NODL ' s1 Y S(2XsAlelXe*CONC®))
WRITE(NP971) ((CHEAT (M)eM=1+2) oN=1s NCONST)
FORMAT(1Xs *"NUMBFR® ¥ (3Xs2A4) /)
0C ©29 T=1,,NN1
E2° WRITE(NFP#71) To(CZIN)I)sN=1eNCONST)
71 FORMAT(ZXeIZ o1 XeS5(7X1F8e3))
C »sx QUTPUT INFLOW AMC (UTFLOW DATA
300 WRITE(NPsSC)
E0 FOPMAT(1HL +2UX+*INFLOW AND OUTFLCW DATA®s//)
WRITE(NPy51) (NAMEC(N) sN=19 NCONST)
61 FORMAT(1Xs* NODE LAYER INFLOW v 4X o5 (AL TX) )

[LRT NN

w~oOun s

70

WRITE(NP9ET) (PHEAN(2) 9N=1e¢NCCNST)
62 FORMAT(1Xe "NUMBER® +11X+s"CFS*s6Xe5(A4yTX))
IFINIF1.EQ.0) GO TC 520

o]

2o N

521
€3
520

523
54

526
65
66
67

£§25

528
301

ses
100
201
72
3
74

185!

531
530
76
13T

532

EE R

202

DO 521 I=1NIF1

J=IINF1(I)

WRITE(NP96Z) IINFL(T)9QINL(J)e (CINI(NoJ) o N=1yNCONST)
FORMAT(2X 9 I3 ¢6Xe "1 "o 4XsFTa2+5( 3X+FB 4
IF(NIFZEQ.0) €C TC 522

DC £23 IZ1.NIF?

J=TINF2 (1)

WRITE(NP+6Y4) TINF2U(T)eQTN2(J)e (CIN2 (NvJ) s NZ19NCONST)
FORMAT(2X 21T s6Ye "2 e 4XsF 722050 3X9FBo41))

WRITE(NPs6E5)

IFINOF1.EQ.C) CO TC 52%

DO 526 I=1.NOF1

J=IOTF1(I)

WRITE(NPsGE) ICTFL1U(T)e2CUTLCY)

FORMAT(/2X »" NOCT LAYER OUTFLOW® o/ 91X *NUMBER®*917Xe*CFS*)
FOPMAT(2XeIZ96Xe 'L " 5X9F742)
FORMAT(2XeIZ9EXe "2 %9 5X9F742)

IFINOF2.EQeN) CO TC 3u1l

DO 528 I=1NOFT

JZIOTF2(I)

WRITE(NP67) INTF2(T)yQ0UTZ (N

Cc 70 101

OUTPUT AFTiR TIME TTIME

GC TO (Z0U1+2UL2)+TP

WRITE(NP72) TTIME .
FORMAT(1H1 21X »*NODPT CCNCENTPATIONS AFTFR*»F3e2)° HOUFS'//)
WRITE(NFP»72) (NAMEC(N) sNZ19NCCNTT)
FORMATUTXeE(3X o 20 ssas" s Aly® s seres'))
WRITE(NP»74) ((AHEA (M)sM=145) yN=19 NCONST)
FORMAT(2Xes *"NODRF* s1Ye5(5A4))

WRITE(NP»7E) ((PHEA" (M)sM=1¢5) »N=1s NCCNST)
FORMAT(1Xe "NUMPFR® «S(5A4))

DO S30 I=1sNN1

IF(L2NA(I).EQel) C” TO S31

WRITE(NP+7€) Ts((CII(NeT)sC2(NeT) ) eN=1yNCOCNET)
GO TO 530

WRTITE(NP+77) Iw(CLINwI)eNZ1¢NCCNST)
CONTINUE

FOPMAT(2XsIZ o2Xe5(2(2XsFEati) ))
FORMAT(2X o IZ 92XeS5(2XsFBal49e3Xs"NO NOCE "))
IF(IBB.EQW) 6 TO 101

WRITE(NPs6ER)

WRITE(NP#s69) (NAMECIN) +NZ19sNCCNST)
WRITE(NP#7() ((CHEAD(M)¢M=142) vN=19» NCCNST)
DO 532 I=1sNN1

WRITE(NPs71) I+(C3(N+I)eN=1sNCONST)

GO T0 101

OUTPUT CONSTANTS AN OPTIONS USED

WRITE(NP+78)
WRITE(NP+79) DFL TeFPAC
WRITE(NP»8E) EVC
WRITE(NP»80O) EIC
WRITE(NP»82) EZC




WRITE(NPy84) RODIS
WRITE(NP98S) TEMP, META
WRITE(NP+8E) BUR
WRITE (NPy8E) ADs AM+ADB ¢AMBy AR ¢ F1 4 P2 o V5
78 FOPMAT(41X+*CONSTANTS AND OPTTONS USED*//)
79 FORMAT(1Xs T IME STTP="sFlale1Xs"HOURS " s8X ¢ *UPS TRE AM CONCENTM ATTION
$FACTOR="+Fla24 /)
80 FORMAT(1Xs *CONSTANT DIFFUSTON COEFFICIENT USED IN LAYER 1. EC1=%,
$F12.1001Xe *FTx22/SEC*/)
82 FORMAT(1Xs *"CONSTANT DIFFUSION COEFFICIENT USED IN LAYER 2. Fer=y
$F12.1091Xe *FTe27 /SEC /)
84 FORMAT(1Xs 'TDS REDTSSOLVING COEFFICIENT(RDIS)=*yE10<4s® 1/DAY*/)
85 FORMAT(1Xs "AERC®IC POD DECAY PATE FOR BRINEZ"¢F5.341Xs *CAY-1"48X,
$ *ANAEROBIC £ 0D DECAY RATE FOR BRINE="+F5.3¢1Xs *DAY=1"4//41X,s "AEPOB
$IC BOD DECAY RATE fCR THE BENTHIC DEPOSIT="¢F543+1Xe"DAY-1"y8Xys AN
$AEROBIC BOD CECAY RATE FOR THE BENTHIC DEPOSIT="yF543+1Xs*DAY-1"%,/
$/+1X+'DO AERATION COEFFICIENTS AR=*sFEe392Xe® P1="4F5.342Xy* P27,
$F6.3+8Xe*BOD SETTLING VELOCITYZ" vF5e3¢° FT/SEC*/)
86 FORMAT(1Xy*CONSTANT BENTHIC UPTAKE CF DO IS ASSUMED. BUP=* " 5.2
$' GRAMS/METER*#2 /DAY *)
88 FORMAT(1Xe "THE VERTI CAL DIFFUSION COEFFICIENT IS GIVEN A VALUE =,
$F12.1091X0e "FT*22/SEC*/)
82 FORMAT(1Xs *TEMFFRA TURE =*,F4.] *1Xe"C*v8Xs"THE TEMPFRATURE CORRECTI
$ON FACTOR FOR EOD ™ CAY(THETA)=* vF6e307) ”
101 RETURN
END




€11

SAMPLE INPUT
CARD 1
5 6 9
CARD 2
3VS T TS Ik 2548 2 7
FARD 3
1 1 i 1
CARD 4
. 1.0 28.31605
7.0 1.03
CAPD S5
6.E-3
CARD 6
TDS BCDO DO CON
CARD 7
LAYER 1 LAYER 2
CARD 8
CsL S/L
CARD 3
C/FTs22
CARD 10
.1 #0115 o1
CARD 11
0 &/ 0
CARD 12
= 692.16= 3122 .6- 2 A2z~
= 3359 %= 3398is5= 32:8Tia 1=
* 256U.0~- 1360.0 £92.6
= 4LL0D~ 200.0- 25040~
< 2400.0 45600 - ~00.0
= IbL.0- 400.0- 2U0.0-
- 3400.0- 355040 - Z 500~
= 1500.0- 7000.0- 20UU.0-
= 4700.0- 140040 - Tul.0
s S0.0- 1000~ SL.0-
= 2000.0- 460040 Sul.0
2000 4L0.0 “Ul.0-
= IE0.N- 250e= Z50.0-
= 1300.0- 2000.0 - 17 50 .0 -
= 1716060~ 15160.0= " 11600
= Zuut.n - 2200.0- 4UL D
1?2 C0e0= 2€0.0 iN6U.0-
2EL.N- 310.0 “6U.0-
?eUe0- 2€0.0 ZEBU.lL~=
fOCO .0~ 20WL0.0 1Mun.0~-
11000.0- 103%5.0- wcou.0-
= 2500~ 350 .U - J0U .U~
= 130V.0- 130C.0- 10u.U-
= f0UD.0- 13000.0- WU0 .U~
2550.0 2860.0 17U0.0-
J00.0- 1450.0 20040~
3000.0- 10000.0 WUL.O-
= 112C.0- 200U - 1300.0-
- 2US0L.D0- 23500.0- 2 LUDLO-
= 2415.0- 2800 .U - MU0 .0 -
& 1eLL.0- 220040~ TuU.0

¢
[
N

<015

2269.8-
342248~
Z2500.0-
?00.0-
1000.0
21 00.0-
3e00.0-
0000~
10 92.6
100.0-
5500.0
500.0~
1450 .0~
1°00.0-
4235.0-
14 42.5
€6e0.0
1210.0
300.0
TU 00 .0
435.0-
1800 .U~
1800.0-
220.0-
400.0
1100.0

20265.0-

1200 .0~

25000 .0~

2400.0
6U40.0

12.9

325844~
3161. 4~
200.0-
250. U~
300. 0~
2200.0-
4200.0-
4000.0-
2300.0
100.0-
200U. 0=
4500.0-
1950. 0~
1760.0-
4435, 0-
500.0
260. 0~
260.0-
€00. 0~
5000.0-
4000.0-
1800.0-
1000. 0~
2020.0-
1300.0-
4300.0-
1215« 0=
4200.0-
1000. 0~
300.0-
4460.0

3494.1-
4200.U-
200.0-
85N 0~
1000.U-
2350.0-
4200.0-
5000.0-
1700.C-
100.0-
6000.0
2100.0
1950.L-
32600~
4025.0-
1700.0
310.0
260.0
1000.0
5000.0
23900.0-
2350.0-
13000.0-
1420.0-
400.0
1000.0
2020.0-
5300.0-
1700.0-
700.0-
3900.0

T.8

~1e5

eI
40€0.0-
2500~
500.0-
1200.0-
2950.0-
3200.0-
4400.0-
100.0-
450.0-
€560.0~-
200e0-
2450.0-
71 €0.0-
2435.0-
250.0
10600~
€6U.0~
2300.0-
5000.0~
1600.0~
2250.0-
8000.0-
2200
300.0-
15000.0-
2500.0-
4450.0-
2000.0-
4€5.0-
1000.0-

«0L0015

33713
3560.0
550.0
1000.0
1000.0
3250.U
1000.0
4200.0
100.0
500.0
1000.0
€00.0
2450.0
12€60.U
2500.0
1550.0
€60.0
151000
4000.0
16000.0
1000.0
2400.0
£000.0
2192.6
1450.0
5u00.0
2700.0
1€00.0
720.0
1315.0
2000.0

400U.0
9E0.N-
800.0-
260040~
32u0.0
7660.0
3000.0 -
1400.0-
ESLU.OD
1300.0
4UO0.D -
SuB.0-
5500.0 -
12500.0-
8700 .0
1000.0
15u0.0
1800.0
8400 .0~
2700.0-
8000.0-
48000.0
15000.0
Zuul.0-
2300U.0
6ULU.O
14000.0-
40000.0
200000
29055.0~
1000C.0n
480U0.0N
34000.0-
43000.0
10000.0
8250.0-
50000 -
3@5 230~
50U0.0 -
2000L0.0-
31000.0
20000.0-
1o00.0-
21144.0-
1U00.0
3000.0-
788.0
1694.0
2838.0-
2694 .0
10000.0-
7000.0
1083%.0-
22000.0
13684.0-
12998.0
12773.0

32100.0
9S0.0-
200.0 -
600.0-

1000.0
2300.0
38265.U0 -
400.0-
5500 «0 -
2200.0
9600.0 -
400.0-
5000.0
7100.0-
7000.0
2000.0
1000.0 -

40000.0
100.V0

2000.0
2000.0 -
10000.0
2000.0
18000.0 -
£10U0.0
3000.0

29000.0 -

30000.0

13000.0

3C500.0 -

400U.U -
1500UN.0

160000 -

16000.0 -

17000.0

8250.0-
1000.0
948R8.0 -

26000.0 -

2000.0-
8000.0
1200.0
1300.0 -
2144.0
1000.0
6523.0-

10000.0

3312.0
3467 .0
134C2.0U -

11208.0 -

1000040

21144 .0 -

24000.0

12839.0-

12159.0

10000.0

17000.0
000.0-
400 .0~
Vub.0-
U0~
0ub.0-
2% 00.0~-
400.0-
TULL.0-
T20U.0
19000~
f15.0
39700.0
DUL.O-
7°0U .0
2°00.U
100.0
4 Z0Uu.0
17 U0 .0
10uU.0-
20000
4000.0-
21000
Vub.0-
1L0U0.0
240U00.0
210U0.0-
TVUO.0
90 UD .0
2500.0-
JUUU.0 -
Uuu.0
muo .o
SUU.O-
3(Cu0.0
33523.0-
20U.0
F4 44,0
2 10u0.0-
f00.0-
Fou.0-
1000.0
156.0-
788.0
C94.0
11°88.0-
MW00.0
300.0-
4047 .0
4UU.0
1223%.0-
21144 .0
238.0-
X 94.0
R38.0-
24134.0-
0U00

E500..0-
10U0.0-
400.0-
12000.0-
115.0-
3000 .0~
CO00.0-
200.0-
1U500.0-
2115.U0
1015 e0~
400.0
37”00 .U
€00.0-
2500 .0-
2400.0
TT00.0
12000.0
€4 00.0
1L00.0-
6000.0
15365.0-
2u00.0-
4€500.0-
4000.0-
Z990.U
20000.0-
1000.0-
€000 .u
40000
T44 55 .0~
3000.0
S00.U-
20250 .0~
28 00.0
54 88 U~
36000 .0
3000.0
2250.0-
1000.0-
3750 .0~
2000.0-
200600~
1600 .U
78R.0
141 44 .0~
4N 00 .0
4000.0-
8u0U .0
10 8%.0
13606.0
13€2%.0
23°50.0
23250 .0~
240 94.0
10000.0-
44 55 .0

10000.0~
1115 (1=
1000.0-
14000. 0~
FlLU.D-
€uoo. 0
€100. 0~
46U« 0-
15000.0-
20u0. U
1UlU. 0~
7500. 0
12000.0
2215.0-
2000.0-
1800. 0~
11000.0-
20C0.0-
7500.0
1U0u00.U
€200.0-
60000. 0~
10395.0
8UDU. U~
29905 0-
99U. U=
124E£S.U-
2000. 0~
200uen
1000 u
TENONeU-
1000. 0~
5705« U~
22705. 0-
luo0Ue L=
S444,0-
3000.0-
8000.0
2250 0-
f000.0-
1750.0-
1500.0-
10004 u-
1un0.0
SuCuU«0
21144, 0~
700040
€000. -
10984.0
12000.0
10400.0
23°06.0-
1060U.0
10000. 0~
1C00U.0
5000. 0~
€00u.0

2836S.U~
1000eU-
4200.0-
27000.0-
2G0.0-
32500.u
1800.0~
5000.0-
15000eu-
i00C.C
400.U-
12200.0
3000.0-
200.0
3000.U0~
1000.0-
1400.0-
24365.0~
€30U.0
10t0.C
2500.0~
15000.U~
1000.0-
3000.0
24255.0~
30600.0L
19000.L-
29455.0-
1000.0U
S0 0N U
180000~
1000.U-
10000.0~
2HUG 0L~
114€5.0-
1000.0-
5000~
200U 0
LZga el
9200. U=
8523+0~
250~
8523.0-
2000.0
7000.uU
1838.u
1100040
10523.0-
12523.0
100U.L~-
4735.0
400.U-
12000.U0
1000
1€0U.L
7855~
%4 .U

200000~
300.0-
2600.0-
14000.0-
20U.D
2200060
1200.0-
I000.0
210000
€00.0
EE00.0
1300.0-
323650~
100C0.0
TCOD.0-
125U0.0~
11 00.0-
51000.0-
250U.N
SU0.0-
“A0L0
10000.0
11000.0-
2B0U.D-
415000~
S00.0-
X0L0.0
37000.0-
1000.0
41N 00
400U eN
30000~
20000
ERUQ D~
1932.0~
I000.0-
FR50 .0~
2000.0-
lL44eL.0-
17°CC.C
1078R8.0-
1000.Nn-
10?28R.0-
1000.0C
100N«0
Fe4.0-
1100u.0
3 9 L O
12000.0C
CRARULD -
27N0Ge0
20006.0~-
2735.0
24000.0
13R55.0
938.0-
22772.0

1600.0
200.0
2600.0
2200.0
TU4D.0
7500.U
1115.0
4000.0
700.0
2000
2N00eU
ECD0.U
41C00.0
2700.0
l1uUul0.U
2U00.0
3800.0
15500.0
700.0
15u00.0
Te000.0
8500.0
2un0.u
2300.C
220000
12000.0
21LCto.0
220000
500.0
4LLULOWU
41000.0
324550
77000.0
4ub0.U
1444 .U
SulnN.u
E7 500
sL00.0
7444 .0
JUu00.0
15444.0
1ubD0.U
1914440
Zu00.u
ZU0D.U
23%.U
20000.u
27l44.0
120000
7£39.U
€u00.u
7C84.0
16000.U
2000.0
25944 .U
120000
11773.0




- l4ulo.0-
1ult.0
2uL0.0-
5255.0~
5455.0

S000.U~-
10455.0
1855.0
3000.U -
500.0 -

10455.0~-
®55.0-
2000.0
9000 .U~
155.0~

838.0-
S000.0-
3600.0

11455.0-
3000.0-

15617.0-
3E00.0-
3000.0
2000.0-
2500.0

7000.0-
9000.0~
4000.0
500.0
2855.0-

1000.0
13000.0-
7455.0
2000.0
15000.0-

13u00.0
4000.0
500.0
400.0
35000.0

TARC 13
SU.U-
194.5
iulo.n
loute0n
2000 .1
S0n.n
200.0
Tulia0
14677~
3€7.7
19387~
1862.7
4ulC.0
30u0.0-
S600.0 -
5180.0-
554.0~
38U.0-
euo.n
1443.0-
2uB.0-
2322.0-
TS0
uun.n
262640~
800.0-
400.0-
200.0
170.0-
10SU.0-
= 445.0
g 200.0-
CARD 14

2000 -
494,5
184,.5
20n.0
12040
80U.U0-
22Ul eU =
3L0.0
100.0
2519.7
55% .0
1420.0
300u.u -
S55U0.0-
2470.0 -
50U0.0-
30000
3174 .0-
1125.0
763 .U
1500eU -
732.0
200U~
1972 .0-
25060 eu
2000.0-
132.0
925.0
100.0-
200.0
1075.0
748.0

Zuu.0-
438.1
479.0-
1177.7
E6Te7~
1ul.0
“UL0.0
1u0.0
1 0U.0-
4219.7
1260
200U.0-
T315.0
Jl1u.D
" 75.0
27110.0
f662.0
7000~
00.0
307 .u~-
S LU=
150.0
20U.0-
4660~
2UU.0
2645.0-
T U0.0
1505.0
1430.0-
100.0
455.0
76640

400.0-
344.5
2606~
4u0.0
200.0~
1267 .7~
200.0-
2000.0
700.0
130T~
€75.0
3345 0=
22180~
500.0-
1700.0
125.0
3680.0-
78440
1680.0-
S00.0-
1W00.0-
€717.0-
C00.0-
1086.0~
332.0
327.0
1600.0-
1000.0
480.0-
1100.0
555.0
966.0

500.0-
344.5
Z16.1-
1500.0
400. 0~
200.0
200.0-
2300.0
2000.0-
500.0
750.0-
430.0-
200.0~
420.0-
400.0-
4002.0
4400.0-
1200. 0
200.0-
2788.0-
3000.0-
6464 0=
180.0-
1480.0
212.0-
2180.0
65540~
28U. 0~
525.0
200.0
535.0
766.0

445~
689.0
1471.6-
1500.0-
400.0-
1900. U~
2000.0
200.0-
300.0-
1000.0-
1255.0-
3000.0-
220.0-
340.0
220U
3500.0-
3554.0
7902.0-
1231.0-
1680.0-
10000~
1880.0-
666.U-
5000.0
434.0-
1760.0
800.u-
200.0-
2000.0
320.0~
463.0
18.0 -

1200.0D~
S00.0

22826~
200.0-
6000~
200.0

1338.1
382.6
1582.6
200.0
800.0
1700.0
1000~ 617.0
1400.0- 217.0
1800.0- 231.
852.0 750.0
2255.0 74U
400U0.0 2293.0
2025.0 €412.0
5892.0 3900.0
200.0 3897.0
5200.0- 530.0
4442.0 200.0
3900.0- 3091.0
1000.0- 3000.0
780.0 6737.0
808.0- 1182.0
"560.0- 800.0
1500.0- 2000.0
1752.0- 900.0
T09.0 1200.0
1595.0 375.0
1890.0- 565.0
305.0 1000.0
1880.0 1490.0
200.0- 800.U
800.0 200.0

o

1
CARD 1€

1 0
CARD 16
o n
CARD 17
0.
CARD 18

CARD 1°¢
10100 Ue

123.0133.0133.01233,0173.M 33.01334011 33.0133.0133.0133.0133.0133.0123.0132.5132.U
12340133.0133.0133,0122.0133.0133.0133.0132.0133.0133.0133.0133.0133.013%.0133.0
1533.0137401334013340133.0132+513245132.5132+5132.0131.51305130.01300130.0L132.5
172.4013151305120401304 (130.013040133.01334013245132.5132.5132.5132.5132.5132.5
132.513245132451324513245132e513245132+5132.5132.5132.5132.5132.5132.5132.5132.5

1724513245132¢51225122¢"132e51325132¢5132513245132.51324513245132e5120.%132,5
132.513245132451 7240130 (130.0130.1130013040132.5132.5172.5132.7122.5172.5232.5
13245172.013240171+513061130.0130.0130+01304013000132.512245132.5172.5127.0132400
7240132.0131451314513140130+%130.5130e51204513045130.517025130+%2 70e513224013240
132.01232.013240171+5131451314513145171.013140131.0131.017140171017101314012100
13140131.0131401 7101314 3140131401 71.013140132.0132.0123145131512145131.01 7140
13140131.01314013140131401314013140131e0131401314013045130Le51305131e5171.513100
171.0131.01314U1%0e5130e5130+5130+51704513045130.513045170.513005131.0171.0130.0
130.0130.0130401704013040130+013040130+013040132001304013045130+517045170.5130.5
120.5130.5130.01304017001130.513045130+513140171401314013140132401 7140171405710
171401314013140171402314(13145131451315131e517145131.5121.5131.51315131.5131.5
131.5122.0132401720132.M 32.0132.0132.0132.0132,0132.0132.0132.01172.0137.0122.0
13245132.513245122,51324 7132.51325132.5132.5132.5132.5123.0133.0177.0177 0112340
133.0133.0133.0173.0173.0133.0133.0133.0132.0173.01374013745133.7177.5137.%133.5
133.0133.513345133.51334°133.513345133.5136.0134,0124401244013745137,5170,0134.0
154,013440i3840174 013440134 01344U124e0134+012600138e017400134.52 264517401340
120645126.513445134.51354013445134e5134451845134,5134.5175.0135401%4e5176445135.0
1354U13540135.0135.0124 713540135401 754013540125 0135.C175.0L1 75017740127 ais! 3500
135,0175.0133.01705170."
CARD 21
2€0.U2€E0,0260202CU U2 0o (26U 0260+U260e026L «U26Us02E6La02€ UaUZELI2EUl250 oL26NU
<00s02€00260«02€0 U220 Ual? 6UN26040260+U260Ll1260+0260402FNeb260e0760e0Z6( L5000
2604 026U«026040253 452 04 (26U026040U25%245254452504N2604026UaU257 41 PE7452C(,E053,()
TCT7.02E604025345250 525 340 57e02524525040253402E74U259.0250eU2534005745250.5252.5
2°0402534025645259450% 24 (P504025340U2564U25%U260e U2E0a02534L055.52584 0740 of 59,5
2604025340255 0257 o294 (26UL25845259452E0a112544 525E€4025%aU25%1201e0257452590
2534 5260402534525545756052574525%402596525€ 52570 0259845259 U2 58+525641256.5257.5
258452594525545256 0027 645" 57 ¢525R4025P e525352550 U2E 545250002564 505705257452 54,5
2550525545256 025565257410 544525540255 ¢5256eU0560025740254¢5255e0°554 025 2540l
CARD 22
161300 2. 020 Ne
171300 2. 020 Ue
47 260. «5 .02C 0.
105 520. <5 .020 0.
186 415. 1. .020 O.
315 3385 2. 020 10.
341 120. 2. .020 Ce
CARD 24
4244.5 312. U. Ue
5244.5 312. U. Ue
€338.1 312. Ue 0.
7244 ,5 312 O. Ue
8244.5 312. U. Ue
9244 ,5 312. O 0.
1U244,.,% 312. 0. Ne
11744.5 312. Ue Ue
12238.1 312. U C.
CARD 2%
323846
4238.6
5228.6
6885.7
7228.6
8238.6
9238.6
10238.6
11238.6
12885.7
13238.6
14238.6
CARD 27
Z40. Ne




SAMPLE OUTPUT

CNSTANTS ANGC OPTTCONS USFD

TTME STEP= iZ«ll HOUR'S UPSTREAM CONC'NTRATION FACTCRT 1.00

THC VCRTICAL DIFFUCION COFTFICILNT 14 SIVT A VALUE = 0000150000 FT#s2/5°C

CANSTAMT PIFFUSION COEFFICTCNT ust IM LAY 1, FC1Z3.80U0LOLLLLS FiT% s27SEC

CONSTANT DYFFRUSZON COEFRICTENT US: IN LAYTR 7o EC1=7.2000L00G119 FYeel/SEC
Trc RENTSSOLVING CCRFFTCITNT(SUIS)IT orU0I-02 1/(DAY)

TrePCPATURE = 7.0 C TI TEMPERATURCE CORRECTION FACTOR FOR PCD [FCAY(THETA) 1.030
CONSTAKT PENTHIC UPTAKY OF DO IT FrSUM7De “URT 50 CRAMS/ METE Pe o2 /DAY
ATFOnIC ©CD LY CAY WATE FC® GRINES 1006 DAY-1 ANAERDHIC P0L NFCAY PATE FCR [RTNE= +015 DAY-1

ASOGLTC PO LECAY FATE FCR TH: BFRTHIC DETSIT= 000 LAY-1 ANACRCEBIC 20D NTCAY RATF FOR THE BENTHIC NFPOSIT= .00C nDAY-1

CC ACRATICM COEFFICIEINTS ACS1T.SULt ryEl e EUD P2=-1e50LU 30N SETTLING VELGCITYZ 00U FT/SEC

OUTPUT IF ISKIP=1

CHANNEL UATA

sessaevsass LAYEF 1 eovesessess sen ssan sess LAYER T vssesesneses
C'tPnNEL LOW RE R L OTETARY. FLCW DIFF COEF VELCCITY FLCW DIFF COEF
N & NOUE 0. FEET/EC ETes3/SEC  FTee2/SEC FEE T/SEC FTesZ/S7 " FTes”/SEC
1 -.02128 ~efG2E 403 «2200+01 NC NC NC
-0 23 2123404 «3200+01 e e NC
-.u"420 -e 3231404 .2800+01 NC NC NC
-eL2477 ~eT27N+04 «2200+01 «UO3EY « 5000402 «38L:0+01
L2863 =225 04 «3200+01 -. uGog1 -.2000407 «3800+01
-el2747 —elhlu+0Y «230U+01 -.0109€ -«3000+03 «3300+01
-.027235 -e7337+04 «2300+01 -+ U13EF -. 4000407 «3800401
-7l 271404 «3300+01 -+ U1EES -.5000+07 «3800+01
-eU2545 2s0+04 «2700+01 -« 0220F - 2445 ¢nT «3800+01
-oU 7 TE STaf sk « 2700401 -eU4Z21 -e1200+04% «38N0+UL1
=N2%56H Z3~+U4 «2200+01 -s06 704 —s1338 ¢4 «2800+01
-el:2712 I427+04 «2200+02 NC NC NG
=071 -e%161404 «3800+01 NC ne NC
=oli%?74 -.u360+04 + 3300401 NC NC MC
-eU7T44 -4 0EN+04 «3300+01 NC NC NC
selP2UL - JLG0+0Y «3300+01 NC NC NC
=eUTETYH - 2560 +04 «3800+01 NC NC NC
-elTUES -e1 ZEL0H «3800+01 NC NC NC
00357 «£22€+03 +2800+01 NC NC NC
0151 £2500+04 «3300+01 NC NC NC

r

GoNTVRE
®~NTC S W

L RCR RN o)

- b e e e

——
SE SRR N

REPEATS FOR 7662“61) CHANNELS




INITIAL NODE CONCENTRATIONS

*sssess TDS sseas s

Liehh i o VERT DIFF COfF LAYEFR 1 LAYER =
NIMEER FTss2/SCC G/L G/L

NO COEF 133.0000 NC NODV

NO COLF 122.0000 NO NODT

NO COrF 127.00600 NO NODF

«NO0U150000 1¥7.000U0 "6U.NDOL

«NOL0150060 123.0000 Z260.00010

«(0HL0150000 17%.0000 CeU.OLOLU

<uggulscoron 17Z.0000 26D.0U0U0

.0noo1soocn 133.0000 26U.000U

~0uuo1sonon 122.0000 26U.0000

L000ulscorn 173.0L00 ZCu.o000

~uooul1soouo 173.u00U0 "EU.O0O0

«fyouisoonn 173.00ub r"BU.OLOL

NO COEF 137.0000 NO NOOE

NO COCF 133.0000 NO NODF

NO COEF 132.5000 NO NODt

KO COLF 137.0000 NO NODT

NO COEF 173.0000 NO NOD"

MO COFF 1?Z.0000 NO NOD:

NO COTF 132.0000 NO NOD'

NO COFF 132.000U0 NO NOD"

=
D W NS e

et
ME W

e
Lo ~NOo

e
w

REPEATS FOR 373(NN1) NODES

OUTPUT IF IBB=1

LAKL PCTTOM DATA

NODE T0S CONC
NUMZEF C/FT*s2

1 ivbn.o00U0
100.u00
1u0.000
10u.000
1co.000
100.000
100.000
1u0.000
10L.u00
1vu.000
10u.00U
1N0.000
10Cc.000
100.000
100.000

O EWN

REPEATS FOR 373(NN1) NODES

NOD'E
NUMEER
16
17
47
105
186
315
341

10
L

12

NOOT
NUMEER

LAYER

TIRIRINPIN N NN - e

LAYER

@
1
1
1
1
1
1
1
1
1
1
s

INFLOW AN OUTFLOW DA T

INFLUW 108
EFS S/7L
13nn.00 2.0L000
1300.00 ?.0000
2€0.00 <5000
ST0.0U -5u00
415.00 leU00U
380N 2.0000
17n.0U 2.0000
244 .50 712.0000
244,50 312.0600
37010 Tlz.0000
248,50 712.0000
244,50 31Z.00L00
244 .50 712.000U0
264,50 Z17.0000
244,50 712.0000
32910 LUl

OUTFLOW
°FS
228060
~28.€0
a6
ef5,70
218,80
PT8.60
S2B.60
~78.60
238,50
295,70
228,00
238.EU




NODE CONCENTRATIONS ATTER 3. 00 HOURS

sesses TDC ssxsvas
NeDE LAYER 1 LAYER 2
NUMEER G/L CZL
123.0000 NO NODT
133.0000 NO NODE
127.0000 NO NODE
137.0620 762.177¢8
133.0574 ?6D.9559
133.055U 261.0984
133.0541 260.659?
133.0537 ?260.6220
133.0536 260.62°0
127.0540 "8U.6547
133.,0547 260.7029
133.0598 ~62.1258
132.0000 NO NCODE
127.0000 NO NODE
132.4438 NO NODF
12547259 NO NCDT
12F.0412 NO NODE
132.8724 NO NODF
132.7437 NO NODE
132.5575 NO NODE

WVWENOUE W

TR e e e ol
DLVWNCUEWNHT

REPEATS FOR 373 (NN1) NODES

OUTPUT IF IBB=1

LAKE ROTTOM DATA

NODE TDS CONC
NUMBER C/FTes2
100.U00
100.000
1L.000
100.000
10u.000
100.000
1uu.000
100.000
1Uu.000
100.000
100.000
100.000
100.000
100.000

CWE~ND U FE R

- e
e

ey
W

REPEATS FOR 373 (NN1) NODES




TR

APPENDIX B
WATER AND SALINITY BALANCE MODEL

The water and salinity balance model was
formulated to simulate the water and salinity
balance for Great Salt Lake on a monthly basis.
However, the stability criteria dictated by the
vertical mass transport between layers of the south
arm restricted the time step used in the simulation
to less than a monthly period. A 12 hour time step
was used in simulating the water and salinity
balance during this study.

Data input to the model consist of initial lake
conditions and information related to the monthly
water balance. The initial conditions input to the
model include the initial volume and surface area
of both arms, the initial total dissolved solids
concentration associated with the north arm and
each layer of the south arm, and the initial mass of
salt on the bottom of each arm. The monthly water
balance data include the surface and groundwater
inflows, the rate of precipitation, the potential rate

of evaporation, and the evapotranspiration. In the
model this information is converted to units
compatible with the calculation of the water
balance on a time period of less than one month.
The method which is used in the model to reduce
the monthly data to compatible units restricts the
model to a water year simulation and a maximum
time step of 24 hours.

The program outputs the initial lake condi-
tions and the simulated lake conditions at the end
of each month. The output includes the inflow and
outflow from each arm of the lake in acre-feet
during the month and the elevation in feet, volume
in acre-feet, and concentration of total dissolved
solids in grams per liter for each arm at the end of
each month of the water year. The model requires
approximately 6.5 seconds of computer use time on
a UNIVAC 1108 to simulate a complete water year.
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INPUT DATA LAYOUT

icdentifier

Card izt dev.

Dutput ~e

Nugrher of g7 1% are Lrine laver

irst s
contrit

Length o T me step iinars:
umber nf veare o '« sitrulated
MMaxiF R rirbher «f teratinns r
ralculating ca.sewal rae

FORMAT 1¢I5

In:tial surface elevati . of scutr are.

fees at. riean sea evel

nortr arm
el

Init:al suriace vation

feet atove ~ean sea
Concentration at wrick the precipitatinn
~€ TDS weg:ns ¢ ).

Red:ssnlmng coefficient Day

initial solume of enuth afe cacre ‘feet)
‘mitial v lun e of north ar~  acre feet:
C::-ers: nfaetor Liters -acre feet)

Trnasersing facior  Cater cub: feet

Flevatian of uottom. of causewa, -

#ast culvert ‘feet abrve mean cea evel.
Elevatior - f bottom.
weet culvert dfeet

t causeway
ve mean sea level

Init:al wstim ate of rortr to snuth flow
through. the cast culver cfs,

Initial estimate of soutn to north flow
through the west culvert -cfsy

Init:al estimate of narth to south flow
througk the west culvert icfs)

Initial estimate of south to nortk flow
through the west culvert cfsi

Accuracy desired in calculating culvert
flows icfs)

Culvert width feet.
FORMAT (8F10.0)

Coefficient for adjusting £ H
FORMAT (8F10.0)

DELZ(}: Thickness of .ayer | ‘feet)

DELZINEDZ)
FORMAT (14F5. 0)

Initial thickness »f layer NEDZ

Vertical diffusion coeffjcient between
layer ! and layer 2 (Ft /sec)

Vertical diffusion coefficient between
layer NEDZ -1 and layer NEDZ

FORMAT (8F10.0)

E(NEDZ-1)

FOFMAT

VOL LEDZ-!
FORMAT

CINEDZ)

ares -f lake bottom snderlving

laver 1 of the soutk arw acres:

S.rfazz area of layer [ -acres

Surfa-e area cf laver NEDZ-1
aFa. &

e of layer | acre feet

“olume of layer NEDZ-1
=*F10.0)

Iritiai concentration of north arm
trine 'g'h

initial concentration of layer | ig'l

Initial concentration of layer (NEDZ!

FORMAT /1€6F5.0)

DASSH®

DASSE™

Initial mass of salt on the bottom of the
south arm million metric tons)

imtial mass of salt on the bottom of the
north arm ‘million metric tons)

FORMAT (%F10.0V

Se-rtl  FLW-I2, .

KRepeat !

Surface :nflow to lake for month @
~ear | ithousands of acre feet per
montk

Surface inflow to lake month 12
vear |

carc for each NYR vears

FORMAT {12F5.9, 20X)

1-5 PPTH, 14

5£-¢0  PPTII2, 4

Precipitation for month 1 year
'inches per month)

Precipitation for month 12 year 1
linches per month)

Repeat | card for each NYR years

FORMAT
Card ¥as PEVAP/], I
13

5k-n0 PEVAP(1, 12)

(12F5.0, 12X)

Potential evaporation for month 1
vear ! (inches per month)

Potential evaporation for month 12
vear |

Repeat | card for each NYR vears
FORMAT (12F5.0, 12X)

5¢-40 ELC(12)

FORMAT (12F5.0.

Pan evaporation coefficient for month |

Pan evaporatinn coefficient for month 12

12Xy




Card
16

Card
17

Col. Identifier

Evapotranspiration for month 1
year 1 (thousands of acre fect per
month)

1-5 TRANS(1, I}

50-60 TRANS(12, 1) Evapotranspiration for month 12

year 1
Repeat 1 card for each NYR vears
FORMAT (12F5.0, 12X)
1-5  GWD(D Groundwater inflow to lake fron

desert for vear | (thousands of acre
feet per n.onth)

Groundwater inflow to lake fron
desert for vear NYR

FORMAT (16F5.M

GWD(NYR!

1-4 MONTH( 1} Identifier for month |

45-48 MONTH (12) Ildentifier for month 12

FORMAT (20A4)

Table B-1. Principal variables in the water and salinity

balance model.

Table Bl.

Variable
cin

CN
DASSIT)

DEEPCE

DEEPCW

DELT

DEPTH

DPPT: 0

ELEVS
ELEVN
ELNDZN
EVP:I!
Py

Qiir

QINtIy

SAVEC . DI

SAVELS D
SAVELSID
SAVEVN:il)
SAVEVS(I)

SDBN(IY

SDBS(I)

TCN(D

TCS()

TEVAPN(I)

TEVAPS(I)

TFN(I)

TFS(I)

TPPTN(I)

TPPTS(I)

VOLNN

VOLT

VOLSN

Principal Variables in the Water and Salinity Balance Model

Description

DB sancnt-atibn af south arriayer 10
TDS concentration of north arm

Mass of TDS in south arm layer [
Total depth of the south arm layers which con-
tribute to flow north through the east culvert
|does not include the upper (NEDZ) layer]
Total depth of the south arm layers which con-
tribute to flow north through the west curvert
Idoes not include the upper (NEDZ) layer]
Time step in seconds

Fatal depth of south arm layers which contrib-
ute to flow north through the causeway fill

Anes not include the upper (NEDZ) layer]

\ass of TDSwhich will create saturation in
layer 1

Elevation of the south arm

Elevation of the north arm

Elevation of the top of the layer NEDZ-1
Evapnration rate for month I
Precipitation rate for month [

T 4l flow north through the causeway for
laver .

Rate . inflow to the lake for month
=18 ¢ ncentration of layer i at end of month 1

n aorth wl * nt}

~ «+  +les tion at end of month |
South arn: clevation at end of month |
North arm volume at end »f month 1
South arm volume at end of month 1

Mass of salt on the bottom of the north arm
at the end of the month [

Mass of salt on the bottom of the south arm
at the end of the month I

Total flow north through the causeway's culverts
during month

Total flow south through the causeway's culverts
during month I

Total evaporation from the north arm during
month I

Total evaporation from the south arm during
month T

Total flow north through the causeway during
month

Total flow south through the causeway during
month I

Total precipitation input to the north arm during
month I

Total precipitation input to the south arm during
month I

New volume of the north arm

Volume of south arm less the volume of layer
NEDZ

New volume of the south arm




WATER AND SALINITY BALANCE MODEL

CALL INPUT:
INPUT DATA

‘

CALL FLOW:
PERFORM WATER!
BALANCE

Y

INITIALIZE
THE PROGRAM

PERFORM SALT
BALANCE

:

i

CALL OUTPUT:
OUTPUT INITIAL
CONDITIONS

CALCULATE NEW
CONCENTRA-
TIONS

INITILIZE

FOR YEAR

CALL OUTPUT:
OUTPUT SIMU-
LATED WATER
YEAR




€Tl

WATER AND SALINITY BALANCE MODEL LISTING

COMMON AREA(S0)s C( T )9 DASS(50) +DELZ (50)sDPPT(50)»E(S0)9ELC(12)y
IEVP(IZX'FLH(IZIHDi-GHI(IZ.QD)-PEVAP(IZ-!D)vPPTIIZ'“O)'P(12)v
ZG(SG)OGINILZDQSkVEVS(IZl-SAVEVN(IZ)vSlVEC(SUllZ)vSAVECN(12)v
3SAVELS(12)'SAVﬂ.N(IZ)oSDBN(IZ)vSDBS(IZ)OTEVAPNllzlvTEVlPS(lZ)v
GTFN{123 9 TFS112 e TPPTN(12) o TPPTS(12) sVOL (50) ¢MONTH(12) s
STCN(1Z)sTCS(12)y
GIDELTe JFoJFCEe JFCW oJFMoNEDZ : NEDZNoNITEo NP oNTSoNYR s
SAREABsCKQe CF sCFMoCNe CPPTeDASSBN +D ASSBSs DEEPCE + DEEPCH
GDELTlDEPTHvEECerC-ELEVS'ELEVNtELNDZKvEPPoGNEO-GNHO:GSEO-GSHO'
TRDTS oVOLNe VOLS sVOL To Ko VOLSNs VOLNNeDELTZN» QST

CALL INPUT

SUM THC CONSTANT VOLUMES

VOLY=0.

DO 103 I=1NED7M

VOLT=VOLT+VOL(T)

VOL (NEDZ)=VOLS-VOLT

DEPTH=0.

DO 202 TJ=JFeNFDZM

DEPTH=DEPTH#DELZ(IN

DEEPCE=0.

DO 203 YJ=JFCEWNEDZM

DEEPCE=DEEPCE+DELZ(IJ)

DEFPCW=0.

DO 204 TJ=JFCWNEDZM

DEEPCW=DEEPCW+DFLZ(TJ)

ESTABLISH MASS IN EACH

DO 104 I=1sNEDZ

DASS(II=VOL(I)*C(T)=CF

DPPT(IN=VOLII)*CPPT«CF

DASSN=VOLN*CNeCF

DPPTN=VOLN*CPP T«CF

CHANGE AREA TO FEETs s2

D0 301 I-1sNEDZM

AREACI)=AREA(I )43 % 0.

AREAB=AREAB#43560.

IP=0

NT =0

CALL OUTPUT(IPNT)

AKCP=14/(12.%24.+300.)

ENTER MAIN LOOPS

DO 200 NT=1.NYR

CO 208 I=1+12

TPPTS(IN=0.

TPPTN(I)=0.

TEVAPS(I)=0.

TEVAPN( I)=0.

TCN(IN=0.

TCS(IN=D.

TFN(I)=0.

TFS(I)=0.

D0 207 I=1s12

GO TO0(206¢205¢ D6 206910502060 2059206 +20502069 206920509 I
105 GIN(I)=(FLWI(IsNT)/28.)*.50817

C ssw

103

202

203

204

r ss»

LAYER AND MASS AT WHICH PPT SECINS

104

301

C ss»

208

o0

o

205

206

207

"

'
s

s

1086

ss
107
109

108

ses
110
111

s e

s %
112

P AND EVP AS FT/SEC

PCII=(PPT(IsNT )/ 28.) sAKCP

EVP(I)=(PEVAP(TeNT)/28.) sAKCP

60 YO 207

QIN(I)=(FLM(I¢NT)/ D) *.50817

P(I)=(PPT(I¢NT)/30.) sAKCF

EVP(I)=(PEVAP{TIsNT)/304)*AKCP

G0 T0 Z07

QINCIN=(FLW(IoNT /31 .)%.50417

PUIY=(PPT(I+NT)/ 31.) sAKCP

EVPII)=(PEVAP(TeNT)/31.)*AKCP

CONTINUE

I=1

ICT=0

DO 193 IT=1eNTS

ESTABLISH FLOWS BETWEEN THF NORTH AND SOUTH ARMS

CALL FLOW(I.ICT)

MOVEMENT OF TDS

SOUTH ARM
DIFFl:AR[A(l)OF(1)'CFHO((C(2)-C(1))II.S'lDELZ(?)ODFL7(1ll))
BOTTOM LAYFR

DASS(I)ZDASS(l)O(GTYtCN‘CFHODIrrl)'DELT

DO 106 TM=2¢NELCZM
DIFFZIAREA(IHI'E(IP)tCFHt(lClIH'l)-C(IM))/(.5'(D[L?(IM¢1)*QFLZ(IH)
$)))

DASS(IH)ZDASS(IM)O(CIFFZ-DIFrl-GlTHIOC(antch)'DELT

DIFF1=DIFF2

T0° LAYER
DlSS(NEDZl:DASS(NE”?)0(—GINEDZ)OC(NEDZ)DCFH—DITFI)tn[LT
IF(DASS(1).GE.OPPT (1)) GO TO 107

IF (DASSBS.LE.0.) CO TO 107

DIS:RDISO(CPPT—C(I)).DELTOVOL(I).CF

IF(DIS«GT.DASS8S) NTS=DASSRS

DASS(1)=DASS(1)4DIS

DASSBS=DASSBS-DIS

CALCULATE PRECIPITATION OF SALT

L=NEDZ

IF(DASS(L) «LE<DPPT(L)) GO TO 108

SPPT=DASSI(L)-C"P T(L)

DASSI(L)=DPPTIL)

DASS(L-1)=DASSIL-1)+SPPT

L=L-1

IF(L.GT.1) CO TO 10°
IF(DASS(1)LE.DPPT (1))
SPPT=DASS(1)-DPPT(])
DASS(1)=DPPT(1)
DASSBS=DASSBS+SPPT
NORTH ARM

DO 111 IJF=1NFDZ
DASSN=DASSN+Q(IJF) *C(IJF)sCFMe DELT
DASSN=DASSN-QST#CN+CFM*DELT

TEST TO DISSOLVE OR PRECIPITATE SALT
SUBN=DASSN-DPP TN

IF(SUBN) 11291145112

DISSLOVE SALT

IF (DASSBN.LE.O.) GC TO 118%
DISZRDIS‘(CPPT—CN)‘DELT‘VOLN'CF
IF(DIS«GT.DASSEN) DIS=DASSBN
DASSN=DASSN+DIS

GO 70 110




IF(DASSN«GT<DPPTN) 50 TO 214
DASSBN=DASSEN-DIS

GO TO 114

DASSN=DPPTN
DASSEN=DASSBN-DIS+DASSN-DPPTN
GO TO 114

CALCULATE PRECIPITATION OF SALT
CASSN=DASSN-SUPN
DASSBN=DASSBN+SUBN

CONVERT TO NEW CONCENTRATIONS
VOLN=VOLNN

VOLS=VOLSN

VOL(NEDZ)=VOLSN-VOLT
PELZINEDZ)=DEL TZN
DPPTINEDZ)=VOL (NED7) sCPPTeCF
DPPTN=VOLN*CPPT+CF

0O 115 IK=1+NEDZ
CUIK)I=DASS(IK)/(VOL{IK)*CF)
CN=DASSN/(VOLN=*CF)

CONTINUE

IP=1

CALL OUTPUTIIPNT)

CONTINUE

sToP

END

SUBROUT INE INPUT

COMMON AREA(S50)¢C( 3 )9 DASSIS0) sDELZ (S50)+DPPT(50) v E(SDIvELCI(12)»
LEVP(12) oFLN(12+40) +CNI(L2+s40)e PEVAP (12+,40)sPPT(12+80)+P (12)s

260(50)90IN(12) s SAVEVS(12) »SAVEVN(12) 9SAVEC(50912) ¢ SAVECN (12).
3SAVELS(12) sSAVELN(12 )¢ SDBN(12) »SDBS (12) ¢ TEVAPN(12)»TEVAPS(12),
GTFN(12) o TFS(12)e TPPTN(12) o TPPTS(12) ¢VOL(50) sMONTH(12),
STCN(12)sTCS(12)e

4IDELTe JFeJFCEoJFCH ¢+JFMoNEDZo NEDZMeNITE+NP oNTSeNYR»

SAREAS.CKQe CFeCFMeCNe CPPT9 DASSBN¢DASSBS ¢ DEFPCE ¢ DEEPCW ¢
GDELT sDEPTHEEC vEWCsFLEVSsELEVNSELND ZM ¢EPP oGO NEO+» GNWO ¢+ QSE O¢ GSWO »
TRDIS yVOLNe VOLS »VOL To We VOLSN e VOLNNDELTZN+ QST

DIMENSTONGWD (4 0) » TRANS(12,40)

READR(S5+1) NRINP

FORMAT(161I5)

READINRv1) NEDZe¢ JF sJFCEs JFCWINTS+IDELToNYRe NITE

NEDZM=NEDZ -1

JFMZJUF-1

READINR¢2) ELEVS vELEVNCPPT+RDIS sVOLS ¢ VOLNsCFoCFMsEEC,EWC,
$QSEQO'QNEO» QSWO «CNWCe EPPe W

READ(NR¢2) CK@

FORMAT(8F10.0)

INPUT THICKNESS OF EACH LAYER(FEET)

READ(NR¢3) (DELZ(J)s J=1s,NEDZ)

FORMAT(1E6FE.C)

INPUT DIFFUSION COEFFCIIENTS (FT##2/SEC.)
READ(NRe¢Z)(E(J)» J=1eNEDZM)

INPUT SURFACE AREA FOR EACH LAYER IN SOUTH ARMIACRES)
READINRs2) AREAR(AREA(J)9J=1s NEDZM)

INPUT VOLUMES (ACRE-FEET)

READINR»2) (VOL(J)+J=1+NEDZM)

INPUT INITIAL CONCENTRATIONS IN EACH LAYER (G/L)

READINRe3) CNe (C(J)eJ=1sNEDZ)

INPUT INITIAL MASS ON BOTTOM CF BOTH ARMS (MILLION METRIC TONS)

READ(NR¢2) DASSBS, ™M SSBEN

INPUT DATA FOR WATER BALANCE

MONTHLY INFLOW IN THOUSANS OF ACRE FEET

READ(NRe4) ((FLWN(IsN)9eIZ1+12)9N=1eNYR)

FORMAT(12F5.00 2D X)

MONTHLY PRECIP TN INCHES

READ(NRe4) ((PPT(IsN)eI=19012)eN=1eNYR)

MONTHLY POTLCNTTAL EVAPORATION IN INCHES

READ(NRs4) ((PEVAP(T+N)sI=1412)sN=1sNYR)

READINRef4) (ELC(I)»T=1s12)

MONTHLY EVAFOTRANSPIRATION IN THOUSANDS OF ACRF FEET

READ(NR+4) ((TPANSI(TsNI+»I=1+12)9sN=1sNYR)

MONTHLY GROUNDWATER INFLOW FROM DESERT IN THOUSANDS CF ACRF FEET

READ(NR¢3) (GWDIN)sN=1sNYR)

READINR®»5) (MONTH(I) sI=1412)

FORMAT(20A4)

DATA REDUCTION

CONVERT FROM MFTRIC TONS TO CRAMS

DASSBS=DASSCSe 10 .+ +12

DASSBN=DASSBN* 10 .» 212

TOTAL INFLOW TO THE LAKE

DO 106 N=1¢NYR

DO 105 I=1,12

GWI(IeN)I=(0B#FLW(TsN)+GWDIN)) #1000

FLWCIoN)Z(FLW(I¢eN) -TRANSITIsN)) #1000 +CWNI(IsN)

CONTINUE

DELT=FLOAT({YDELT )s ¥ 00«

ELNDZM=-ELEVS-DEL Z(NEDZ)

RDIS=RDIS/8A400.

RETURN

END

SUBROUTINE FLOW(I.ICT)

COMMON AREA(S0)1eCUED) s DASSI50) DELZ (S0)eDPPTISUIvE(SUIeELCIL12),
1EVPU12) oFLW(12+40) yGWI(12+40)e PEVAP (1204009 PPT(12+40)4P (12),
20(50)9QIN(12) s SAVEVS(12) ySAVFVN(12) ¢SAVEC(50+12)9SAVECN(12),
3SAVELS(12) »SAVELN(12)¢SDBN(12) +SDBS(12) ¢ TEVAPN(12V+TEVAPS(12),
GTFNC(12)eTFS(12)e TPPTN(12) e TPPTS(12) sVOL(50) +MONTHI(12),
STCN(12)eTCS(12)e
GIDELTsJFesJFCEe JFCHW sy JFMeNEDZ o NEDZMsNITE ¢ NP eNTSoNYR o
S AREABeCKGr CFsCFMsCNe CPPT9yDASSEN+C ASSBS o NESPCE +DEFPCW
6DELTsDEPTHSEEC +EWC vELEVS sELEVN9FLND ZM yEPP G NEC» ONWO +GSE 09 GSWO
TRDIS sVOLNe VOLS »VOL T WeVOLSN ¢ VOLNNsDFELTZNyGS T

*++ INCREMENT I (COUNTER ON MONTH) IF APPROPRIATE

114

ICT=ICT+IDELT

GO TO(116+115¢116¢116¢1149116v115+1169115¢116¢1169215)¢ T
IF(ICT.CT.672) CO TO 215
G0 TO 117

IF(ICT.GT.720) GO T0 215
60 TO 117

IFLICT.GT.744) GO TO 215
Co TO 117

SAVEVSII)=VOLS
SAVEVN({I)=VOLN

SAVECN( I)=CN




STl

SAVELS(II=ELEVS
SAVELN( I)ZELEVN
SDBS(I)=DASSBS
SDBN(I)=DASSBEN
DO 214 IL=1.NEDZ
214 SAVECITIL.INV=C(IL)
I=I+1
JCT=IDELTY
117 CONTINUE
ss» ESTABLISH AVERACE CONCENTRATION
CS=0.
DO 118 TI=1.NENZ
118 CS=CS+C(IT)e(VOL(IT)/VOLS)
G0 TO (121v120-121v121v1191121-120'121'1201121v1211120lv1
119 IF(ICT.GT«736) GO TO 122
ITEMP=2+I-1
GC TO 125
122 ITEMP=2s1
60 TO, 125
120 IF(JICT.6T.360) GO 70 1723
ITEMP=2+1-1
GO TO 125
123 ITEMP=2s1
GO TO 125
121 IFLICT.GT«372) 6O TO 12%
ITEMP=2+I-1
GO TO 125
124 ITEMP=221
ss++ BRINE TEMPERATURE
125 TEMPB=12e5+12+#*“IN(. 26 2¢FLOAT(ITEMP)-3.53)
ss+ SPECIFIC GRAVITY
F=((8.s TEMPB-TEMPB #s2+132416.) /132432.1/.99823
S1=(1e+632CS/1000.) *F
S2=(1e++63+CN/ 1000 .) *F
A=S2-S1
B=ELEVS-ELEVN
B=B-CKQ#B2#.6
s+s SURFACE AREAS OF EACH ARM IN FEETes2
ELS4=ELEVS-4000. :
ASURFS:(509380.—7262.5‘ELSN03G.1625OELSQO'Z—-05283BtELSMtOZltlnﬂﬂ-
$s432560.
ELN4=ELEVN-400 Ue
ASURFN:ISSOSID.-1u30Q.BOELNQ¢7N.3108'ELN“OOZ-.IZSS'ELNMt‘3)t1000.
$+43560.
ses CALCULATE PRECIPITATION INPUT(CFS)
APS=P(I)*ASURFS
APN=P(I)*ASURFN
TPPTS(I)=TPPTSIT)+ M SsDELT
TPPTNI(I)=TPPTNI(T)+APNsDELT
sss CALCULATE EVAPORATTON RATE(CFS)
EVAPS=EVP(TI)sASURFS* ELC(T)#(1.~.7782C(NEDZ)/(1000.4S1))
EleN:EVP(I)‘ASURFN:ELC(I)'(1.—.7180CN/(1000-O52)D
EVAPN=EVAPN#1.2
TEVAPS( I)=TEVAFS(I)+EVAPS«DELT
TEVAPN( I)D=TEVAPN(I)+EVAPNsDELT

" se¢s FLOW THROUGH CAUSEWAY

C ss»

325

228

327

328

126
127

EAST CULVERT FLOWS BY ITERATION
Y1=ELEVS-EEC

Y2:=Y1-B

YL1:-6-30Y2-5-F|OA'Y1*7.09‘Y1
VL2=6.390V205.QQOA‘Vl-G-Z}'VI
IF(YLleLTeel) YL1Zel

IF(YL2.LTeol) YL2=W1
CFS:(}.SSOIYI—(YLIOYLZ))/(Yl-YZ))-1.02
CFSP:(3.BSO(V1-(YL1*YL2))/(Vl—VZ))-l-lﬂ
IF(CFSeLTe.01) CFS=.01

IF(CFS«GTe3.0) CFS=3.0

IF(CFSP.LTe«01) CFP=.01
IF(CFSP.6T«3.0) CFSP=3.0

CFSP1=CFSP+1.

CFS1=CFS+1

DO 126 ITIZ1NITE

VSEZQSEQ/(WsYL2)

CFSD=CFS*VSE/CFS1

GNE= (YI-YLI—YLZ-CFS‘VSE‘12/64-HltSQ-k/CFSl'CFSD"Z
IF(QNE.GT.0.) CO TO 325

QNF=0.

VNE=0.

60 TO 228

QNE=WeYL1e (QNE*# .5 CFSD)

IF(ONE.LT+0s) ONFE=O.

VNE=QNE/Z(WsYL1)

CFSPD=CFSP#VNE/CFSF1

QSE= ( YZ—YLZ—YLl‘Sl/SZ—CfSPtVNE'tZIEH.HlOBH.H/CFSPltCTSPD"?
IF(QSE.CT.0.) CO TOC 327

QSE=0.

G0 YO 328

QSFE=WeYL2#(QSEs# .5 -CFSPD)
IF(QSE.LT+0.) QSE=0.
TOT:ABS(GNEO—GNE)OABS(GSEO-QSE)
IF(TOT.LE.EPP) CO TO 127

GSF0=QSE

GNEO=QNE

IF(QSE.LTe1e) GSE=1.

IF(GNE.LTe1.) GNE=1.

Y1 -ELEVS—EWC

Y2=Y1-8B

YL1--6.3Y2-5.% #AsY 147,092V 1
YL2-F.30sY245.% sAsY1-6.232Y1
IF(YL1.LTeel) M 1=l

IF(YL2.LTeel) M 2=l
CFS=(3.550(v1-(YL14YL2))/(V1-¥Zl)-1.02
CFSP=(3.a3t(Y1-(VL10YL2|)I(vt—VZ)l—l-lq
IF(CFSeLTos01) CFS=.01

IF(CFS«CT+3.0) CFS=3.0

IF (CFSPeLTeos01) CFSP=.01
IF(CFSP<GT+3+0) CFSP=3.0

CFS1=CFS+1

CFSP1=CFSP+1.

DO 128 ITIZ1eNITE

VSW=QSWO/(WeYL2)

CFSD=CFS#*VSW/CFS1

GNW= (Vl-VLl—YLZ-CFSOVSHtt2/su.uiasu.ulcF51+CFSDttz




971

(2]

b

IF(GNW.GT.0.) GO TO 329
GNW=0.
VNW=0.
G0 TO 232

329 GNW=WsYL1+(QNW** .5-CFSD)
IF({QNWeLTo0.) GNW=0.
VNW=QGNW/(W*YL1)

232 CFSPD=CFSP*VNW/CFSP1

QSwW= ( Y2-YL2-YL1#S1/S2-CFSP*VNWN*%2/64 o4) 264 44/CFSP1+CFSPD*s2
IF(OSW.GT.0s) CO TO 331

GSW=0.

G0 TO 332

331 QSW=WeYL2#(QSW*+.5-CFSPD)

IFtOSHeLTeOe) OSW=D0e

232 TOT=ABS(GNWO-QNW)+ M S(GSWO-QSK )
IF(TOT.LE.ESP) CO T™ 129
QSWO=QSW

128 QGNWO=QNW

129 TF(OSWelLTel.) GSHW=1.

IF(QNWelLTele) GNW=1.

Q1F=649835-1675¢%A+1 58 «97#B+45 535.4 A+ 32-3773.3sAsB+14.018B»¢2
$4290TU2A+33,+474304 e¢ A# 22, 3R-631.25AsBs32, +48.556*R2e3,
$+41302000.*A*2Y4 o~ 10 2 TOe* A #3 .4 B~ 176 o072A3Bs #3.-5,4593¢B ¢34 ,+3352.1
SsAss2,3B9s2,

91F=Q1F *69.393¢

IF(Q1F.LTelaU) 21F=0 .

Y2F Z19.307424 2.23%A-35.82 % B-4339.99A%#2.+407.5%A*8
$+414,332¢B%52,+15021c*A%¢3,-1466e8¢A%22,9B-45,64TsAsBse2,
$-3.0062+B%23,

Q2F T(2+1629+41290. 3% A-113.24 s0-19649.¢A%32.-912.81%A+8
$4196.17+B¢*2,+195100.¢A%+3,4209T4esAs42,3B-18616¢A4Be22,
$-18.302¢B%#%3.-€29690 ¢ As 34 .-66502.2As+3,*P+308.06¢A#Ds23,
$-15.187¢Be 24 ,+2°65.3 sAs#2.9B2¢2.)0(1.-((4133.,5-ELEVSI/Y2F) #1.312)

G2F=92F*69.3936

IF(Q2FeLTe0e) G?F=Ue

sss TOTAL MONTHLY FLOWS THROUGH CAUSEWAY

TEN(I)=TFNI(TI)+(GNE+QNW+Q1F)«DELT

TFS(I)=TFSII)+(0SE+QSW+Q2F)*DELY

TCN(I)=TCN(I)+(QNE+QNW)«DELT

TCSUI)=TCStI)+(ASE+QSW)I+DELT

#»s NEW VOLUMES

GST=QSE +9SW+G2F

AQF=QNE +GNW+Q1F-QSE-QSW-Q2F

VOLNN=VOLN+ (AQF+APM-EVAPN) #DEL T/ 43560«

ELEVN=4182.592+(VOLNN/10983.23-224. 32)%%.5

VOLSN=VOLS+(QIN(I) +APS-AQF-EVAPS }+DELT/43560.

ELEVS=4186+393+(VOLSN/25079.62-201+277)#s.5

DELYZN=ELEVS-ELNDZM

s*s CALCULATE SOUTH TO NORTH FLOW OF THE VARIOUS LAYERS

DO 130 IJ=1eNEDZ

130 Q(IJ)=0.

sss FILL FLOW
TDEPTH=DEP TH+DFL Z(NEDZ)
DO 131 IJ=JFWNEDZ

131 Q(IJ)I=Q1F*(DELZ(TIJ)/TDEPTH)

sss CULVERT FLOWS
TDF=DEEPCE+DEL Z(NED7)

DO 132 TJ=JFCEWNEDZ
132 QUTIJI=QR(IJ)I+QANF«(DELZ(TIJU)/TDF)
TOW=DEEPCW+DELZ(NEDZ)
DO 133 TJU=JFCWsNED7
133 Q(IJI=Q(IJ)+CNN+(DELZ(TJ)/TDW)
RETURN
END
SUBROUTINE OUTPUT(IP#NT)

COMMON AREA(50)+C(50)9sDASSI50) +DELZ (50)¢DPPT(S0)»E(SOU)sELC (120
LEVP(12) oFLW(12+40) vGWI(12¢40)s PEVAP (12+40)9sPPT(12+40)sP (12)4
2Q(S0)1¢QINC12) e SAVEVS(12) 9SAVEVN(12) oSAVEC(50+s12)9sSAVECN (12)y
ISAVELS(12) +SAVELN(12) ¢ SDBN(12) +SDBS(12)sTEVAPN(12)+TEVAPS(12),
GTFNCL12) 9 TFSC12)e TPPTNC12) e TPPTS(12) oVOL (5U) sMONTH(12) s
STCN(12)eTCS(12)s
GIDELTs» JF o JFCEo JFCW s JFMINEDZeNEDZMsNITEsNP N TSeNYR o
SAREAB+CKQ+s CFeCFMsCNe CPPTy DASSBN ¢CASSBS+DEEPCE ¢ DEFPCHW
6DELT +DEPTHSEECyEWC vELEVS vELEVNELND ZM oEPPsQ NEO+ ONWC 9y CSECsQSWO s
TRDISyVOLNeVOLS»VOL Ty WeVOLSN+ VOLNNsDELTZNs QST
IF(IP.GT.0) GO TO A0

WRITE(NPs1)

1 FORMAT(1H1+25X+* INITIAL CONDITIONS®//)

WRITE(NPy2)

2 FORMAT(1Xe"SOUTH ARM®*,30Xe*NOPTH AR M'/)

WRITE(NPs3) ELEVSeELEVNsVOLS»VCOLNeCN
3 FORMATU(1Xs"FLEVATION®oF2.2921X o "ELEVATICN®9F9a2s /01X VOLUMFE *,
$FOels1Xe "ACRE=FEET "o 14 Xe *VOLUME® vFO 091Xy "ACRE-FEET "9 /s 4UXs"C*y
$13X+F6.2)

DO 101 I=1+NED7
IPT=NEDZ-I+1
IF(IPT.EQ.NEDZ) GO TO 102
WRITE(NPo4) IPToCUTPT)SECIPT )e DFLZLIPT)oVOL (IPT)

60 TO 101

102 WRITE(NP#S) IPTeCUIP T)sDELZ(IPT) s VOLIIPT)

101 CONTINUE
4 FORMAT(/Z1Xs*LAYER ®» I2¢/91Xe*C *» 11X eF6e2+* GRAMS/LITER"¢/e1Xs*E*ye
$XoF9aT9® FT#82/SEC* /91X s"DELZ *+BXeF6ale® FEET*/9s1X ¢ "VOLUME *4IXoF D
$.0+*ACRE-FEET")
S FORMAT(/1Xs"LAYER *T2s/01Xe°C* s11XsF642¢* GRAMS/LITFR"y /91Xs
$°'DELZ*+8XeFBale® FEET® o/ 91Xs *VOLUME *+3X¢F9,0+* ACRF-FEET"):

GO YO 201

200 DO 107 TI=1+12

TPPTS(IV=TPPTS(I)/43560.

TESUIN=TFS(I)/43560.

TCS(IN=TCS(I)/43560.

TEVAPS(IN=TEVAPS(IV/43560.

TPPTNII)=TPPTIN(I)/ &2 560«

TEN(I)=TFN(I)/ 43560
TCNCIDI=TCN(I)/43560.

TEVAPN(TI)=TEVAPN(I)/ 43560«

SDBS(I)=SDBS(I)/10.¢#12

107 SDBN(I)=SDBN(I)/10.++12

DBS=DASSBS/10.%+12
DBN=DASSBN/10.#+12
WRITE(NPs10) NT

10 FORMAT(1H1+1Xe *YEAR® 4I3)

WRITE(NPs11) (MONTH(I)+IZ146)

11 FORMAT(/+1Xs "MONTH s 4X 6 (10X sA4))




WRITE(NPs12) (SAVELS(I)sI=1s56)
12 FORMAT(1Xe "SOUTH ARM® ¢ /9 1Xo"ELEVATION® 93X 96 (4XsF10e2))

WRITE(NP913) (SAVEVS(I)eI=14E) SAMPLE INPUT
13 FORMAT(1Xv *VOL UME® +6 X¢ 6{4X»F10.0)) ;

WRITE(NP»22) (FLW(IsNT)eI=1s6)

22 FORMAT(1Xs"TOTA INFLOW® 96(%Xs FLOG1)) CARD 1
WRITE(NP+»23) (CWI(IsNT)eI=1s6) 5
23 FORMAT(1Xs "GW INFLOW®9¢3Xe6(4Xe F10.1)) CARD 2
WRITE(NP»18) (TPPTS(I)sI=16) 5 2 3 4 73( 12 20 15
18 FORMAT(1Xs *PPT "¢ 9X 6 (4XeF100) ) CARD 3
WRITE(NP+21) (TEVAPS(I)eI=1s6) 9a, 4197. " J . £ 5 - A salee
21 FORMAT(1Xe¢ *"EVAPORATION® s 1Xs6 (4 Xs F1001) “,,mg_ ‘318‘;‘:‘ :[‘]S_ ”‘;‘f 91“;;8_ umuuug. 12"““27: v ‘lfl;:
WRITE(NP#19) (TFN(I)sI=146) CARD &
19 FORMAT(1Xe "FLON NORTH® s2Xs6(4X »F10.0)) .35
~ WRITE(NP,25) (TCN(T)+I=1+6) CARD §
25 FORMAT(1Xv 'FLOW NORTH C®y6(4XsFLO0)) B St -lsime Tehieon
WRITE(NP»20) (TFS(I) +I=1+6) CARD 6
20 FORMAT(1Xe "FLOWN SOUTH® #2Xe6(4X yF10.0)) . 0000 0€ 00U 25 4106 2% 00025 .00025
WRITE(NP+26) (TCSI(T)I=1,6) CARD 7
26 FORMAT(1Xs "FLCW SOUTH C*+6(4Xy F10.01) 35643. 157€85. 248243, 303654« 351646 .
WRITE(NPv18H) CARD 8
14 FORMAT(1Xs 'CONCENTRATIONS®) 708498, 10U19538. 137256. 1F29620.
DO 105 IL=1¢NEDZ CARD 39
IPT=NEDZ-IL +1 340 255. 138« 128, 138. 138. 139
105 WRITE(NPs15) IPTe(SAVEC(IPTsT) +IZ1+6) CARD 10U
15 FORMAT(1Xs "LAYEP *+T2¢4Xs6(4XeF1l0e2)) fe 750
WRITE(NPy28) (SDBS(I)eI=1e6) CARD 11
ek 24 FORMAT(1Xs*B0TTOM MASS'*s1Xs6(4XsF10.1)) °5.4109.8117¢11244314547162.U163e4 E6 o6 58¢f 38.9 3€o2 E2.6
3 WRTITE(NP916) (SAVELN(I)eI=1,6) 77e7 9140 30s1 9541 88.71U5.2181.0160.1103e3 3701 41.7 SUe0
1€ FORMAT(/+1Xeo *NOPTH ARM®s/e1X+" ELEVATION® »3Xe6(t4XsF10.2)) 8240107616641 8F 2917 30 2134223441268.910U«8 3B.8 42,2 48.4
WRITE(NP+13) (SAVEVN(I)eI=106) 88,9106+411548109¢31354 71 72.120645375.1250e8 47eli 6242 79.4
WRITE(NP+18) (TPPTN(I)sIZ1+6) 129,5131 0213571 72 «617 Ue 3192 02318462845 T1e5 4254 €£5.5 81.5
WRITE(NP+21) (TEVAPN(I)eI=1¢6) °4.41100711942114.0116.01 19.0151+7 7249 514 40.7 42.0 67.0
WRITE(NPs17) (SAVEN(I)sI=146) 9243 83.6 85.4 90el °3.0178.4184.4237.0 419 34.5 6.1 9.7
17 FORMAT(1Xs *CONCENTRATION® ¢3XsF 10420 5(4XeF10.2)) £3¢0 91¢9 BUel T5:2 93491 Ue5 9140 297 2646 26¢0 25.8 3648
WRITE(NP924) (SDBN(I)sI=1s6) 61e2 7340 30e4 77.5219. " 58.6292.7241.4102e1 42.1 34.4 38,6
WRITE(NPy11) (MONTH(I) »I=T12) €6.0 88¢6 8442 B2e4175.7 360114942162e2113.6 31a7 33.€ 58.3
WRITE(NPs12) (SAVELS(I)sI=Te1l )sELEVS 694510542 90e8 "246 5.7 13.0245.1325.0327+5 4U4.1 34.3 3R,9
WRITE(NPy13) (SAVEVS(I)eI=7+11)eVOLS €643 89.61545172.716 0 39.024548300+9247+8 91.€114.7165.2
WRITE(NP+22) (FLW(IsNT)sI=T7012) ¥ 178451864518540187.2172+ £035.9189.7130.4 39.8 36.7 36.7 45.8
WRITE(NP»23) (CUI(TIeNT)eI=T7012) €3¢8 7942 90.9 95¢4 1.7 3Ue3167«U25846350el 92.2 B7.2107.5
WRITE(NPs18) (TPPTS(I)I=7+12) 1560 41634016242157 3124 191717691 35.421%.6 4649 95.2 64.5
WRITE(NP»21) (TEVAPS(I)oI=7+12) 24.117042182.9242.021 0. (F 55.8406+025%41122.0 71.8 49.0 56.8
WRITE(NPs19) (TFN(T) »I=7512) 10.31€2.8127.4221.3196.514843 BU.8297 a427(+3106.7 21.2 20.0
WRITE(NP»25) (TCN(T)4I=T¢12) 464819743169.93064427 10 T 205510424 9 o344843238.2103.2279.0u
WRITE(NPs20) (TFS(I)¢I=7+12) 2814923640247 5282422554 (7814243241282.7264¢3136e6 95.P1E5.8
WRITE(NP»26) (TCS(I)yI=7,12) 1RB. 4203+619845222e7219.5711+2308.9366.814648 9Lal 5242150.3
WRITE(NP»184) CARD 12
DO 106 IL=1+NEDZ 0¢33 0e39 0052 0e64 De34 1.10 De45 0.97 1415 Ue26 0.51 0473
IPT=NEDZ-IL+1 Ue64 1419 0457 1431 0e3° Ue25 128 (291 1434 De34 0.65 0.79
106 WRITE(NP#»15) IPTs(SAVEC(IPTe¢I) +I=T7s11)sCUIPT) Ue45 1408 1411 1457 a4 8 0.08% 1.13 2.00 0.32 Dal2 0.04 0.U8
WRITE(NP»24) (SDBSI(I)eI=Ts11)eDRS 1e05 0432 Ue76 De70 Ue5S 1450 2432 3438 1662 De23 0.6€ D429
WRITE(NP»16) (SAVELN(I)eI=7¢111sELEVN Ue7l 0e73 1400 0e55 12" 1e65 1421 0a49 0.0° 0.08% 0632 (.28
WRITE(NP¢132) (SAVEW(I)eI=7¢11)eVOLN 0.00 0.9 0¢34 0.82 100 Ua79 1402 1.58 1.14 U007 1.06 1.31
WRITE(NP¢1€) (TPPTN(I)sI=7+12) e24 02 oT1 77 1% 1420 292 +58 15 .06 .42 .33 _
WRITE(NP+21) (TEVAPN(I)eI=7412) o7iS 19120 .32 oo diulusE oS B 5l <05 <58 76 1.29 -
WRITE(NP+17) (SAVEON(I)eI=Ts11)eCN Tel2 85 B2 79 1.2 3017301082200 51 <64 21 22
WRITE(NPy24) (SDBN(T)eI=7911)eDBN el 222 405 <45 o37 o839 2087 1.15 2.50 <02 22 1.14
201 RETURN e86 1409 45 <61 .22 1.23 2.08 2.40 2.31 <03 048 .20

END e53 1e08 1459 +82 «5° D4 1635 1.58 1le40 40 1.10 1.70




«30 1.10 .80 .10 «10 20 .10 .80
«50 .70 .70 1.00 3s10 38 .06 45
«78 <33 1.17 .38 1.58 <12 2.68 .22
112 €0 87 1.52 2462 45 W11 46
1e15 <34 86 1.25 1.43 .54 .27 1.94
1e34 1458 1.43 .83 1.19 .06 1.10 .72
1.91 1.16 1.52 .60 «40 05 .18 1.07
1.83 497 1.05 1.20 53 1477 426 2.51
CARD 13
5.0 3.3 0.5 0.6 11«1 14.0 13.1 9.1
4.6 3.0 0.4 D.0 - 5 11,0 12Z.8 10.8 "7.5
4.5 0.8 0.8 0.9 1242 1345 12.4 8.7
4.5 0e8 N3 Ol 103 1342 123 7.8
4.4 D0e9 Ue7 0.2 13+1 14.5 12.5 8.9
5.6 17 141 047 116 132 11.4 7.7
4.7 2.2 0«4 00 13+6 15.0 13.1
4,2 2.5 o4 .2 1442 144 12.0
4.6 1.1 -1 «0 115 12.1 13.0 9.2
6.6 2.4 o4 U 3.6 14e4 12.9
5e3 242 1 «0 Beb 1446 12.6
4.8 1.7 «8 o4 949 12.8 10.3 6.6
4.3 3.1 o4 o1 13.9 15.5 12.7
4.3 3.0 ol 2 842 1242 1241 7.7
4.7 2.8 «0 -0 108 1444 9.8 7.9
4.3 2.0 2 ol 948 13.1 13.2 8.9
3eT 2.3 7 -6 12.3 12.9 12.8
4.2 2.5 .1 o1 11.1 13.1 11.0
3.4 1.2 . . 11.1 13.4 11.5
4.1 2 . . 11.7 12.6 12.€
CARD 14
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i
5
5

N
.
Nl Al RSN, )

.
o
w

«65 +65 .65

1 2o 21e4 2649 22.7
2 1.4 ; 220 25.9 23.8
o7 2.7 2343 27.0 22.8
6 1.7 217 25.4 23.5
11.7 4 2.0 23+5 2E.0 24.2
12.1 2 24 2246 2642 22.8
11.9 ol 1.8 2341 27.3 21.9
1ls4 Sob 18 2,1 2348 2646 23,7
11.1 4.8 1.8 1.3 2244 2549 22.7
1243 548 1.9 1.6 H4o4 2143 2601 23.4
12,0 54 1.8 1.9 2.U 21.0 27.1 22.3
126 5492 201 109 37 21+6 2640 22.4
12+0 61 18 1.9 3.5 22.7 275 232
11lel 5.9 1.8 2.2 4.0 213 27.0 24.0
11.7 Ee0 146 15 3.1 22.5 268 21.7
1166 53 19 1.9 3.2 217 2647 2443
10.7 Sel 2.2 2.3 4.4 2248 2644 24.1
YUehb . Bin 208 23 . 307 2245 2645 2349
107 Sel 1485 2.1 3.7 2340 2548 23.3
12.0 4.7 1.7 1.5 3.0 22+€ 26e1 23.3
CARD 16
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CARD 17
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SAMPLE OUTPUT

INIVIAL CINCITIONA

SOUTH ARM NOFTH ARM

ELEVATION 4194.30 ELEVATION 41%3.80
VOLUME EETT1LU. ACRE-FLET VOLUME 37970C0. ACRE-FEET
(% 340.00

LAYER

€ 24U.U0 GRAMS/LITER
DFLZ 4.5 [REET

VCLUME 1876188, ACRE-FECT

LAYLR

c 240.00 CRAMS/LITER
£ 0002500 FT#el/SEC
DELZ S.0 FEETY

voLumt 1623GC2U.ACRE-FEET

LAYER

C 240.00 GRAMS/LITER
E .0002500 FTee2/SFC
DELZ S EEET

VOLUME 1338256+ ACKE-FEEY

LAYER

C 240.0C GRAMS/LITER
E .LUL2500 FTss2/SEC
DELZ Sel: FEET

VOLUML 119578 ACRE-FEET

LAYER

c 278.0U CRAMS/LITER
E .OC0DO6N FTss2/7SEC
DELZ €ol FEET

VOLUME 718428, ACRE-FEET

YEAR 1

MCNTH ocrT SOV DecC JAN FEB MAR
SOUTH ARM

ELEVATION 4194.31 4194.57 4194.94 4195. 46 4195.91 4196432
VOLUME £621271. 5723714. 6880541 7107811. 7321838, 7521118,
TOTAL INFLOW 129946.0 185i12.0 201974.0 2€5680.0 22940U.0 379748.0
GW INFLOW 1744€E.0C PU217.0 20974.0 24580 «U 22600.0 31348.0
PPT 328€7. 22575« 31984 . STT7 8. 71449, T7775.
EVAPORATICN 847ED. 32930. 4N37. 83295, 4384, TuT31.
FLCW NORTH 112390. aTuze. 108256« 123736. 118777. 159924,
FLOW SOUTH 27497. 22725 35162. 3594 4. 36339. 42412,
CONCENTRATIONS

LAYER & 238.0G7 232.99 226.29 217.40 209.82 202.93
CAYERS Y 228.21 233.43 226.°3 218025 210.80 203.69
LAYER . 3 238.5€ 233.98 227.61 219.0¢ 211.66 2044486
LAYER 2 239.0°% 234.61 228.35 219%. 1733 212.56 205433
LAYER 1 278.3°F 278.69 276.82 272.7% 269.12 264.63
BOTTCM MASS 989.3 S8l.2 : 970.1 959 «5 949.4 237.5

NCRTH ARM

ELEVATION 41903.832 4124.03 4194.28 41%4. 82 4195.27 4195.54
VOLUME 3850446 39011%3. 3990442, 410€642. 4227905. 4304880.
PPT 23518. 12751. 13854« 2386 9. 41659. 4485,
EVAPORATICN £59€3. ZE356. 2651 5467. 2832. 45021
CONLCNTFATICN 339.91 338.56 334.87 330.52 326.19 327.26
BOTTOM MASS 1000.4 999.8 %96.8 990 <0 879.9 367 .0

MONTH APR MAY JUN JuL AUGC SEP
SOUTH ARM

ELEVATICN 4126.28 4196.50 4196.25 41956 30 41851 " 419484
voLuUNE TT02512 TEQ289C. 7535655 726788 4. E€98E563. 6837C62.
TOTAL INFLOW 42738040 2€294€.0 117620 .0 59408 .U 37640.0 £21U8.0
CW INFLOW 24360.0 7554€40 1732L.0 14308 .0 12S40.0 13408.U
PPY 45207« 6805 109897, 18349 4273. 17240.
CVAPORATICN 151204, J46500. 230422, 29210 3. 284600, 186671.
FLOW NORTH 1872¢€6. 173693, 140755. 12055 3. 1ul3dus. 85957,
FLOW SCGUTH 47303. “1314. 70416, 73125, 67166. €3778.
COMCENTRATICNS

LAYER S 1%€.20 198.°6 200.20 210.43 2210.9% 22€.87
LAYER 4 196.°26 198.€0 200.70 20%. 91 220.31 226456
EAYE R 3 197.71 198,923 201.28 209. 32 220.1°% 226460
LAYER 2 192,51 13%.62 202.02 21u. 28 22052 ?27.05
LAYER 1 cE6l.8° 2€3.28 267.25 °T4. 14 277.18 27273
BIYTGM MASS 9254 917.8 9MN1.3 82U «2 B79.7 870.1

NORTH ARM

ELEVATION 4185. 72 41355.07 4135.€4 4195.13 4194.65 4194434
VoL UM 437612u. 4344547, 43737719, 42G23%5. LULBELY4US. 3290752,
PRY 25781« 337t o 6124 . 1064 2. Z5L9%. 10181.
EVAPCRATICHN WL T3. 12322 % 144267 . QogOR Ce 182€29. 172018,
CONCTNTRATIIN 3Z2%.u° "36.27 33°.59 *40. 17 J40.1° T4l el1
oY VoM MASS 3557 CH4E N we, 8 997 .2 105262 1C€e7.3
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