# Measuring Learning Gains in Chemical Education: A Comparison of Two Methods 

Thomas C. Pentecost<br>Grand Valley State University, pentecot@gvsu.edu<br>Jack Barbera<br>University of Northern Colorado

Follow this and additional works at: https://scholarworks.gvsu.edu/chm_articles
Part of the Chemistry Commons

## ScholarWorks Citation

Pentecost, Thomas C. and Barbera, Jack, "Measuring Learning Gains in Chemical Education: A Comparison of Two Methods" (2013). Peer Reviewed Articles. 28.
https://scholarworks.gvsu.edu/chm_articles/28

This Article is brought to you for free and open access by the Chemistry Department at ScholarWorks@GVSU. It has been accepted for inclusion in Peer Reviewed Articles by an authorized administrator of ScholarWorks@GVSU. For more information, please contact scholarworks@gvsu.edu.

# Measuring Learning Gains in Chemical Education: A Comparison of Two Methods 

Thomas C. Pentecost ${ }^{*}{ }^{\dagger}$ and Jack Barbera ${ }^{\ddagger}$<br>${ }^{\dagger}$ Department of Chemistry, Grand Valley State University, Allendale, Michigan 49401, United States<br>${ }^{\ddagger}$ Department of Chemistry and Biochemistry, University of Northern Colorado, Greeley, Colorado 80639, United States


#### Abstract

Evaluating the effect of a pedagogical innovation is often done by looking for a significant difference in a content measure using a pre-post design. While this approach provides valuable information regarding the presence or absence of an effect, it is limited in providing details about the nature of the effect. A measure of the magnitude of the pre-post change, commonly called learning gain, could provide this additional information to chemical education researchers. In this paper, we compare two methods of measuring learning gains using data from large-scale administrations of the Chemical Concepts Inventory at four universities. The intent of this study is to compare various measures of learning gain, not to contrast the teaching effectiveness at the four universities. In this gain analysis, we introduce a method based on Rasch modeling and discuss the advantages offered by this type of analysis over more commonly used measures of learning gain.
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## INTRODUCTION

A laboratory researcher will often design a series of experiments that involve the manipulation of one variable. For example, the rate of a reaction may be measured at one temperature and then again at a different temperature, with all other variables related to the reaction held constant. In this scenario, the researcher is not only interested in whether a change occurs in the rate but also in the magnitude of the change; ultimately, the researcher seeks information to help explain the underlying mechanism from the experimental measurements. A similar situation exists in chemical education research. A researcher might be interested in measuring the change in student learning, analogous to the rate of reaction, based on different instructional methods, analogous to the temperature. While this type of experiment is much more difficult, as holding all other variables constant is difficult, techniques have been developed to aid in the design and interpretation of data from these types of educational experiments. ${ }^{1,2}$ Studies of this type assess student knowledge before and after some educational treatment and then evaluate changes in performance for signs of significant differences. This type of comparison informs the researcher about the presence of an effect, but does not provide details about the change. This type of experiment might indicate some sort of dependence (synonymous to a temperature dependence in the analogy), but stops short of providing enough information to relate the effect to the content involved.

What if the educational researcher wants to compare the magnitude of a change in performance from pre- to posttreatment and interpret the change in terms of content? This type of research question is asking about the change in
some latent trait due to an intervention. These types of studies seek to qualify learning gains. The measurement of change, learning gains, is not a novel idea within science education ${ }^{3,4}$ and has been the focus of many studies in physics and astronomy education research. ${ }^{5,6}$ Any database search will quickly reveal numerous studies on student performance prior to and after the implementation of a pedagogical or methodological change within a course. In most studies, the interpretation of the changes has been limited to simply identifying the presence of an effect. It is the goal of this paper to introduce the chemical education community to the common ways of measuring learning gains and introduce a new method that does allow for a more specific interpretation of the changes that have occurred from pre- to postintervention.

Despite the vast literature on students' pre- and postimplementation performances, the evaluation of learning gains has not been the focus of chemical education research studies. One possible reason for this may be due to the debate in the psychometric community about the ability to accurately measure change. This debate centers on three issues. The first is that difference scores (post - pre) display a negative correlation with pretest scores. ${ }^{3}$ Therefore, difference scores have a pretest score bias, which means that large positive difference scores are more likely to be observed for students with lower pretest scores. The second issue is that difference scores often display low reliability. ${ }^{7}$ The reliability of the difference score decreases as the correlation between the pre- and posttest score

[^0]increases. This presents a problem if the difference score is to be used for a "high-stakes" decision about a student or a pedagogical innovation. In these circumstances the highest reliability possible is required. Therefore, to increase the reliability of the difference requires decreasing the correlation between the pre- and postintervention measures.

This leads to the third problem, the potential for the "lack of a common trait and scale". 8 . If the construct being measured changes over time, this will lead to an increase in the reliability of the difference score, due to a decrease in the correlation between the pre- and postintervention measures, but this comes at the cost of validity. This potential problem is often addressed through the use of the same items pre- and postintervention, or with parallel forms of an assessment. However, these precautions do not prevent changes in the construct of the type illustrated by the following example: suppose that initially the items are measuring problem solving, but after instruction they are really measuring recall. The issues related to gain scores are mentioned because it is important for the chemical education community to be aware of the limitations when considering any evaluative technique. A full discussion of these issues is beyond the scope of this communication, whose purpose is to summarize the existing methods of measuring gain that have been used in science education and introduce the chemical education community to a potential alternative method. It is left to individual researchers to form their own opinion of the issue after reading the more detailed discussions ${ }^{3,8-13}$ both pro and con.

## METHODS OF MEASURING CHANGE

The learning gain or change determined from a pre- versus postexperiment may be calculated several ways. Tornqvist ${ }^{14}$ provides an evaluation of several possible calculations. The most obvious manner is a simple difference score, eq 1 :

$$
\begin{equation*}
\text { Gain }=\text { Post Score }- \text { Pre Score } \tag{1}
\end{equation*}
$$

While this has been used to some extent, issues with this and suggested modifications have been proposed. ${ }^{7,9}$ This technique has not found widespread use in science education. An alternative to the simple difference score has been the normalized learning gain, $\langle g\rangle,{ }^{6}$ eq 2.

$$
\begin{equation*}
\langle g\rangle=\left(\frac{\%\langle p o s t\rangle-\%\langle p r e\rangle}{100 \%-\langle \% p r e\rangle}\right) \tag{2}
\end{equation*}
$$

where $\rangle$ indicates average scores.
The denominator of eq 2 attempts to accommodate for some of the issues with simple difference scores, namely, ceiling effects and the bias of the absolute gain against high pretest scores. This measure of learning gain has been the most widely used in the physics education community and has had a catalytic role in the revisions of undergraduate physics education at many institutions; a summary of these may be found at the Science Education Initiative Web site. ${ }^{15}$ While eq 2 has been widely used, alternatives have been proposed that seek to further correct for pretest score bias. ${ }^{5,16}$

One of the largest, and most influential, studies of learning gain was Hake's investigation ${ }^{6}$ of results from the Force Concept Inventory (FCI). ${ }^{17}$ Hake reported on the results from 62 introductory physics courses $(n=6542)$ that administered the FCI both pre- and postinstruction. Courses were deemed "traditional" or "interactive-engagement", based on each instructor's report of their respective teaching methods. From
these data, Hake determined average normalized learning gains, $\langle g\rangle$, for each set of courses, finding that the interactiveengagement courses produced higher gain scores. While this study has drawn criticism since its publication, ${ }^{18,19}$ it has no doubt shed light on the measurement of learning gains and the impact of various teaching methods. The normalized learning gain has been used as a measure of change in a variety of fields beyond physics, such as astronomy ${ }^{20}$ and biology. ${ }^{5}$

Others have recommended an analysis-of-variance-based approach to quantifying learning gains. By using the pretest scores as a covariate for the posttest scores, an ANCOVA analysis does increase the power of the analysis and addresses the potential pretest score bias. ${ }^{21,22}$ These approaches have not found widespread acceptance in the science education literature and, like the simple difference and normalized learning gain calculations, the ANCOVA techniques suffer from limitations that arise from being based on an analysis of raw scores.

Because the value of a raw score (e.g., percentage correct) depends upon the difficulty of the test, basing measures of change on raw scores is problematic. The relationship between raw scores and true ability is not necessarily linear and therefore raw scores must be transformed into a true measure before analysis. ${ }^{22,23}$ Probabilistic model-based approaches to psychometric measurement have been developed that move beyond the use of raw scores. ${ }^{24,25}$ To use these probabilistic approaches, the data must fit a proposed model. Depending on the number of items on the instrument being used, satisfying this requirement can be difficult, as probabilistic models typically require data sets of 200 participants or more. In cases for which the data do not adequately fit the model, the ANCOVA techniques, while not perfect, are an improvement over the simple difference and normalized learning gain techniques.

An alternative to gain calculations based on differences in raw scores would be to use a probabilistic model to estimate student scores. As detailed below, student scores generated with these models are not raw scores based simply on the number (or percentage) of items correctly answered. The Rasch model ${ }^{26,27}$ is a probabilistic model that postulates that the observed performance of a student on an item is a function of the student's ability, $\theta_{s}$, and an item's difficulty, $\beta_{i}{ }^{28}$ The functional form of this model is presented in eq 3 , where $X_{i s}$ is the observed student performance on the item ( $x=1$ when correct, or $x=0$ when incorrect), and the subscripts $s$ and $i$ represent the student and item, respectively.

$$
\begin{equation*}
P\left(X_{i s}=x \mid \theta_{s}, \beta_{i}\right)=\frac{\mathrm{e}^{\left(x\left(\theta_{s}-\beta_{i}\right)\right)}}{1+\mathrm{e}^{\left(\theta_{s}-\beta_{i}\right)}} \tag{3}
\end{equation*}
$$

The implication of eq 3 is that if an item's difficulty is greater than a student's ability, the probability of the student responding correctly is low. Another way of expressing this relationship is by taking the logarithm of the ratio of the probability of a correct answer to the probability of an incorrect answer; this is expressed mathematically in eq 4.

$$
\begin{equation*}
\ln \left(\frac{P\left(X_{i s}=1 \mid \theta_{s}, \beta_{i}\right)}{P\left(X_{i s}=0 \mid \theta_{s}, \beta_{i}\right)}\right)=\theta_{s}-\beta_{i} \tag{4}
\end{equation*}
$$

Here the relationship between item difficulty and person ability is more evident. It is important to emphasize at this point an important difference between raw scores and scores generated using probabilistic models, such as Rasch. Raw scores
are measures of student ability determined by the fraction of items a student got correct, and are independent of item difficulty. In the probabilistic models, scores are determined by both a student's ability and the item difficulties. Scores generated using a probabilistic model account for the difficulty of items; therefore, these scores are linear. This is not true in the raw score models, for which values at the lower and higher ends of a scale are typically nonlinear. Difference scores (gain scores) are directly interpretable for linear data, as the likelihood of achieving a specific gain score is independent of where on the scale a person begins.

Calibrations of items and persons with the Rasch model put the measures of ability and item difficulty on the same scale, often referred to as the logit (log-odds) scale. Possible values on the logit scale extend from negative infinity to positive infinity. Typically, values fall between -4 and +4 , with lower values indicating easier items or lower abilities. For example, the difficulty of item A might be -0.35 logits, and that of item $B$ is 0.75 logits. In this case, item $B$ is harder than item $A$, because its logit value is larger. A similar comparison can be made between the logit values that represented student abilities. For example, if student A had an ability of -0.35 logits, he or she has a lower ability than student B who has an ability of 0.75 logits. Therefore, student B would have a higher estimate of ability on the construct being measured, and has a higher probability of correctly answering more items than student A. The benefit of putting the item difficulties and person abilities on the same scale does not lie in the logit values themselves, but rather in that the two values, item difficulty and person ability, are directly comparable. Use of the Rasch model in chemistry education research ${ }^{29-35}$ is on the rise.

While conventional approaches to determining learning gains have been useful in science education research, their results are often difficult to interpret. Analyzing pre-post changes with the Rasch model offers several distinct advantages. First, this analysis produces truly linear measures of student ability, and these measures may then be subject to conventional statistical analysis. ${ }^{27}$ In doing so, the Rasch model fulfills Thorndike's ${ }^{36}$ call for the development of techniques to convert observations (scores) into scientific measures. A second advantage of using the Rasch model is the common scale of measure for the item difficulties and student abilities. The advantage this offers to the measurement of learning gains is that a change in ability from pre- to posttest can be directly related to items the student is likely to get correct on the posttest that they were not likely to get correct on the pretest. Therefore, the gain measure is directly interpretable by reference to the item difficulties and their specific content. This analysis can be done at the level of the individual student, a group of students, or at the overall class level.

The match between students' ability scores and assessment items can be seen pictorially through a "Wright map". A Wright map is a vertical plot of the distribution of logit values for both person ability and item difficulty; note that these could be for an individual person or a group of students. Figure 1 shows a hypothesized Wright map for an individual student. The values ( 3 to -3 ) are the logit scale; the dashed vertical line separates the person ability data (left side) from the item difficulty data (right side). The ability of the student pre- and posttest is indicated by a square and triangular marker, respectively, and items are typically labeled by their item number; however, in this example they are simply shown as diamond shapes. In Figure 1, the items with difficulties below the student's pretest


Figure 1. Hypothesized Wright map for an individual student's measures of ability and item difficulty.
ability score are those that the student has a greater than $50 \%$ probability of getting correct. As the student's ability increases, a correlation can be made to the items (and hence the content) to which the student is now more capable of correctly responding. Using the Rasch model, gain in student ability between the pre- and postassessments is correlated to students' ability to answer these items. Hence, the gain is interpretable at the item level.

A recent study in astronomy ${ }^{37}$ has pointed out the weaknesses of measures based on classical test theory, normalized learning gain calculations, and the advantages of Rasch-based calculations. In the present work, the Rasch learning gain, $R L G$, will be calculated in the same manner (eq 5) used by Wallace and Bailey. ${ }^{37}$ This difference calculation is using the Rasch estimate of ability, and not the raw score. This is acceptable here because the Rasch ability estimates represent true linear measures and are suitable for use in a difference calculation ${ }^{23}$ where raw scores are not.

$$
\begin{equation*}
R L G=\theta_{s, p s s t}-\theta_{s, p r e} \tag{5}
\end{equation*}
$$

Prior to using student abilities in eq 5 , several preliminary data analyses are required. For clarity, these analyses will be presented using data in the Results and Discussion section.

## - METHODOLOGY

## Instrument

All data were collected using the Chemical Concepts Inventory (CCI). ${ }^{38}$ This instrument is designed to assess students' alternate conceptions of chemistry topics typically encountered in high school or first-semester college chemistry courses. The CCI contains 22 multiple-choice items; more than half of the items are in linked pairs, in which the first item probes content knowledge of a specific topic and the second item probes the reasoning for the response. This instrument has been used in studies probing the alternate conceptions of both students ${ }^{39-41}$ and instructors. ${ }^{42}$ The psychometric properties of the CCI have been evaluated using both classical test theory and Rasch model methodologies. ${ }^{31}$ This analysis has shown that the CCI produces valid and reliable data as both a pre- and postinstruction measure of student conceptions.

## Population

The CCI was administered during the Fall 2011 semester to students enrolled in a first-semester general chemistry course at four different universities in the United States. Each school gave
the exam as both a $30-\mathrm{min}$ pretest and posttest. At each school, the pretest was given within the first two weeks of the course and the posttest was given within three weeks of the final exam. Students in all sections at each school participated and data presented represents only those students who provided consent to do so.

## Data Processing

Student responses were gathered using bubble-in response sheets; these sheets were scanned and processed using a spreadsheet program. Data from students who did not provide consent were removed from each data set. Students who did not respond to all 22 items during both administrations were also removed from the data sets. Complete data from 2392 students were obtained. Matched totals for each university are outlined in Table 1. The matched data sets were used to

Table 1. Normalized Learning Gains for the CCI

| School (N) | $\langle$ Pre\% $\rangle(\mathrm{SD})$ | $\langle$ Post\% $\rangle(\mathrm{SD})$ | Normalized Learning Gain |
| :--- | :---: | :---: | :---: |
| A (249) | $30.3(14.0)$ | $35.1(17.3)$ | 0.06 |
| B (511) | $41.2(17.3)$ | $49.3(19.8)$ | 0.14 |
| C (416) | $40.4(17.4)$ | $44.6(18.6)$ | 0.05 |
| D (1216) | $44.7(18.1)$ | $48.0(18.9)$ | 0.04 |
| All (2392) | $41.7(17.9)$ | $46.4(19.3)$ | 0.07 |

determine the individual ability of each student, as well as the difficulty of the items; average ability levels for each participating university were also calculated.

Responses from the matched data sets were scored dichotomously. The CCI contains six pairs of two-tier items; these items were only scored as correct if a student responded correctly to both tiers. This scoring methodology reduces the number of items on the CCI from 22 to 16 . Collapsing the twotier items to produce a single score provides a more meaningful interpretation of student understanding, as a student must respond to both tiers correctly. This scoring method is commonly used, including by David Treagust, ${ }^{43}$ whose twotier methodology was used in developing the CCI.

Learning gains were calculated using both the normalized learning gain method and the Rasch learning gain described above. All Rasch analyses were done using Winsteps software. ${ }^{44}$ All other change analyses were done using commercially available spreadsheet software. The suitability of the CCI data to a Rasch analysis has been previously established. ${ }^{31}$

## RESULTS AND DISCUSSION

## Conventional Gain Calculations

Because the normalized learning gain ${ }^{6}$ has been the most commonly used measure, our analysis will be limited to this calculation. The gain for each student was calculated and the results averaged. This procedure is essentially equivalent to calculating the normalized learning gain using the average pretest and average posttest scores ${ }^{45}$ as in eq 2. Using the criteria established by Hake ${ }^{6}$ for the interpretation of $\langle g\rangle$ (high gain, $\langle g\rangle \geq 0.7$; medium gain, $0.7>\langle g\rangle \geq 0.3$; low gain, $\langle g\rangle<$ 0.3 ), all the learning gains in Table 1 would be classified as low. A typical interpretation of these results is that the normalized learning gain reflects the students' improvement. For example, students at school B had a $14 \%$ improvement and overall students improved by $7 \%$. To interpret these gains, one must ask the question: What corresponding content does this 7\%
represent? On this question the normalized learning gain analysis is silent.

## Rasch Learning Gain Calculations

Prior to using this method, the data must be shown suitable for analysis using Rasch techniques. This process, as it relates to CCI data, has recently been published. ${ }^{31}$ Once it has been determined that the data are suitable for Rasch analysis, care must be exercised when determining the item difficulties to use between the two time frames. Rasch measures of change must be done with items that are functioning the same in both testing conditions. Failure to check for this will result in change scores that are "spoiled by an uncertain frame of reference". ${ }^{46}$ To establish the "constant frame of reference", the analysis should follow the procedure outlined by Wright. ${ }^{46}$

The first step in this procedure is to run a separate Rasch analysis on the student response data pre- and posttest. This yields a set of pretest item difficulties and student abilities, and a set of posttest item difficulties and student abilities. A plot of the posttest item difficulties versus the pretest item difficulties will provide information about the stability of the item parameters over the two administrations. Item invariance is a fundamental assumption of the Rasch model, and items that do not fall on the identity line should be flagged for further analysis. The pre- and posttest item difficulties are plotted in Figure 2 along with an identity line. The identity line is not a


Pretest Item Difficulty (logits)
Figure 2. Chemical Concepts Inventory item difficulties from separate pretest and posttest Rasch analysis. Note that the identity line is not a line of best fit to the data; rather, it indicates equal $X$ and $Y$ coordinates across the plot.
line of best fit to the data; rather, it indicates equal $X$ and $Y$ coordinates across the plot. From the plot in Figure 2, item 5 could be an outlier with respect to the identity line; this indicates that it may not be functioning the same in both frames of reference.

A residual analysis confirms that item 5 is a statistical outlier in the data set. While the other items are not considered outliers, they do not fall exactly on the identity line, therefore, further analysis is required. This next step involves "stacking" the data. Even if item 5 had not looked suspicious, the stacking step would still be a useful step in the analysis because it would provide an additional check on the suitability of the data for the pre-post change analysis.

To stack the data, a new data set is created, with each respondent appearing twice, once pretest and once posttest, and each item appearing once. Therefore, the new data set contains each person's responses pre- and posttest to each item.

Items from the first step of the analysis that are truly problematic will show increased misfit to the Rasch model in the stacked analysis. Misfit is a measure of how well the observed data fits the Rasch model. ${ }^{26}$ The more "misfit" displayed by an item, the more problematic the item is and a decision should be made about how to handle these items; see Wright ${ }^{46}$ for available options. In the stacked analysis of the CCI data, no items displayed misfit to the Rasch model. This indicates that the decrease in difficulty of item 5 from pretest to posttest in Figure 2 likely is due to an instructional effect, not to an issue with the item itself. Therefore, neither item 5, nor any of the other items, requires modification or deletion prior to the gain analysis.

Now that the items have been evaluated for potential problems, the pre- and posttest ability estimates from the Rasch analysis can be used to investigate how the students have changed. This can be useful information; however, as the item difficulties estimated in the stacking analysis represent an intermediate frame of reference, somewhere between pre- and posttest, it is recommended to use this stage only as a check on item functioning, and to move on to an anchoring stage to investigate changes in student ability.

In the anchoring stage, item difficulty data, either pre- or posttest, are used to estimate student abilities. In most instances we are interested in the change or growth of student ability from pre- to postassessment. To do this, we anchor the analysis by using the pretest item difficulties to estimate posttest abilities. In doing this, the gain analysis becomes a direct comparison between a student's pretest and posttest ability and is not conflated with changes in item difficulties. The pretest item difficulties used for our analysis are presented in Table 2.

Table 2. Pretest Item Difficulties Used To Estimate Posttest Student Abilities

| Item | Item Difficulty, $(\beta)$ Logit Units |
| :--- | :--- |
| 1 | -0.05 |
| 2 | 0.16 |
| 3 | -0.70 |
| 4 | -1.59 |
| 5 | 1.97 |
| 6 | -0.48 |
| 7.8 | -2.81 (easiest item) |
| 9 | 0.57 |
| 10.11 | 0.51 |
| 12.13 | -1.37 |
| 14 | 1.01 |
| 15 | -1.33 |
| 16.17 | 1.43 |
| 18.19 | -0.50 |
| 20.21 | 2.14 (hardest item) |
| 22 | 1.04 |

Before going on, we briefly interpret the logit values in Table 2. Item combination 7.8 (items 7 and 8 on the CCI are one of the two-tier sets) has the smallest, most negative, logit value, which indicates that it is the easiest item on the instrument, while item combination 20.21 has the largest logit value, indicating that it is the hardest item on the instrument.

The pretest item difficulties (Table 2) can be placed into an input file used to evaluate the students' responses collected during the postsemester administration. This anchoring fixes the item difficulty and evaluates student responses for ability
estimates. Without this step, all pre-post analysis resultswhether conducted using classical test theory, Rasch, or item response theory methods-are combinations of changing student abilities as well as changing item difficulties.

The results of the Rasch analysis are displayed in two ways. Table 3 shows the numerical results from the analysis and

Table 3. Pretest and Posttest Average Rasch Student Ability Estimates, SD Values, and Rasch Learning Gain Values

|  |  | Rasch Learning Gain |  |
| :--- | :--- | :---: | :---: |
| School $(N)$ | $\left\langle\theta_{\text {pre }}\right\rangle(\mathrm{SD})$ | $\left\langle\theta_{\text {post }}\right\rangle(\mathrm{SD})$ | $\left\langle\theta_{\text {post }}\right\rangle-\left\langle\theta_{\text {pre }}\right\rangle$ |
| A (249) | $-1.22(0.97)$ | $-0.93(1.1)$ | 0.29 |
| B (511) | $-0.53(1.1)$ | $-0.02(1.3)$ | 0.51 |
| C (416) | $-0.58(1.1)$ | $-0.31(1.2)$ | 0.27 |
| D (1216) | $-0.30(1.1)$ | $-0.09(1.2)$ | 0.22 |
| All (2392) | $-0.50(1.1)$ | $-0.20(1.2)$ | 0.30 |



Figure 3. Average abilities from the Chemical Concepts Inventory pretest (red squares) and posttest (green triangles), compared to item difficulties.

Figure 3 presents the results graphically. Student abilities ( $\theta$ ) were determined in separate analyses; Rasch learning gain values were calculated using eq 5. Values represented in Table 3 and Figure 3 are average values for each population. We report averages because we are interested in demonstrating the usefulness of the Rasch method for the evaluation of how each school changes, and are not focusing on student-level changes. As the focus of this manuscript is to describe the method of analysis and not to demonstrate the superiority of one school's instructional practices over another, we will not attempt to interpret the causes for any observed differences between the schools. Such inferences would require detailed information about the teaching environments at each institution. The level of information required to make these inferences was not collected as part of this study.

The value added by using a Rasch-based analysis of change is the ability to correlate gains with specific items and content; this is illustrated in Figure 3. For example, it can be seen that on average, students at school B initially had a $50 \%$ chance of correctly answering items 6 (pictorial representation of evaporated water) and 18.19 (conservation of mass for rusting of iron) at the beginning of the semester, because the average ability and the difficulty of these items have the same logit
value. At the end of the term they had, on average, a much greater than $50 \%$ chance of answering these items correctly, and after the semester students have approximately a $50 \%$ chance of answering item 1 (definition of conservation of mass) correctly.

Correlating changes in student ability to items and their content is the type of information that only a Rasch analysis of learning gains can provide. While the CCI data collected for this project does not provide rich data regarding changes in student ability, the potential power of Rasch learning gains is evident. Rasch gain analyses could be extended to smaller groups of students based on some target variable (e.g., gender, learning style, pretest percentile) or even to individual students. These analyses could provide instructors and chemical education researchers with additional data regarding the effect of various pedagogical or curricular changes. Rasch learning gain analyses are being used by Mark Wilson ${ }^{47-49}$ and his collaborators in several different psychometric evaluations, including one chemistry project ${ }^{30}$ from the BEAR Center at UC-Berkley.

## CONCLUSION

Many fields use learning gains as the basis for the evaluation of the effect of an educational innovation. Gain analysis using the normalized learning gain calculations can tell us many things about a course, but cannot answer questions about students' learning of specific content. A Rasch-based analysis of learning gains allows a direct correlation to the improvement in abilities and content through the calibration of the items and abilities on the same scale. This analysis can be done at the institutional, classroom, small group, or individual level. In our analysis of data from the CCI, we found a normalized learning gain on the order of $7 \%$ for the entire sample. One institution, B, had a normalized learning gain of $14 \%$. Using a Rasch-based analysis, we have identified a similarly large learning gain for institution $B$, but can also specify what items (and therefore what content) the gain in ability corresponds to.

In addition to an ability to directly interpret learning gains, the Rasch-based analysis places the measurement squarely in the realm of scientific measurement. Mislevy ${ }^{50}$ has elaborated on the advantages of a probabilistic model to the study of gain. These advantages emphasize the fundamental measurement properties inherent in the Rasch model that are missing from analyses based on raw scores. If we wish to evaluate educational innovations in a scientific manner, then we must be willing to expend the effort needed to develop measures of learning that are suitable to Rasch analysis. So while the use of Rasch modeling may be more time-consuming, the rewards are worth the effort. There are more advanced Rasch models that can be used to directly model the change in ability in pre- and posttesting situations. ${ }^{51-53}$ Applying these models to the current data will be the subject of future communications.
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