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ABSTRACT

MAGNETIC TRANSPORT PROPERTIES OF ORIENTED SOFT, HARD

AND EXCHANGE-COUPLED MAGNETIC THIN FILMS AND

Au25(SC6H13)18 SPHERICAL NANOCLUSTER

MAY 2015

RUKSHAN M. THANTIRIGE

BS - UNIVERSITY OF PERADENIYA, SRI LANKA

MS - UNIVERSITY OF MASSACHUSETTS, AMHERST

PhD - UNIVERSITY OF MASSACHUSETTS, AMHERST

Directed by: Professor Mark T. Tuominen

This study was conducted with the aim of improving permanent magnetic properties of

existing materials and exploring non-conventional ferromagnetic properties of gold-based

nanoclusters. The first chapter of this dissertation gives an introduction to relevant

fundamental concepts and proceeding chapters present findings of three projects.

In the first project, shape anisotropy induced permanent magnetism in oriented magnetic

thin films was investigated. Roll-to-roll nanoimprinting, a high-throughput fabrication

method was utilized to fabricate densely packed Fe nanostripe-based magnetic thin films



vii

that exhibit large in-plane uniaxial anisotropy and nearly square hysteresis loops at room

temperature. (BH)max exceeds 3 MGOe for samples of intermediate thickness and the

anisotropy dependence on film thickness was also investigated. Temperature dependent

magnetic measurements and micromagnetic simulations confirmed that the magnetization

reversal is dominated by curling reversal mode.

The second project is an investigation of how magnetization reversal of hard and

exchange-spring magnets is affected by substrate properties. Thin layers of SmCo5 and

SmCo5/Co with varying thickness were grown at 500o C by sputtering on MgO(100) and

glass with a Cr underlayer. X-ray diffraction studies reveal that in-plane hard magnetic

properties is a result of SmCo5 (11 2 0), guided by the Cr (200) of the seed layer. The

(BH)max of samples made on MgO(100) are higher due to high degree of

SmCo5 )0211( formation with in-plane orientation by epitaxial guidance. Temperature

dependent studies performed on exchange-coupled samples show that HC linearly

increases with decreasing temperature, however, an exchange decoupling can be observed

at lower temperatures only for the sample grown on glass.

In the third project, field-cooled and temperature dependent magnetic properties of

Au25(SC6H13)18 spherical nanocluster are reported. This ensemble shows a weak

exchange-biased behavior below 125 K. With increasing the cooling-field at constant

temperature, the HC drops while MS rises which suggests that the magnetic state

transforms from an exchange-bias like to a ferromagnetic dominated state. Temperature
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dependent measurements show unusual behavior in HC with the temperature, which drops

first and then rises above 125 K, while magnetization rises non-monotonically. We

believe this non-trivial phenomenon can be caused by magnetic phase transitions or

thermally induced long-range interactions.
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CHAPTER 1

FUNDAMENTALS AND RELEVANT CONCEPTS

A brief introduction to magnetism and closely related concepts are discussed in this

chapter to help establish a theoretical foundation for the rest of the dissertation. The

chapter begins with the origin of ferromagnetism and ends with the exchange-bias effect.

1.1 Origin of Ferromagnetism

The origin of magnetism can be related to the electron motion and the electronic

configuration of an atom. In general, if the outermost electron shell of an atom is not

filled, such materials show paramagnetic properties, as uncoupled electrons respond to

external magnetic fields, which results a positive magnetic response. The majority of

metals fall into this category. On the other hand, relative motion of the electron induces

diamagnetic properties as it counters the external magnetic field and results a negative

response to an external magnetic field. In principle, all materials have a diamagnetic

response but its effect is predominant in materials with closed outer electronic shells,

although this rule does not apply in all occasions. As an example Au, Ag have d10s1

configuration but they show diamagnetic properties due to the dominance of closed d

shells.
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Ferromagnetic materials exhibit a spontaneous magnetic moment below a critical

temperature called Curie temperature TC, below which all magnetic moments align in a

particular direction due to a strong short-range interaction between magnetic spins called

‘exchange interaction’ that results a long range magnetic ordering. Typical magnetic

dipole-dipole interactions cannot account for this phenomena as such interactions are

very weak (< 1 K) and vanish due to thermal fluctuations. Moreover, dipole-dipole

interactions prefer anti-parallel alignment when two magnetic dipoles are brought into

close proximity. The exchange interaction is a quantum mechanical phenomena based on

minimizing coulomb repulsion between adjacent atoms when their valence electrons

overlap in certain materials. That is, if the coulomb repulsion can be minimized (electrons

are further apart) when electrons have parallel spins than they have opposite spins,

parallel alignment yields lower total energy and leads to ferromagnetic ordering with a

high magnetic moment ground state. The opposite is true if the coulomb repulsion is

minimized by opposite spin configuration, which leads to zero magnetic moment ground

state, called antiferromagnetic state [1, 2].

The exchange interaction can be further explained by Heisenberg model, with the

following Hamiltonian that describes the interaction between the individual spins in a

three-dimensional lattice.

∑
>

⋅−=

ji

jiij
SSJH 2

^

(1.1)

With the exchange integral,
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→→→→→→

⋅⋅⋅⋅⋅= ∫∫ 21122

*

1

* )()()()(
^

rdrdrrHrrJ jijiij ψψψψ (1.2)

If Jij is positive, the ensembles prefers a parallel ordering leading to a ferromagnetic state

and anti-parallel ordering is favorable when Jij is negative, resulting a antiferromagnetic

state with zero-spin moment. This direct exchange interaction is possible when unpaired

orbitals of adjacent atoms overlap, however even when such overlapping does not take

place interaction can be mediated by a third party involvement (indirect exchange) that

usually results long-range coupling. Such interactions that are arbitrated by non-magnetic

ions located between magnetic ions are called ‘super-exchange’ interactions, and they

usually result antiferromagnetic ordering (ex: MnO, MnF2). In addition, indirect

exchange can also be mediated by conduction electrons. Here, localized magnetic

moments, which are r distance away can spin-polarize surrounding conduction electrons

which in turn couples the localized moments. These types of interactions are called

RKKY (Ruderman, Kittel, Kasuya, Yosida) interactions and they take the following form.

3

)2cos(
)(

r
rJ

rK
F

RKKY
∝ (1.3)

This is essentially an r dependent long-range interaction with an oscillatory term so

depending on the separation, RKKY can result both ferromagnetic and antiferromagnetic

ordering. RKKY interaction is a contributing component of giant magnetoresistance

(GMR) multilayer materials, which play an important role in technological applications

[1, 3].
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The exchange interaction in iron series transition metals (Fe, Co, Ni) and their alloys are

mediated by the delocalized conduction 3d electrons (while 4s can indeed provide RKKY

type interactions), evident by their non-integer magnetic moments such as 2.2 µB, 1.7 µB

and 0.6 µB for Fe, Co and Ni, respectively. This is called band ferromagnetism or itinerant

ferromagnetism. The origin of ferromagnetic ordering in 3d transition metals can be

explained by the Stoner model that combines the onsite magnetic ordering by band

splitting (spin-split bands) with density of states (DOS) at the fermi level D(EF) [1]. This

condition is only satisfied if the spin splitting is energetically favorable. Let us consider

the spin-split and non-split (degenerate state) conditions (Figure 1.1). In the non-split

state both spin-up and spin-down sub-bands are degenerate, resulting a state with zero

magnetic moment, however the presence of strong crystal fields can change this

population by raising the spin-up sub-band while lowering the spin-down sub-band by

same magnitude that creates an energy gap as shown. This leads to a stable state with

non-zero magnetic moment, if increased kinetic energy due to population change in

sub-bands is compensated by the energy reduction due to exchange interaction. This is

represented by the well known Stoner criterion,

1)( ≥⋅
F

EDI (1.4)

Where I is spin-spin coupling constant, a measure of coulomb interaction. Materials those

meet the above condition are considered ferromagnetic. Figure 1.2 is the variation of

I.D(EF) with atomic number which shows Fe, Co and Ni fulfill the Stoner criteria.
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Figure 1.1 - Schematic of the spin density of (a) spin-split and (b) non-split 3d bands of

transition metal. Spin-up and spin-down 3d electrons have an energy difference of
ex

E2
,

the exchange splitting.

Figure 1.2- Variation of I.D(EF) with the atomic number. Only Fe, Co and Ni fulfill the

Stoner criterion to show ferromagnetism (adopted from ref [3]).

Here, the exchange integral I depends only on the element, however the D(EF) depends

on the crystal structure, microscopic organization, geometry and outside environment. As
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an example noble metals such as Ag, Pt and Au in bulk show diamagnetism but show

strong ferromagnetic properties in ligand stabilized ultrafine nanoparticles due to size

reduction and surface induced effects [4-8]. Heusler alloys is another such example where

compounds exhibit ferromagnetic properties although they do not contain ferromagnetic

elements [9, 10].

Also, it is important to realize that ferromagnetism does not just depend on the elemental

composition but strongly on crystal structure as well [11]. As an example bcc Fe and Ni

have higher DOS than their fcc versions, so the I.D(EF) product of bcc Fe and Ni are

higher, or in other words ferromagnetic (Figure 1.3). Contrarily, certain alloys with

ferromagnetic elements such as certain grades of stainless steel show no ferromagnetism.

In rare earth magnetic materials (alloys of rare-earth and transition metals), the

magnetism reflects indirect exchange, RKKY type, interactions as 4f electrons in rare

earth elements such as Sm and Nd, are essentially localized while 3d electrons of

transition metals in the same lattice are itinerant. These materials have large anisotropies

due to their asymmetric crystalline structures but their magnetic moments are relatively

lower as a result of non-magnetic rare earth elements [12, 13]. More details about

rare-earth magnetic materials and their dynamics will be discussed in Chapter 3.
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Figure 1.3 - DOS dependence on crystal structure for Fe and Ni. For both Fe and Ni, bcc

structure has higher DOS that promotes strong ferromagnetic properties (adopted from ref

[11]).

1.2 Magnetic Anisotropy

Magnetic anisotropy is the ability to direct the magnetic moments in particular or

predefined directions by breaking the symmetry. It can be intrinsic as certain magnetic

crystals have preferred directions with minimum energy configurations as a result of

crystal asymmetry. This is called magnetocrystalline anisotropy and is observed in many

magnetic materials with hexagonal or tetragonal crystal structures, and it is mostly a

material dependent property. Magnetic anisotropy can also be induced and tailored by

changing the shape. This is because magnetic charges of the body prefer to concentrate in
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corners or on sharp edges, which creates magnetic dipoles within the body. In thin films,

additional anisotropy terms come into play due to film thickness, surface roughness,

exchange coupling (if multilayered), epitaxy and strain conditions. In general, magnetic

anisotropy plays an important role as it results a highly ordered configurations, which

make materials usable in variety of applications [1, 14].

The origin of magnetocrystalline anisotropy is the spin-orbit interaction. In order to

explain this let us consider a one-dimensional chain of atoms (Figure 1.4). As a result of

spin-orbit interaction the atomic orbitals are spheroidal which are otherwise nearly

spherical. Hence, when electron orbitals align with the crystal field, it results in two

distinct arrangements with different energy configurations. As shown in Figure 1.4, the

configuration (a) has lower energy due to low electrostatic repulsion in comparison to

configuration (b) where atomic orbitals in adjacent atoms lie closer. So magnetic

moments orient (or can be oriented with minimum energy) as in configuration (a) and its

direction is called the ‘easy-axis’.

Figure 1.4 - Spin arrangement of a 1-D atomic chain. a) low energy configuration b)

higher energy configuration.
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However, this effect vanishes if the crystalline structure is isotropic such as bcc or fcc, as

such crystals have no crystal asymmetry. Let us consider a two dimensional crystal with

lattice constants a and b (Figure 1.5). If a and b are same then both configurations are

equally probable, leaves no preferred direction for magnetic moments to align [2]. But, if

the crystal structure is asymmetric as in the case of hexagonal and tetragonal crystals (c/a

> 1) it results well defined easy-axis with large anisotropies. As an example Fe, Ni are

bcc and they have negligibly small magnetocrystalline anisotropies while Co and SmCo5

have large magnetocrystalline anisotropies as a result of their hexagonal crystal structure

(Figure 1.6). Also, if the crystal has one preferred direction, the anisotropy is called

uniaxial and takes the following form.

......

4

2

2

1
+⋅+⋅= θθ SinKSinKK

uni (1.5)

Where θ is the angle between the magnetization direction and the easy axis, and K1 and

K2 are the anisotropy constants.

Figure 1.5 - Spin arrangement in an asymmetric magnetic crystal. a) Spins oriented along

easy axis b) Spins oriented along hard axis.

(a) (b)

Easy-axis
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SmCo5

Figure 1.6 - Crystalline structures of SmCo5 and Nd2Fe14B. These magnetic materials

have strong uniaxial anisotropy along z-axis (arrow) due to crystal asymmetry (adopted

from ref [15, 16].

The anisotropy arises from the geometry or the shape of the object is the shape anisotropy,

is one of the fundamental sources of magnetic anisotropy which can be tailored as desired.

If we consider an elliptical body, it produces magnetic poles on extreme ends of the

object, surface across the long axis. This induced dipole by the shape, produces a

demagnetizing field (stray field) within the magnetic body, which creates a preferential

ordering of magnetic moments along the long axis, resulting an anisotropy. The stray field

and its energy association for a uniformly magnetized body can be given by [1, 2],

(1.6)

Nd2Fe14B
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(1.7)

Where Hd and N are stray field and demagnetization factor (3x3 tensor depends on the

sample geometry), respectively.

The effect of shape anisotropy can be illustrated by considering a prolate ellipsoid (Figure

1.7).

Figure 1.7 – Magnetostatic energy of a prolate ellipsoid a) lower magnetostatic b) high

magnetostatic energy configurations (adopted from ref [17]).

If demagnetization factors of configuration (a) and (b) are Na and Nb respectively, the

shape anisotropy Kshape is given from the magnetostatic energy density difference between

configuration (b) and (a) (magnetization perpendicular to the easy axis (E┴) and parallel

to the easy axis (E║).

2

0
)(

2

1
sabshape MNNK −= µ (1.8)
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For an example, if we consider an ellipsoid with c/a (long axis/short axis) = 10, Nb – Na ~

0.477. For Fe (MS = 1700 KAm-1), this gives an anisotropy of 8.7x105 Jm-3 that is larger

than it’s intrinsic anisotropy, 5x104 Jm-3.

Ferromagnetic thin films have different properties than that of their bulk counterparts as

the surface atoms have a different environment than the bulk ones. This symmetry

breaking at the interface (surface) and reduced coordination number results surface

magnetocrystalline anisotropy, which is different from bulk magnetocrystalline anisotropy.

This can be accounted to the decrease of magnetic moments of free Fe and Ni surfaces

upon coating with non-magnetic metals or upon exposed to gases [18, 19].

Further, when thin films are not atomically smooth, an anisotropy can be created from

surface roughness as it creates magnetic charges at the surface [20]. Dubowik derived an

expression for surface anisotropy due to surface roughness by considering the

magnetostatic energy of a surface in the form of 2-D array of cylinders with diameter a,

separation b and height t (Figure 1.8) [21].

(1.9)

Where ε and f are ellipticity factor and packing fraction (determined by a/b ratio),

respectively.
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Figure 1.8 - Two-dimensional finite array of cylindrical particles of diameter a, height t,

and separation b (adopted from ref [21]).

In addition, surface (interface) roughness generate domain wall pinning centers that

induces extra coercivity. This will be discussed in details later in this chapter.

Moreover, magnetic properties of many thin films strongly depend on the substrate as

properties change due to crystal match/mismatch and strain. Crystal match/mismatch or

epitaxy as commonly quoted, plays an important role in almost all thin film based

manufacturing processes from semiconductor to magnetic applications and it refers to

registry of crystal between overlayer and substrate or underlayer. In magnetism, epitaxy is

commonly used in aligning moments in-plane or perpendicular to the substrate and to

control the grain size especially in hard magnetic or exchange-coupled magnetic thin

films. One such example is SmCo5 deposited on Cr underlayer shows high in-plane

anisotropy [22, 23], while SmCo5 deposited on Ru or Ti/Cu underlayer show high

perpendicular anisotropy [24, 25]. Contribution of strain has been observed in variety thin

film samples [26-28].
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Even though it is practically difficult to isolate the anisotropy arising from surface

roughness from surface magnetocrystalline anisotropy and strain anisotropy, domination

of each factor has been studied in details [29-32]. So in general, the cooperative

contribution of surface effects to the total anisotropy is considered. Hence, the effective

anisotropy of a thin film with thickness t is given by [1],

t

K
KK

s
veff

2
+= (1.10)

Where Kv and Ks are total volume anisotropy and total surface anisotropy, respectively.

At large thicknesses, the volume term dominates and the magnetization lies in-plane,

driven mainly by shape anisotropy. With reducing thickness, surface anisotropy term

starts dominating that eventually favors magnetization aligning perpendicular to the plane,

below a critical thickness (Figure 1.9). In other words, the perpendicular anisotropy is

attributed to surface anisotropy which has great technological interests such as magnetic

data storage and magneto-optic devices.

1.3 Magnetic Domains

Magnetic domain is small region where all magnetic moments are aligned in one

direction or in other words, magnetic moment is saturated within the domain. Each grain

of the magnetic body consists number domains and each has local magnetization oriented

in different directions. In general, domains are created to minimize the stray field as if all
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magnetic moments align in one direction throughout the body, it creates a large stray field.

This is not energetically favorable as it costs µoH
2/2 energy per unit volume, unless it is

supported by anisotropy (Figure 1.10).

Figure 1.9 - Hysteresis loop with H perpendicular and parallel to the film plane for

Au/Co/Au sandwiches with tCo= 5.4 A, 9.5 A and 15.2 A, at T=10 K (adopted from ref

[20])

Domains are separated by a singularity called domain wall, a transition between two

domains that undergoes an angular displacement up to 180o. Creation of domains costs
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energy as it needs to do work against exchange interaction therefore, the domain size is

determined by the balance of exchange, magnetostatic and anisotropic energy terms.

Larger exchange energies and smaller anisotropies results smaller domains while smaller

exchange energies and larger anisotropies results larger domains (SmCo5 ~ 1.3 µm). In

thin films, there can be two types of domain walls (Figure 1.11), depending on the

thickness; Bloch walls and Neel walls. The common type is Bloch wall but Neel walls are

energetically favorable in ultra-thin films [6].

Figure 1.10 - Magnetic body in a) single domain state with maximum stray field b)

multi-domain (closure domain) state with no stray field.

The domain wall thickness (δ) and its energy per unit area (σ) are given by [1],

K

A
πδ = (1.11)

AKπσ = (1.12)

Where A and K are exchange stiffness and anisotropy constant, respectively.
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Figure 1.11- Magnetization rotation of 1800 a) Bloch wall - rotates perpendicular to the

plane of the wall b) Neel wall - rotates in-plane to the plane of the wall.

These two equations suggest that materials with low anisotropies have broad domain

walls and low domain walls energies, which favors domain formation, while highly

anisotropic materials with narrow domain walls and large domain wall energies resist

domain formation, hence such materials have large domains.

Formation of domains leads to a significant reduction of actual magnetic moment (which

is the vector sum of individual domain moments), in comparison to the saturated state,

where all domains are aligned by an external field. However, when the size of the magnet

body is reduced, the domain formation is more costly and below a critical dimension, it

exceeds the dipolar energy of the magnetic body. This leads to the removal of all domain

walls and the magnet becomes single domain. A single domain body has essentially only

two magnetic states (spin-up and spin-down) and its dynamics is described by

Stoner-Wohlfarth model, which assumes a single domain to a macroscopic spin. Figure
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1.12 shows the magnetization dynamics of a Stoner particle when an external field H is

applied.

Figure 1.12 - Stoner-Wohlfarth model for single domain particle. Minimum energy

configuration realized when the particle axis aligned to external field.

Where, K and M are anisotropy and magnetization. Here, the energy of the magnetic

moment is given by,

. θµθ cossin
0

2
HMKE −= (1.13)

If the magnet size is further reduced then magnetization fluctuates as thermal energy

come into play, as the anisotropy energy (energy barrier) decreases with the volume

( KVE
an
= ). If the magnet is made sufficiently small as such the thermal energy

overcomes the energy barrier, the magnetic spin starts to flip its direction randomly

(between θ=0 and θ=π). If the time between two flips, which is called Neel relaxation

time, is smaller than the measurement time of the instrument, the net magnetization

appears to be zero. This effect is called superparamagnetism.
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1.4 Magnetization Reversal

In general, magnetization reversal is changing the state of a magnet most commonly by

applying an external magnetic field. However, electric field or electric current induced

magnetization reversal for certain materials has been reported [33, 34]. The reversal

process is typically represented by a magnetic hysteresis loop which shows the change in

magnetic state with respect to the applied field. Figure 1.13 shows the hysteresis of a

common magnetic material such as iron in bulk, which is usually in a demagnetized state

due to random orientation of domains in the absence of an external field. So when a field

which is large enough is applied, the magnet becomes saturated with all magnetic

moments align with the external magnetic field achieving the highest moment MS. This is

called the saturated state. When the field is removed the magnetic moment drops and

domains become relatively disoriented in comparison to the saturated state, but a net

magnetic moment Mr retains in the system (along the magnetized direction), and the

magnet is said to be in the remanent state. In order to demagnetize the magnetic body, an

opposite field is applied and the required field is called the coercivity or coercive field HC.

At this state, magnetic domains are randomly oriented resulting a zero net magnetization.

By increasing external magnetic field further the magnet can be saturated to the negative

saturation -MS, so all magnetic moments are aligned once again but in the opposite

direction. By applying a positive magnetic field, the magnetization can be reversed to MS,

hence the process is cyclic.
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The actual reversal mechanism depends on the material, size, geometry as well as

metallurgical conditions. If the magnet is multi-domain then the dominant reversal

mechanism is domain wall motion. When an external field is applied, domains oriented in

the same direction grow with the expense of domains oriented in other directions.

Figure 1.13 - Non-linear M-H curve (hysteresis curve) of a typical ferromagnetic
material.

This process conserves energy as it avoids the necessity of rotating each domain with the

magnetic field, which requires higher energies. However, with increasing external field

domain rotation occurs, so that domains try to align with the easy axis closest to the

external field. At high magnetic fields, all magnetic moments can rotate coherently

regardless their original direction. This process is called coherent rotation and it requires

larger energies which is not favorable for multi domain samples. Thus in general, when

magnetizing a multi-domain sample, it first undergoes domain wall motion followed by

domain rotation [1, 13].

M=MS

M=0

M= -MS

Mr



21

However, if the magnet is single domain then the reversal can take two pathways;

coherent rotation and incoherent reversal. The incoherent reversal can take many modes

derived from two main modes called curling and bucking. The crossover between these

two pathways depends on the size and the shape of the magnetic body [35]. For a small

spherical particle (nanoparticle), all magnetic moments rotate coherently with no relative

motion between magnetic spins if the particle size is smaller than the critical diameter

given by 2

0
26

Scric
MAD µ= . However, in curling reversal mode, the dominating

reversal mechanism of finite size magnetic nanostructures such as magnetic nanorods and

nanostripes, a small volume of the sample called activation volume undergoes nucleation.

This region is called the nucleation core and it propagates throughout the sample until all

magnetic spins are reversed (discussed in details in Chapter 2).

Domain wall pinning is another important factor that affects the magnetization reversal

process. In the presence of structural defects and rough interfaces [36-38] which serve as

pinning centers, magnetic moments ‘trapped’ in local energy minima. This hinders

domain wall motion, so extra energy is required to release (de-pin) these trapped spins to

continue with the reversal process. In addition to random inhomogeneities, narrow

domain walls specially in hard magnetic layered structures also cause pinning effects that

has been considered a dominant contribution to their higher coercivities [39, 40]. Also,

pinning effect is induced in magnetic heterostructures such as spring-exchange or

exchange-bias systems (will be discussed later in the chapter) which has great

technological implications.
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1.5 Permanent Magnets

A permanent magnet can be defined as those materials capable of creating its own

persistent magnetic field. These materials include pure transition metals such as iron,

cobalt, nickel and some alloys of rare earth metals and minerals such as lodestones and

ferrite. Permanent magnets have been used for navigation as early as the 5th century BC,

but today they are used in every major industry from electronics to power generation,

from a simple refrigerator magnet to advanced medical equipments. Since the beginning

of the 20th century the permanent magnetic materials have transformed from magnetic

steels to intermetallic composites and oxides.

The most important parameter in describing a permanent magnetic is its maximum energy

product (BH)max. That is a measure of the power of the magnet or the maximum magnetic

energy stored in the magnet. On the other hand, (BH) product can be considered as the

combination of magnetic field generated by the magnet (Br) and its stability (HC) in a

particular direction (Figure 1.14). This is an essential quality of permanent magnets as

they generate high fields simultaneously maintaining its stability, as represented by the

maximum of the combined effect, (BH)max. Magnetic materials are divided into two

categories based on their response to an external field. The “soft” magnetic materials

have high Mr, high permeability and low HC. Transition metals and their alloys fall into

this category. Most of rare earth metal based magnets are considered “hard” magnetic

materials with their high HC and relatively low Mr. Their (BH)max is significantly larger
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than that of soft magnets which is an essential property of permanent magnets [13, 14].

Alnico family is the first realistic permanent magnetic material class with HC starting

from 300 Oe and they made the strongest permanent magnets before the development of

rare earth magnets in 1970's. The quest for creating a large energy product has been

achieved by alloying transition metals with light rare earth metals and small atoms such

as oxygen, carbon, boron and nitrogen. Here, the transition metal provides the necessary

remanence while the exchange interactions between 3d-4f electrons at sites having

uniaxial symmetry produce a large uniaxial anisotropy to get higher HC [41]. The addition

of small atoms such as carbon or nitrogen to interstitial sites increases the crystal field by

further orbital deformation. The first of such materials is Sm-Co family that has high

magnetic energy densities of up to 30 MGOe. In 1983, a new generation of rare-earth

magnets based on Nd, Fe and B was discovered by Sumitomo Special Metals and General

Motors [42,43]. They are not only more efficient and have higher energy densities but

also less expensive as Co and Sm are replaced by much cheaper and abundant Fe and Nd.

Later, L10 phase (fct phase) rare earth materials such as FePt and CoPt have been

introduced and their perpendicular anisotropy in thin films has revolutionized the idea of

high density magnetic recording media [44-48]. Recent reports of successful fabrication

of L10 FeNi [49-51] and Fe16N2 [52,53] have caught great attention in the industry as the

cost of such materials is a fraction of rare earth magnets. However, these rare earth free

magnets are still at the research level in regards to their behavior and stability.
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Figure 1.14 – a) M(H) vs H for soft and hard magnetic materials b) M(H) vs. H and B(H)

vs. H of a permanent magnet (figure adopted from ref [17]).

Figure 1.15 - a) Progress in development of permanent magnets and b) size required to

generate 1000 Oe field (adopted from ref [54])

1.6 Spring-Exchange magnets

Despite being used as permanent magnets, rare earth intermetallics suffer from low

remanence, as a result of a significant portion of its volume being occupied by

(a) (b)
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non-magnetic materials. Also, their low Curie temperatures (<600 0C) limit their usage in

high temperature applications. The quest for magnets with megajoule (>100 MGOe)

energy densities is still a long way with intermetallic modification, however

nanotechnology has enabled a possible means to engineer composite materials that can

reach megajoule energy products with existing materials. These magnets are called

spring-exchange or exchange-coupled magnets, which are engineered composites magnet

of hard and soft magnetic materials. However, this should be done in nanoscale in such a

way that the soft phase is rigidly coupled or pinned to the hard phase which prevents the

soft phase nucleating (reversing) at lower applied fields [41,55,57,58]. The magnetization

reversal of the composite magnet is driven by the large uniaxial anisotropy of the hard

phase, while the soft phase provides large remanence, if both phases are tailored in

appropriate dimensions in nanoscale. This not only increases the energy product and

thermal stability but also reduces the overall cost as a result of less usage of rare earth

metals.

Hard phase Soft phase Composite

Figure 1.16 – Illustration of the principle of two phase composite magnet (adopted from

ref [56])

The idea of spring-exchange magnets was first proposed by Kneller and Hawig in 1991

Soft PhaseHard Phase Composite
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[55] based on the results reported by Coehoorn et al. for Fe3B/α-Fe/Nd2Fe17N2

composites [56], which is outlined here in brief. A fundamental equation for energy

product was proposed by Skomski and Coey [41].

Starting from a saturated state of a simple one dimensional model magnet with alternating

soft (m) and hard (k) magnetic layers with a thickness of 2bm and 2bk respectively and

their uniaxial anisotropies along z-direction (Figure 1.17), we can derive key equations as

follows [55]. When an external field (H) is applied in the opposite direction and gradually

increased, the magnetic reversal can take two pathways depending on the soft phase

thickness (2bm). The critical soft phase thickness (2bcm) is the maximum possible 2bm, so

that it’s rigidly coupled to the hard phase.

If the soft phase is confined (2bm < 2bcm), with increasing external field the magnetic

reversal attempts at the center of the soft phase. This results the energy density of the soft

phase to go up but the large uniaxial anisotropy /of the hard phase (Kk) holds the soft phase

from nucleation. However, it undergoes twisting away from its original direction and

spans towards the external field (Figure 1.3 d). If the external field is removed the hard

phase realigns the soft phase to its original direction as in a spring, so the soft phase is

essentially reversible. The energy of the soft phase rises with external field and attains a

maximum (maximum torsion) at the equilibrium state, but the hard phase remains

unaffected. At this point, spins in soft phase are non-collinear and take the configuration

of two 180o block walls. If the field is increased beyond this equilibrium value but below
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the critical field (HC), domain walls get suppressed at interfaces until they get enough

energy to invade the hard region. If the external field surpasses the critical field (H > HC)

the hard phase can no longer hold; the equilibrium collapses and domain walls penetrate

the interface to the hard phase. At this point the hard phase nucleates together with the

soft phase, coherent nucleation.

If the soft layer is large, the center of the soft phase and the coupled region behave

independently as the center region is not exchange hardened by the hard phase. So the

nucleation starts at a lower field. Upon increasing the field, the domain walls move from

the center to the interface but the process is still reversible although the soft phase is not

rigidly pinned. If the soft layer is large, the center of the soft phase and the coupled region

behave independently as the center region is not exchange hardened by the hard phase. So

the nucleation starts at a lower field. Upon increasing the field the domain walls move

from the center to the interface but the process is still reversible although the soft phase is

not rigidly pinned. If the field is increased beyond its critical value, at some point the

domain wall propagates through the interface to the hard region and causes a complete

nucleation. However, the clear difference in this situation is that the central region and the

interface-hard phase regions nucleate incoherently, hence the magnet has two nucleation

fields (Figure 1.18). Since δM(H=Hc) = 0, the lower nucleation field of soft phase reduces

the coercivity and the energy product significantly.
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Figure 1.17 - Microstructure of the exchange-coupled composite material as a basis for

the calculation of critical dimensions of phase regions a) Saturation remanence b)-c)

Demagnetization in an increasing reverse field H at a constant overcritical width of the

m-phase, bm >> bcm d) Demagnetization at decreasing width bm → bcm (adopted from

ref[55]).

Figure 1.18 – Hysteresis of spring-exchange magnets with a) confined soft phases b) over

sized soft phases.
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Critical soft phase thickness (bcm):

Critical soft phase thickness can be determined by reconsidering the situation where soft

region is confined (2bm<2bcm). As mentioned before, the soft phase takes non-collinear

configuration with increasing the external field. When the domain wall barely penetrates

the hard phase at critical field, the hard phase acquires equilibrium configuration just

before nucleation. This non-collinear configuration permits us to apply physics of domain

walls to find critical soft phase thickness.

The energy per unit area of a 180o domain wall of a pure magnetic materiel is given by,

(1.14)

Where δ, K and A are domain wall width, anisotropy and stiffness, respectively. By taking

dγ/dδ=0, the equilibrium energy per unit area and domain wall width are given by,

(1.15)

(1.16)

Now, let us apply this to the hard phase at critical field where the domain wall just

penetrates to the hard region, at which the hard phase is considered in equilibrium. From

above two equations, the energy per unit volume of the hard phase is,
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However, the energy density of the soft region has surpassed its equilibrium value, hence

it’s given by,
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By matching these energies at the interface,
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Since 2bcm=2δm , setting Km~0 ( mk
KK >> ) gives critical dimensions of soft phase.
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Although the critical dimensions of the hard phase can not be derived, it’s believed that

the hard phase thickness should be greater than its equilibrium domain wall thickness.

K

K

K K

A
πδ = (1.21)

From energy density (eq. 1.17),
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With,
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mKKKeff MMM )1( νν −+= (1.23)

Where, Mm , Mk and νk are remanent magnetization of soft phase and hard phase, and

volume fraction of hard phase respectively. Also, HC has an inverse square relation to soft

phase dimensions.
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Skomski and Coey showed how the energy product can substantially be increased in

oriented exchange-coupled magnets. They derived analytic results for energy product and

nucleation field by minimizing the free energy F [41].
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The nucleation field (
NC

HH ≥ ) is given by,
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mmKKeff KKK νν += (1.27)

Where νk , νm are volume fractions of hard and soft regions.

The energy product is given by,
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Maximum (BH)max is obtained when all domains are aligned in one direction, which

corresponds to an ideal rectangular hysteresis loop with the theoretical (BH)max of

2

0

4

1

S
Mµ , where µ0 is the permeability of free space. If hard phase is thinner than its

equilibrium domain wall thickness, soft regions would interact and can destroy the

coercivity, as illustrated in Figure 1.19.

Therefore, to obtain the maximum energy product, spring-exchange magnet should be

carefully engineered with proper dimensions of soft and hard phases. As an example, for

a SmCo5/Co bi-layer, the Co thickness should be 5 nm or smaller and SmCo5 layer

thickness should be greater than 5 nm for a single nucleation field.

Figure 1.19 – Effect of interaction between soft regions when distances between soft

regions are (a) large (b) small (adopted from ref [41])
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(BH)max values as high as 110 MGOe and 137 MGOe have been predicted for

Sm2Fe17N3/Fe and Sm2Fe17N3/Fe65Co35 bi-layer systems with volume fractions of hard

phases as little as 7% and 9%, respectively. These values are about two times as high as

the current record of 64 MGOe for Nd2Fe14B2. However, in practice such high values

have not been obtained due to partially aligned or isotropic grains, and complicated

magnetization dynamics instead of coherent reversal. In principle, when grains are

randomly oriented, the effective magnetization is about half of its oriented version [55].

This reduces the (BH)max as a result of 2

max
)( MBH ∝ .

1.7 Antiferromagnetism and Exchange Bias Effect

Antiferromagnetic (AFM) arrangement occurs when the exchange integral Jij between

neighboring atoms is negative, which favors magnetic spins to align anti-parallel to each

other, resulting zero net magnetization at 0 K. However, non-zero magnetic moments

have been observed for certain antiferromagnetic materials at low temperatures due to

spin canting [59,60], a slight tilt from co-parallel axis due to antisymmetric exchange

interaction [6]. As in ferromagnetic materials, antiferromagnetic materials also have a

characteristic temperature called Neel temperature TN, above which the material loses

anti-parallel arrangement and takes a random arrangement. To incur antiferromagnetic

ordering, the material should be cooled from higher temperature (>TN) in the presence of

a magnetic field through its TN.
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The exchange bias effect is defined as the unidirectional alignment of a ferromagnetic

phase by an adjacent antiferromagnetic phase. This unidirectional preference can be

observed in hysteresis loop by an offset in field axis that results unequal coercivities HC1

and HC2 (Figure 1.20), suggesting that magnetic moments preferentially align along one

direction on the easy-axis. Exchange bias effect has been observed in variety of systems

including bi-layer, multilayer thin films and core-shell nanoparticles [61]. This

phenomenon was discovered in 1956 by Meiklejohn and Bean in Co-CoO particles [62],

and employed in applications as early as in 1970s with IBM’s magnetoresistance

recording head.

Origin of exchange bias effect is the exchange interaction between the ferromagnetic (FM)

and antiferromagnetic (AFM) phases at the interface. AFM materials, if cooled down

from high temperature through it’s TN in the presence of a field (field cooling), have

almost zero magnetic moment. So, no change in spin configuration can be expected in

AFM phase when an external magnetic field is applied. On the other hand, adjacent FM

phase responds to the external field however, the exchange interaction it has with

uncompensated spins of AFM phase creates a pinning effect at the interface.

As the FM spins are exchanged hardened by the exchange coupling and essentially

creates Neel domain wall at the interface, this extra energy results a larger coercive field

(HC). But when a negative external field is applied, the exchange-spring at the interface

supports the reversal process in addition to the external field, creating the reversal more
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economical. This results a lower coercive field and the hysteresis is appeared to be biased

towards one direction that makes magnetic moments unidirectional along the easy-axis

instead of uniaxial.

Figure 1.20 - Phenomenological model of an exchange bias bilayer system. a) Spin

arrangement of the system at high temperature (>TN) or when AFM phase is not field

cooled through TN. Hysteresis loop is symmetric due to the absence of exchange bias

effect. b) Spin arrangement of the system when AFM material is ordered (T < TN).

Further, it is possible to observe a vertical shift in hysteresis as the magnetic moment

slightly changed due to pinning effect. The exchange bias field HEB is the offset of the

hysteresis and given by,

(a) (b)
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Despite the fact that exchange bias effect was discovered in 1956, there is still no

complete theoretical understanding of the phenomenon in all cases. The first model to

explain exchange bias effect is proposed by Meiklejohn and Bean (MB theory) [61, 62].

Although the model predicted values are off orders of magnitudes found in experiments,

it gives a phenomenological understanding about the exchange bias effect. The model

was developed based on following assumptions.

* FM/AFM interface is atomically smooth

* FM and AFM are single domains

* AFM interface is fully uncompensated and has in-plane uniaxial anisotropy

* AFM phase is magnetically rigid (not affected by external B field) while FM

phase rotates coherently.

* FM/AFM coupled by exchange interaction across the interface.

Since the model assumes coherent rotation and single domain state, Stoner-Wolfwarth

model can be applied to interfacial spins. If the anisotropy axis of both AFM and FM

phases are parallel to the interface (Figure 1.21), the energy per unit area is given by [63],

βββθµ cossin)cos( 2

0 EBFFFF
JtKtHME −+−−= (1. 30)
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Where, MF, tF and KF are magnetization, thickness and anisotropy of the ferromagnetic

material, respectively.

Figure 1.21 - Stoner-Wohlfarth model for exchange bias system after field cooling along

the interface (easy axis).

Taking 0=∂∂ θE and 0=∂∂ βE , and setting θ=0 for field applied along interface,

equations for HC1 and HC2 can be obtained for β=0 and π.
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So the exchange bias field is given by,

FF

EB

EB

tM

J
H

0
µ

−

= (1.33)

The above equation shows that the exchange bias is a surface effect as HEB is indirectly

proportional to the FM layer thickness (
FEB
tH /1∝ ), so the effect is only realistic for thin

tF

MF

KAFM , KFM
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films. However, experiments reveal that epitaxially grown films which have smooth

interfaces have lower HEB in comparison to rough interfaces. This shows that interfacial

defects play a major role. Newer models have been proposed by taking the random nature

of the interface, continuity at the interface and domain formation in AFM phases into

consideration, that predicts reasonably accurate results [61,63-65]. One such model is

Mauri-Siegmann model that predicts the maximum values of HEB is given by [61],

FF

FMAFMEB

EB

taM

SSJ
H

ξ
= (1.34)

Where SAFM and SFM are spin densities of FM and AFM phases at the interface, and ⌧

and a are interface thickness and in-plane atomic separation, respectively.

Also, as in ferromagnetic particles, exchange-bias systems have blocking temperatures TB,

above which the exchange bias effect disappears. TB of the AFM material is governed by

the size of AFM phase. For thicker films, TB and TN are closer (TN ≈TB) however, TB of

thinner films can be much smaller than the TN [63, 66].
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CHAPTER 2

MAGNETIZATION REVERSAL OF ORIENTED MAGNETIC

THIN FILMS WITH LARGE IN-PLANE UNIAXIAL

ANISOTROPY

This chapter discusses high-throughput fabrication and characterization of densely

packed Fe nanostripe-based magnetic thin film samples. This starts with an introduction

to previous work and concepts related to the study, followed by the fabrication process,

material and magnetic characterization and micromagnetic simulations. In this study,

samples exhibit large in-plane uniaxial anisotropies and nearly square hysteresis loops at

room temperature. Also, the anisotropy dependence on film thickness, the effect of

dipolar interactions and the reversal mechanism were investigated.

2.1 Introduction

Thin films based on arrays of densely packed magnetic nanostripes are of great interest in

novel applications and fundamental studies as they exhibit unique properties with greater

designed controllability than those of their bulk counterparts. They are widely used in

studying domain wall dynamics induced by current and fields [1-3] due to their potential

use in applications such as information storage and logic devices [4, 5-7], cell biology [8]

and more recently in manipulating superconductivity [9]. Fabrication of nanostripe

samples has been achieved by utilizing both top down and bottom up techniques.

Although bottom up methods such as epitaxial growth can produce nanostructures with
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ultrasmall dimensions compared to traditional lithography based methods, their usage is

limited due to requirement of ultra-high vacuum conditions and restrictive lattice match

between the substrate and materials. In addition, such epitaxially grown samples show

room temperature superparamagnetism [10,11] due to size effects, and are sensitive to

defects. Borca et. al. employed sequential pulse laser deposition technique to epitaxially

grow ultrafine nanostripes on single crystal sapphire and Mo substrates [10,12], however

observed blocking temperatures TB were under 175 K. Tripati et al [13] fabricated

self-assembled α-FeSi2 nanostripes, using solid phase epitaxy of a monolayer of Fe on

vicinal Si(111) followed by annealing at 550 oC. Magnetic measurements revealed that

these nanostripes are superparamagnetic at room temperature.

Figure 2.1 - Induce of shape anisotropy of Fe by the W underlayer. a) STM image (100

nm x 100 nm) of the W(110) grown on Mo/Sapphire substrate and b) hysteresis curves at

varies temperatures of Mo/Fe/W and Mo/Fe/Mo/W multilayer samples (ref [12]).

In contrast, template based methods have been explored and remain popular for their high

precision and great designed controllability, although such techniques usually result

b)

c)

a)
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nanostructures with larger dimensions. Shallow angle deposition of materials onto

pre-patterned/vicinal templates is one common route exploited by many researchers. In

this method, materials are deposited at smaller angles (< 40) such that the deposition flux

directed towards one side of the terrace while the other side being masked. Arora et al.

[14, 15] followed this technique to fabricate Co nanostripe thin films which exhibited

room temperature ferromagnetism with in-plane coercivities as high as 920 Oe. However,

one drawback of this technique is that the step height is only a few nanometers, so

observed properties are realistic for low material thickness (< 10 nm). This results

samples with lower magnetic moments. Li et al [16] fabricated a range of Co

nanostructures including nanostripes of 1.5 µm by microcontact printing using polymer

based molds.

Figure 2.2 - Schematic of deposition geometry of shallow angle deposition technique.

The Co flux is directed towards the uphill direction of the miscut of Si(111) substrate (ref

[14]).

In the current study, a novel method suitable for a high volume device manufacturing, UV

assisted nanoimprint lithography (NIL) with the roll-to-roll option has been used for

nanostripe patterning on a flexible plastic substrate. The main advantage of NIL was high

volume production of sub 100 nm scale nanostructures.
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2.2 Sample Fabrication

Fe-nanostripe based thin films were fabricated by physical vapor deposition of Fe on

topographical gratings on a substrate made by custom made roll-to-roll nanoimprinter

housed in the UMass Nanoimprint Lithography Laboratory. The choice of substrate was

polyethylene terephthalate (PET) due to its ready availability, flexibility, mechanical and

chemical stability and ultra-low cost in comparison to silicon wafer substrates. These

properties make PET an attractive candidate for mass production by direct patterning with

roll-to-roll nanoimprint lithography for high-throughput device fabrication. Here, the

grating width and the depth were fixed at 70 nm and 50 nm, respectively. A schematic

representation of roll-to-roll nanoimprinting process is shown in Figure 2.3 (a). The

stamp is made from perfluoropolyether acrylate (PFPE) mold on PET using a Si master

mold, which made it flexible to use in the roll-to-roll process. The UV photoresist

employed was Norland 81 (Norland Inc., USA) and was used as received. A detailed

description of the roll-to-roll NIL process can be found elsewhere [17].

To fabricate magnetic nanostripe thin films on PET gratings, a thin layer of Fe (5 nm - 45

nm) was deposited by electron beam evaporation (CHA SE-600 electron beam evaporator)

at normal incidence in high vacuum of 5x10-7 torr. A 3 nm layer of Ag was also deposited

on Fe film as a capping layer to protect Fe from oxidation. Deposition rates were kept

constant at 0.05 nm/s for all samples to promote continuous films. Films were also

deposited on planar PET pieces with the same dimensions under identical deposition
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conditions as a control.

Figure 2.3. a) Schematic representation of the UV-assisted roll-to-roll nanoimprint

lithography process used in this work and b) fabrication of nanostripe-based thin film by

metal evaporation.

2.3 Structural Characterization

The sample surface and microstructure were analyzed with atomic force microscopy

(AFM) and scanning electron microscopy (SEM). For AFM studies, Vecco Nanoscope IV

equipment with TESPA-V2 tapping mode probes was used, and image data were

analyzed by NanoScope Analysis v1.4 (Bruker, Inc.) software. For SEM studies, a JOEL

7001F thermal field emission electron microscope has been used. Figure 2.5 shows AFM
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and SEM figures of a 15 nm thick Fe nanostripe array.

Figure 2.4 - Schematic representation of electron beam evaporation. The target is heated

by the electron beam that results an emission of material vapor that solidifies upon

interacting with the samples.

It can be seen that the nanostripes are mostly continuous with a few discontinuities as a

result of defects on the grating. Further, AFM measurements confirm that there is a

noticeable roughness of +/- 3 nm which could have originated from grating imperfections,

dewetting between Fe and PET and the deposition itself. The cross section SEM image

shows material deposition that also forms narrower nanostripes on sidewalls. Further,

Figure 2.6 shows the microstructure of nanostripes of 15 nm thick Fe layer. The average
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grain size of Fe is 40 nm.

Figure 2.5 a) SEM and b) AFM and c) Cross section SEM micrographs of 30 nm Fe

nanostripe thin film. SEM and AFM figures suggest that these films have a noticeable

roughness and cross section SEM shows the material deposition on sidewalls.

Figure 2.6 - High resolution AFM micrograph of 15 nm thick Fe nanostripes. The average
grain size is 40 nm.

Elemental analysis of selected samples were performed by X-ray photoelectron

spectroscopy (XPS) and the spectrum was acquired from Physical Electronics PHI 5000
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dual anode/fixed lens spectrometer equipped with a monochromatic Al X-ray source.

Survey spectra were taken to check the presence of any impurities and subsequent high

resolution spectra in the 700-735 eV range were acquired to check the oxidation state of

Fe. The data were analyzed using PHI MultiPak software. Figure 2.7 shows the XPS

spectra of 15 nm Fe thin film capped with a 3 nm Ag layer. The sample was sputter

etched with Ar at 4 keV for 5 and 30 seconds to do a depth profiling. As shown, top layer

(or the surface) Fe layer is oxidized to Fe2O3 while the interior still has elemental Fe. This

shows that a 3 nm Ag capping layer is not thick enough to protect the magnetic material

from oxidation. Also the exchange interaction between Fe2O3 and Fe phases can create an

exchange bias system below a critical temperature as Fe2O3 is antiferromagnetic with

TN~260 K, however it’s insignificant if the antiferromagnetic region (Fe2O3) is too thin in

comparison to ferromagnetic region (Fe).
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Figure 2.7 - XPS spectra of 15 nm Fe nanostripe sample capped with a 3 nm Ag layer.

The sample was sputter etched for 5 s (black) and 30 s (red) to analyze the interface and

the interior region, respectively.
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2.4 Magnetic Measurements

Magnetic properties were measured by Superconducting Quantum Interference Device

(SQUID) magnetometer with a 7 T maximum applied field (MPMS XL-7, Quantum

Design). Thin film samples were diced into 3 mm x 3 mm pieces to measure in-plane

magnetic properties along (parallel) and across (perpendicular) the long dimension of the

nanostripes at various temperatures from 10 K to 300 K. Samples were first saturated at

500 Oe for 60 seconds to align magnetic moments in one direction prior to take magnetic

measurements. Figure 2.8 shows the hysteresis curves measured along and across

nanostripes for 30 nm thick Fe sample. These measurements reveal that the easy axis lies

parallel to nanostripes as a result of uniaxial anisotropy induced by the shape anisotropy

due to elongated shape.
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Figure 2.8 - M-H curve for 30 nm Fe nanostripe thin films measured parallel and

perpendicular to nanostripes at 300 K.
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Figure 2.9 shows demagnetization curves of nanostripe and planar samples. As shown in

both Figure 2.9 and Figure 2.10, the coercivity (HC) has a clear thickness dependence

which first increases with the Fe nanostripe thickness from 194 Oe at 5 nm to reach the

maximum of 257 Oe at 15 nm, and gradually decreases to 162 Oe at 45 nm. The

maximum energy product (BH)max values also follow the same trend giving a maximum

of 3.5 MGOe for the 15 nm thick nanostripe sample. This variation of HC with the

thickness for thin nanostripes is in line with previous reports [14, 18, 19].

The low in-plane HC in the 5-15 nm Fe thickness regime can come from the effect of

surface anisotropy as it plays a dominant role in thin films and favors out-of-plane

magnetic orientation (see chapter one).
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Figure 2.9 - Demagnetization curves of a) 5, 15, 45 nm thick nanostripe films (field

applied along the long-axis of nanostripes) and 15nm thick planner film at 300K and b)

15 nm nanostripe film at different temperatures. Only the second and third quadrant of

the hysteresis loop is shown for the clarity. The HC of nanostripe samples are significantly

higher than those of planer samples. Nanostripe with 15 nm Fe layer has the highest

coercivity, and the coercivity of samples rises with reducing the temperature.
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In addition, as evident by AFM figures discussed in the previous section, these

nanostripes have a noticeable roughness due to grating imperfections and possible

dewetting conditions between Fe and PET. The latter effect can result isolated-like

nanograins with no ferromagnetic coupling for thinner Fe layers, which minimizes the

effect of shape anisotropy hence reduces the coercivity. In order to interpret the decrease

in HC for thicker nanostripes (> 15 nm), we need to consider the influence of magnetic

dipolar interactions to the reversal process, as such interactions promote antiparallel

alignment of the magnetization in neighboring nanostripes. First, consider the state where

all nanostripes are homogeneously magnetized in the same direction with magnetic
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Figure 2.10 - Thickness dependence of the coercivity (HC) of nanostripes samples with

field applied along the long axis at 300 K. HC increases with Fe layer thickness up to 15

nm and decreases due to effect of dipolar interactions which increases with the layer

thickness.

charges at both ends, σ=|M|. If N nanostripes are reversed by dipolar interactions,

assuming each reversal reduces the total magnetostatic energy by EV, the interaction
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energy between two nanostripes, the effective coercivity of the sample can be given by

[14, 20]

(2.1)

Where the prefactor 2K/µ0MS denotes the intrinsic coercivity due to anisotropy K, of an

isolated nanostripe. For a pair of interacting cylindrical nanowires, the EV is given by,

(2. 2)

Where d, D and L are diameter, center-to-center wire distance and length respectively,

and M1 and M2 are the axial components of magnetization along the long axis of each

nanostripe. For a constant D, the EV increases with the diameter of nanowire or with the

thickness of a rectangular nanostripe with a constant width. Thus, equation (1) and (2)

manifest a reduction in HC with increasing the nanostripe thickness, which explains the

observed reduction in HC from 15 nm to 45 nm samples. Table 1 shows the reduced

remanence (Mr/MS), coercivity (HC) and maximum energy product (BH)max values for

nanostripe samples of 5 - 45 nm Fe thickness.

As expected for large aspect ratio nanostripes, the hysteresis loop along the long axis is

closer to a square and reduced remanence (Mr/MS) is closer to 1 for all thicknesses except

5 nm sample which is very sensitive to template roughness and imperfections.
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Table 2.1- Reduced remanence (Mr/MS), coercivity (Hc) and maximum energy product

(BHmax) for Fe nanostripe samples with 5 - 45 nm thickness (t).

However, the observed switching field values fall well below the theoretical values given

by 2πMS (for Fe, 2πMS = 10.8 kOe), suggesting that the reversal is not governed by

coherent reversal mode. In addition, the temperature dependent hysteresis measurements

(Figure 2.9 b) show that the shape-dominated uniaxial anisotropy has an inverse relation

with the temperature. Figure 2.11 shows the variation of HC with the temperature for

selected samples. To elucidate the reversal mechanism, data were first fitted into the

model proposed by He et al [19, 21] for temperature dependence of coercivity HC(T) of

shape anisotropy dominated soft ferromagnetic structures (dashed line in Figure 2.11)

which is an extension of early work by Neel [22] and Brown [23] to study magnetic

reversal process. However, a mismatch between the model and the experiment can be

seen in low temperature regime (< 100 K). As an example, HC values at 10 K are about

50% higher than model predicted values. In order to match with data in the low

temperature regime, the original equation derived by He et al. was extended with a

second term, which predicts an exponential decay of HC with the temperature. So the
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extended equation can be given as,
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Here, H1(0) and E0 are the coercivity at 0 K and the energy barrier of reversal governed

by shape, respectively as predicted by original He’s model. MS(0) and MS(T) are the

magnetizations at 0 K and T, respectively. The exponent α is 3/2 for curling mode and 2

for coherent rotation mode. Since the width of the nanostripe is beyond the critical size

for coherent rotation given by
S

MA /26
2/1 which is 12 nm for Fe27, data were fitted

with α = 3/2 to estimate H1(0), H2(0), E0 and T’ (Table 2). Here, the temperature variation

of saturation magnetization has been ignored as it is negligible for the temperature range

in concern. Further, we found that H2(0) has a rough linear relation to the film thickness

that takes the form tH 7.8410)0(
2

−= . The exponential increase in coercivity with

decreasing the temperature has been observed for thin garnet films [24,25], and

understood as a result of defects, which act as pinning traps at lower temperatures that

hinders the reversal process by the mutual interaction with domain walls [26,27].

However, at higher temperatures this interaction potential is overcome by thermal energy,

hence minimizes the defect-generated coercivity at higher temperatures. The approximate

linear relation between H2(0) and t values suggest that the interfacial defects are

dominated over point defects. The coercivity at 0 K, HC(0) is the addition of H1(0) and

H2(0) from which the activation volume V*, the region that the reversal process is

localized (nucleation core), can be calculated using the relation )0()0(*

0 CS
HMVE = .

Table 3 shows estimated values of V* and nucleation core size, L (V=L3) for selected
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samples. The size of the nucleation core (15-22 nm) is much smaller than the physical

size of the nanostripe, confirming that the nanostripe as a whole does not undergo

coherent reversal.
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Figure 2.11 - Temperature dependence of HC with field applied along the long axis for

selected samples. The continuous line represents the fitted curve using eq. (3) for α = 3/2.

Table 2.2- Parameters of H1(0), H2(0), E0 and T’ estimated by fitting equation (3) with HC

vs. T data by taking α = 3/2 for selected samples.
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Table 2.3- Zero temperature coercivity HC(0), activation volume V* and nucleation core

size L, estimated from parameters in Table 1.2.

Also, the exponential increase in HC at lower temperatures (< 100 K) can also come from

the exchange-bias effect (exchange anisotropy) as exchange-bias pinning hinders

magnetic reversal. It is evident from elemental analysis by XPS (Figure 2.7) that these

films contain oxides at the Fe-Ag interface that results an exchange interaction between

antiferromagnetic Fe2O3 and elemental Fe, for temperatures below blocking temperatures

of the grains. This is in agreement with previous discussions on exchange bias effect

driven magnetization reversal at low temperatures [28]. Another striking feature is that

easy-axis hysteresis curves (Figure 2.9) have 'shoulders' for all thicknesses at all

temperatures and their width is about 250% of the HC of the primary nanostripes

(principle hysteresis). This two-step reversal can be accounted to the hard magnetic

properties of narrow nanostripes formed on sidewalls, as they nucleate at higher fields

due to enhanced shape anisotropy.

2.5 Micromagnetic Simulations

To visualize the reversal mechanism, T = 0 K micromagnetic simulations using OOMMF
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[29] micromagnetic simulation package developed by NIST has been used. The chosen

dimensions of the nanostripe were 70 nm (width), 350 nm (length), and 20 nm (thickness)

with 2 nm cell size which is smaller than the exchange length of Fe (3.2 nm). Choosing

350 nm as the length is justifiable as it is reported that simulations for structures with

aspect ratios greater than 5 yield the same result [18]. A 1% hard axis field was applied to

break the symmetry. Figure 2.12 shows a snapshot of the reversal process of an isolated

nanostripe with above dimensions, just before the magnetization turns to zero (or H →

HC). As shown, nucleation core is generated at the corner of nanostripe and then

propagates through the nanostripe with increasing the field. This affirm that the

magnetization reversal is governed by curling mode for these nanostripes.

To understand the effect of dipolar interaction, a geometry with three-wire, five-wire and

seven-wire nested systems have been simulated using NMAG [30], a finite element

package developed at University of Southampton. Here, the length, the width and the

thickness of nanostripes were kept at 150 nm. 30 nm and 15 nm, respectively to perform

the simulation in a reasonable time. The cell size has been set to 3.0 nm and a 1% hard

axis field was applied to break the symmetry as in the previous case. Figure 2.13 shows

the spin configuration of each geometry just before the magnetization becomes zero. It

can clearly be seen that the nucleation begins at an end nanostripe and propagates to the

neighboring nanostripe and sweeps throughout the entire film, regardless the number of

nanostripes.



61

Figure 2.12 - Snapshots of three stages of magnetization reversal of a 350 nm x 70 nm x

20 nm nanostripe simulated at 0 K using OOMMF. The reversal begins at one end of the

nanostripe and sweeps across the volume.

This coordinated reversal process instead of individual reversal of each nanostripe,

signifies the strong dipolar attraction between nanostripes in this arrangement. However,

this contradicts a previous report which describes that for a linear system (all nanostripes

are on the same plane), the central nanostripe switches first due to maximum intensity of

dipolar fields created by surrounding nanostripes [31], suggesting that the reversal

process strongly correlated to nanostripe arrangement.

2.6 Conclusions and Future work

Fe nanostripe based thin films exhibiting larger uniaxial anisotropies were fabricated by

UV-assisted nanoimprint lithography. PET film was chosen as the substrate due to its

good mechanical properties, low cost, and demonstrated high volume direct patterning

capabilities in roll-to-roll nanoimprinting [17].
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The in-plane HC along nanostripes, induced by shape, changes with the film thickness

giving the maximum value of 257 Oe for 15 nm thick nanostripes at room temperature.

This variation has been attributed to size effects for thin films and growing dipolar

interactions for thick films, which reduces in-plane HC.

Figure 2.13 - Snapshots of nanostripes with three, five, and seven wires at M→0. The

reversal begins from rightmost nanostripe and propagates thought the film.

By combining magnetic measurements at different temperatures with extended He et al

[21] model, the magnetization reversal process found to be dominated by curling and the

size of the nucleation core is much smaller than the physical volume of the nanostripe.

(a) (b)

(c)
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Furthermore, macromagnetic simulations illustrate that the nucleation core is formed at

one corner of the nanostripe and propagates through the entire volume of the nanostripe.

Also simulations performed on multi-stripe assemblies show that dipolar interactions

between nanostripes couple the reversal resulting in a coordinated reversal from one end

of the thin film to the other end, hence avoiding individual reversal of each nanostripe.

The exponential increase in HC with reducing the temperature is ascribed to

defect-generated pinning traps at low temperatures. I propose that the ‘shoulders’

observed in easy axis hysteresis loops are due to narrow nanostripes formed on sidewalls.

One noteworthy advantage of nanostripe based thin films fabricated in this work is that

they are highly anisotropic but maintain the same magnetic moment per unit area as of

flat thin films, which can be further enhanced by reducing the width of nanostripes. As an

extension of this project, it is interesting to study how hard magnetic and exchange-spring

magnetic thin films would perform when they are transformed from planar to nanostripe

geometry. Combining the magnetocrystalline anisotropy and the shape anisotropy would

result perfect orientation of magnetic moments in the entire body which can substantially

increase the remanence magnetization, and hence the maximum energy product of the

magnet as discussed in Chapter 1.

To conclude, this straightforward fabrication method can be implemented for high

volume fabrication of a range of future ferromagnetic nanoscale thin film based devices,

where low cost and high performance will dominate future needs.
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CHAPTER 3

SUBSTRATE DEPENDENT MAGNETIZATION REVERSAL

OF SmCo5 AND SmCo5/Co EXCHANGE-SPRING THIN FILMS

This chapter discusses how magnetization reversal of hard and exchange-spring magnetic

thin films is affected by the substrate properties such as crystallinity, roughness and

wetting conditions using single crystal MgO(100) and glass substrates. The chapter

begins with prior work and related concepts (theory of hard and exchange-spring

magnetic materials were introduced in the first chapter) followed by fabrication, surface

and structural characterization and magnetic property measurements. This study shows

that magnetic properties greatly depend on the substrate properties, which is vital for thin

film based applications.

3.1 Introduction

Exchange-coupled magnetic materials (spring-exchange materials) that are composites of

soft and hard magnetic materials have important properties such as enhance remanence,

high energy products (BH)max, high TC and lower cost, making them ideal candidates as

next generation permanent magnets. So understanding non-trivial magnetic nucleation

and pinning dynamics of both hard and exchange-coupled materials is vital in tailoring

them more efficiently.
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Although dynamics of soft ferromagnetic materials have been widely studied and well

understood, a little progress has been made in the quest of understanding dynamics of

hard magnetic or exchange coupled magnetic materials. This is due to the fact that

dynamic properties strongly correlated to crystal structure, epitaxy, substrate effects and

processing conditions as they determine the grain size and microstructure of these

materials. As an example, the reversal of SmCo5 in bulk is governed by nucleation but

Sm2Co7 is dominated by domain wall pinning when thermally processed [1]. However,

when it comes to thin films, pinning is expected to dominate due to interface properties.

Further, no clear agreement can be found in literature on how physical parameters such as

thickness, texture and roughness change microstructure and magnetic properties [2, 3], as

it is often difficult to isolate the effect of each parameter as they are strongly coupled to

epitaxy and processing conditions [4]. SmCo5 thin films grown on MgO(100) and

MgO(110) single crystal substrates with Cr buffer layer show strong in-plane hard

magnetic properties, however the microstructure of SmCo5 grown on MgO(100) is

bi-crystalline (twisted c-axis) with Sm-Co(11 2 0) phase while SmCo5 grown on

MgO(110) results Sm-Co(1 1 00) phase, which is uniaxial [2,5]. This difference of

microstructure is clearly reflected in their magnetic properties, as the coercivity of

Sm-Co(11 2 0) show no dependence with the film thickness, while the coercivity of

Sm-Co(1 100) decreases with increasing film thickness (Figure 3.1).

High HC of these films at thin film limit has been attributed to initial island growth. When

the film thickness is increased these islands coalesce to create large grains that reduces

HC. Also the underlayer also plays a major role in controlling the grain growth.
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Figure 3.1 - Variation of coercivity with film thickness for Sm-Co(11 20) and

Sm-Co(1 100) grown on MgO(100) and MgO(110), respectively (adopted from ref[2]).

As an example Sm-Co films deposited on thin Cr buffer layers have smaller grain

structure [6], which has made such a texture an excellent candidate for high density

recording media. When a magnetic thin film consists of large number of grains or if the

magnet has an amorphous nature, the effective anisotropy is given by the random

anisotropy model which is an analysis of the interplay between exchange and anisotropy

energies in a randomly oriented grain structure. If grains are ferromagnetically coupled,

the effective anisotropy is given by (for D<<lex) [7],

3
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1

A

DK
K = (3.1)

Where D, K1, lex and A are average grain size, magnetocrystalline anisotropy, exchange

length and exchange stiffness, respectively. However, when grains are isolated and only

coupled via dipolar fields, <K> strongly depends on the grain size as well as the grain
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shape.

In addition to pinning induced by structural defects, these alloyed hard magnetic

materials have high degree of chemical inhomogeneity [2-5]. These chemical

inhomogenieties found in single grains in the form of stacking faults are considered to be

inducing pinning effects. As an example both Sm2Co7 and SmCo5 phases co-exist in

Sm-Co magnets so the local reversal of each grain can be entirely different and is highly

correlated to this composition variation that creates different number of pinning centers in

each grain. Scanning or tunneling electron microscopy studies can reveal this local

inhomogeneity in thin film magnetic samples.

Reversal of spring-exchange magnetic materials is closely resemble that of hard magnets

as the reversal of a spring-exchange magnet is dictated by the reversal of hard phase, so

domain wall pinning is considered to be the prime mechanism [1,5,8,9]. However, the

structure defined non-collinearity at the interface also come into play in addition to

structural and chemical inhomogenieties of hard phase that creates pinning centers.

This study was performed to further explore the reversal mechanism of exchange spring

thin films grown on two different substrates. SmCo5/Co was selected as the

exchange-coupled bi-layer thin film and it was grown on MgO(100) and glass substrates

at varies temperatures with varying layer thickness of SmCo5 and Co. Room temperature

magnetic measurements confirm spring-exchange behavior with large energy products
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while temperature dependent magnetic measurements show an increase in HC for all films

due to lower spin fluctuation and pinning ability by defects at low thermal energies.

However, in addition to rise in HC, films grown on glass show a transformation from one

step to two step reversal when reducing the measuring temperature, suggesting a

weakening of exchange interaction. Structure of each film was analyzed by x-ray

diffraction and atomic force microscopy to explore the crystalline nature, substrate

roughness and grain formation on each substrate.

3.2 Sample Preparation

SmCo5 hard magnetic and SmCo5/Co exchange spring bi-layer films were fabricated by

DC and RF magnetron sputtering (AJA Orient 8 sputter coater) at high vacuum of 10-8

Torr on MgO(100) and glass with a 60 nm and a 30 nm Cr seed and capping layers,

respectively. An alloy target with nominal composition was used to deposit SmCo5, and

both the seed layer and SmCo5 were deposited at 500o C, which is adequate enough to

induce in-plane hard magnetic properties of SmCo5 layer [10, 11]. After the growth of Cr

and SmCo5 layers, samples were allowed to cool for 6 hours before depositing Co and Cr

capping layer, to minimize the inter-diffusion at the SmCo5/Co interface that changes the

composition of the hard phase. The thickness of SmCo5 and Co layers were varied

between 15 nm-50 nm and 5 nm-25 nm, respectively to find the optimal thickness of each

layer that delivers a single step reversal with highest HC. Prior to film growth, all

substrates were cleaned with toluene, acetone followed by oxygen plasma cleaning for 2
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mins at 150 W with a gas flow of 50 cc/min. The base pressure of the sputter chamber

was maintained below 1x10-7 Torr to reduce oxidation, and more importantly all targets

were etched for 2 mins at 6 cc/min Ar flow rate to remove the top oxide layer. Further,

substrates were pre-heated for 10 mins at growth temperature, and were ramped up in

steps from room temperature to deposition temperature to avoid substrate deformation

and cracks. All layers were sputtered at 4 mTorr Ar pressure and sputtering powers were

fixed and kelp low (75 W DC for SmCo5, Cr and 100 W RF for Co) to promote continues

film growth. In order to exclude artifacts arising from the capping Cr layer and also to

analyze the surface properties of Cr seed layer, 60 nm Cr seed layers were grown on both

substrates under identical conditions.

Figure 3.2 - Schematic of sputter deposition at high temperature and high vacuum.
Samples were ramped to high temperature in steps to avoid any substrate deformations.
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3.3 Structure and Surface Analysis

Structural properties of the samples have been studied by x-ray diffraction using

Panalytical X’Pert MRD spectrometer with Cu Kα radiation and phase analysis was

performed by X’Pert Highscore Plus and MAUD software. Figure 3.3 shows the θ−2θ

XRD pattern of SmCo5 (30 nm)/Co (7.5 nm) grown on MgO(100) substrate with a Cr

seed layer at 500o C. As shown, MgO(100) single crystal results epitaxial growth of

Cr(200) which guides the growth of highly textured SmCo5(11 2 0) phase [3]. Small Full

width of half maximum (FWHM) values of Cr(200) and SmCo5(11 2 0) which are 0.17o

and 0.72o, respectively show high degree of texture of this epitaxial assembly. The x-ray

diffraction pattern of Cr (60 nm)/MgO(100) grown under identical conditions confirms

the Cr(200) phase, excluding any artifacts coming from the capping Cr layer (Figure3.4).
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Figure 3.3 - X-ray diffraction pattern of Cr (60 nm)/SmCo5 (30 nm)/Co (7.5 nm)/Cr (30

nm) grown on MgO(100) at 500o C.



74

20 40 60 80 100

0

1000

2000

3000

4000

5000

C
r 

(2
0

0
)

M
g

O
 (

4
0

0
)

In
te

n
s
it
y
 (

c
p

s
)

2θ (Deg.)

M
g

O
 (

2
0

0
)

Figure 3.4 - X-ray diffraction pattern of Cr (60 nm) grown on MgO(100) at 500o C.

As shown, Cr layer has only the Cr(200), which suggests a good epitaxial growth on

MgO(100) and Figure 3.5 illustrates the epitaxial relation between MgO, Cr and SmCo5

films.

Figure 3.5 - The illustration of epitaxial relationship between SmCo5(11 20) || Cr(200) ||

MgO(200) (adopted from ref [3]).



75

However, SmCo5/Co spring magnets made on glass substrates show low crystalline

nature evident by its XRD peak intensities, suggesting that SmCo5 grains are randomly

distributed resulting a random distribution of easy-axis. Here, in contrast to samples

grown on MgO(100), both Cr(110) and Cr(200) phases exist in almost equal intensities,

however, SmCo5 exhibits only the twined epitaxy with (11 2 0) orientation (Figure 3.6 &

Figure 3.7). In addition, the XRD pattern of Cr(60)/SmCo5(50 nm) on glass (Figure 3.8)

deposited at room temperature shows only the Cr(110) phase. This suggests that Cr(200)

orientation is possible only at higher temperatures and SmCo5 (11 2 0) phase is essentially

driven by the Cr(200) phase, re-affirming the proper crystal match between the buffer

layer and the hard magnetic layer plays a critical role in orienting the c-axis in-plane. In

addition, broader XRD peaks observed for samples on glass can be attributed to wide size

distribution of grains.
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Figure 3.6 - X-ray diffraction pattern of Cr (60 nm)/SmCo5 (30 nm)/Co (7.5 nm)/Cr (30

nm) grown on glass at 500o C.
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Figure 3.7 - X-ray diffraction pattern of Cr (60 nm) on glass at 500o C
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Figure 3.8 - X-ray diffraction pattern of Cr (60 nm)/SmCo5 (50 nm)/Cr (30 nm) grown on

Glass at room temperature.
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In order to understand the effect of pinning, which is expected to be the dominant reversal

mechanism of hard magnetic thin films, Atomic force microscopy (AFM) was used to

study the surface properties of substrate and Cr grain formation of seed layer. Image data

were analyzed by NanoScope Analysis v1.4 (Bruker, Inc.) software.

Figure 3.9 shows AFM figures of MgO(100) and glass substrates. While both substrates

are relatively smooth, MgO(100) has peak-to-peak roughness about 5 nm in contrast to

glass, which is approximately 2 nm. AFM figures of the Cr seed layer deposited at 500o C

on MgO(100) and glass show different surface properties (Figure 3.10). The average

grain size of Cr on MgO(100) is approximately 38±17 nm. Also, grains are squarer and

have narrow size distribution showing good epitaxial growth. In addition, the

peak-to-peak roughness of this film is about 4 nm, suggesting that the Cr underlayer is

essentially continuous as a result of good epitaxial growth.

However, large and isolated grain (~170±82 nm) formation can be seen in Cr layer

deposited on glass at 500o C. This island-like grain formation is most likely due to the

low adhesion between glass and Cr at high temperature. In addition to the grain size, Cr

islands on glass shows pillar like growth with heights about 40 nm in comparison to 4 nm

peak-to-peak roughness for Cr layer on MgO(100). This suggests that magnetization

reversal of the sample on glass is largely driven by island-like growth of SmCo5 in

addition to interfacial defects, as this island formation results isolated SmCo5 grains

which essentially behave as single domain particles due to large anisotropy constant of
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SmCo5.

Figure 3.9 - AFM figures of the surface of a) MgO ) substrate b) glass substrate

3.4 Magnetic Measurements

Magnetic properties were measured using a Superconducting Quantum Interference

Device (SQUID) magnetometer (MPMS, Quantum Design, Inc) with 7 T maximum

applied field. Based on measurements of samples grown on MgO(100) substrates, ideal

thickness of SmCo5 and Co are 30 nm and 7.5 nm, respectively for 500o C growth

temperature. Figure 3.13 shows the hysteresis curves of Cr/SmCo5 on MgO (Sample A)

and glass (Sample B) grown at 500o C. Coercivities of Sample A and Sample B are 17.2
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KOe and 18.5 KOe, respectively.

Figure 3.10 - AFM figures of the surface of Cr deposited a) MgO(100) substrate b) Glass

substrate at 500o C.
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Figure 3.11 - Dependence of coercivity with SmCo5 layer thickness, grown on Cr (60

nm)/MgO(100) layer at 500oC.
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Higher coercivity in Sample B is induced by high degree of pinning arise due to high

interface roughness and isolated-like SmCo5 grain growth, which indeed increase HC, as

discussed in the previous section.
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Figure 3.12 - Normalized room temperature hysteresis curves for exchange-spring

bi-layers with over-sized (25 nm) and critical (7.5 nm) Co layer on 30 nm SmCo5 layer.

However, the maximum energy product of Sample B is just 5.5 MGOe in contrast to 12.8

MGOe of Sample A. This significant reduction in the energy product of the sample on

glass is due to random orientation of magnetic moments due to the absence of epitaxial

guidance or structural orientation by the amorphous glass substrate. When grains are

randomly oriented in 3D space, the effective remanence Mr is given by,

∫ ==

2/

0

5.0.sin.cos.

π

θθθ
SS

MdMMr (3.2)
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Since the maximum energy product 2

max
)( MBH ∝ , random grain orientation results

lower energy products even though the sample has a high HC.
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Figure 3.13 - Normalized room temperature hysteresis curves of Cr/SmCo5 on MgO(100)

and glass substrates grown at 500o C.

Figure 3.14 shows room temperature hysteresis curves of exchange-spring magnet thin

films with SmCo5 (30 nm)/Co (7.5 nm) composition. As expected, for samples grown on

both MgO (Sample C) and glass (Sample D), the HC drops and the MS rises due to the

inclusion of soft phase, compared to hard magnetic thin film samples (Sample A & B).

However, in contrast to Sample A&B, here the bi-layer on MgO(100) shows a higher

resistance to reversal with a HC of 13.2 KOe, while the bi-layer on glass has a slightly

lower coercivity (HC=12.5 KOe). Maximum energy products (BH)max are 14.5 MGOe and

5.3 MGOe for Sample C & D, respectively. Although a clear enhancement in (BH)max can
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be seen between hard and exchange-spring samples grown on MgO(100), no

enhancement is seen between hard and exchange-spring samples grown on glass. This

shows that the remanence enhancement by the soft phase is compensated by the random

orientation of grains. Table 3.1 shows estimated HC, MS and (BH)max values of Sample

A-D.

Table 3.1 - Estimated values HC, MS and (BH)max of hard magnetic and exchange-spring

thin films grown on MgO(100) and glass substrates.
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Figure 3.14 - Normalized room temperature hysteresis curves of exchange-spring bilayers

on MgO(100) and Glass substrates grown at 500o C.
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The temperature dependent magnetic properties of exchange-spring bi-layer samples on

both MgO(100) and glass were measured from 300 - 100 K. Figure 3.15 shows hysteresis

curves at each temperature of the sample on MgO(100). The HC increases linearly (Figure

3.16) from 13.2 KOe at 300 K to 22 KOe at 100 K while preserving the original single

step reversal behavior. This single step behavior can be ascribed to strong exchange

coupling between soft-hard phases and the increase in HC is due to increase in effective

magnetocrystalline anisotropy and pinning as a result of low thermal fluctuations at lower

temperatures. In addition, with lowering the temperature, a slight decrease in the

squareness of the hysteresis loop can be noticed. A similar observation has been reported

by Zhang et al [13] for Sm-(Co, Cu)/Fe exchange-spring multilayers grown on SiO2.

However, they observed that the HC increases exponentially with reducing the measuring

temperature (18.2 KOe at 10 K versus 3.7 KOe at 400 K) while preserving the single step

reversal.
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Figure 3.15 - Normalized hysteresis curves measured at varies temperatures of

exchange-spring bi-layer sample on MgO(100)*.
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Figure 3.16 - Variation of coercivity with measurement temperature of exchange-spring

bi-layer sample on MgO(100).

Figure 3.17 shows the development of the hysteresis for the sample on glass upon

reducing the measuring temperature. Although the HC rises with decreasing the

temperature as observed for the sample on MgO, ‘shoulder’ formation can be seen in

reversal curves measured at 150 K and 100 K. This conversion from single step to two

step reversal suggests an exchange decoupling is taking place below a critical temperature.

Previous studies that has observed this phenomena for magnetic nanocomposites account

this to decoupling of soft-hard phases at lower temperatures [14, 15]. In general, for an

effective exchange coupling between soft-hard phases, the soft phase size is required to

be in the range of domain wall width of the hard phase δB, as explained in Chapter 1.

However, δB is sensitive to the effective anisotropy K, as K
B

/1∝δ , which increases

with decreasing the temperature. So the δB drops when decreasing the temperature,
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mandating a smaller soft region to keep the exchange coupling intact at lower

temperatures. Since the physical size of the soft region remains unchanged, this results

partially or fully decoupled magnetic state, making the reversal a two step process which

is the superposition of individual reversals of uncoupled regions. However, the sample on

MgO(100) does not show such development at lower temperatures, suggesting that this

decoupling phenomena is strongly correlated to microstructure. AFM measurements of

the Cr seed layer suggests that the sample grown on glass have large SmCo5 grains in

contrast to the sample on MgO(100). In nanocomposite samples, the soft phase size is

determined by the soft phase grain size, so this decoupling phenomena is straightforward

for composites with larger soft grains (or composites with high soft phase volume) [14,

15]. However, in thin films the critical dimension is still the thickness that is same for

both Sample C and D, so the presence of decoupling in Sample D but not in Sample C at

low temperatures does not fall into the above trivial explanation.
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Figure 3.17 - Normalized hysteresis curves measured at varies temperatures of

exchange-spring bi-layer sample on glass*.
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Figure 3.18 - Variation of coercivity with measurement temperature of exchange-spring

bi-layer sample on glass.

So this peculiar decoupling behavior of the exchange-coupled sample grown on glass

should be accounted to microstructure as any difference should arise from the

microstructure as material volumes of both samples are identical.

3.5 Conclusions and future work

In this work, I investigated magnetization reversal process of hard and exchange-coupled

magnetic thin films grown on single crystal MgO(100) and amorphous glass substrates

with a 60 nm Cr seed layer. Growth temperature was set at 500oC and optimum SmCo5

thickness based on coercivity estimations was found to be 30 nm to align moments
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in-plane to the substrate. For exchange-coupled samples, the soft layer thickness was set

at 7.5 nm for single step reversal. X-ray diffraction studies on samples grown on both

substrates show that in-plane hard magnetic properties are due to the formation of

twisted-crystalline phase, SmCo5 (11 2 0) guided by the Cr (200) seed layer. Although the

epitaxial match between Cr(200) and MgO(200) can be considered the underlying cause

for Cr(200) phase on MgO(100) substrate, x-ray diffraction patterns of Cr(60 nm) grown

on glass at room temperature and high temperature (500o C) affirm that high temperature

growth conditions are required to get Cr(200) phase. AFM measurements show that both

glass and MgO(100) substrates have an average roughness below 5 nm, however,

different growth properties of Cr seed layer on MgO(100) and glass can be seen. AFM

figures show Cr on MgO(100) forms square shape grains of 38±17 nm and Cr on glass

results steep and large island-like grains of 170±82 nm. High coercivity is dominated by

the island-like grain growth and pinning by interface roughness, evident by larger

coercivity of 18.5 KOe for SmCo5 on glass in contrast to 17.2 KOe for SmCo5 on MgO.

Maximum energy products of hard magnetic samples on MgO and glass are 12.8 MGOe

and 5.5 MGOe, respectively, wherein the low value for sample on glass can be ascribed to

random spin orientation due to the absence of epitaxial guidance from the glass substrate.

When hard magnetic samples are transformed to exchange spring samples, magnetization

rises and coercivity drops as expected, giving rise to higher energy product for sample on

MgO from 12.8 MGOe to 14.5 MGOe. However, for the sample on glass the energy

product drops from 5.5 MGOe to 5.3 MGOe due to reduced magnetization as a result of

random spin orientation.
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Temperature dependent studies on exchange-spring samples show a linear increase in

coercivity with reducing the temperature in the 300 K - 100 K regime. The sample on

MgO preserves its single step reversal behavior at lower temperature however, a shoulder

develops in the hysteresis of the sample on glass at 150 K and 100 K, making the reversal

a two-step process. This suggests that an exchange decoupling takes place at lower

temperatures. This was attributed to microstructural effects as otherwise both samples

should show this behavior as they both were grown under identical conditions.

As an extension of this project, it can be suggested that this decoupling behavior be

studied in details by taking hysteresis measurements in the full temperature regime (5 K -

300 K) with an external field above 7 T (which is a limitation of our instrument that

forbade saturating samples below 100 K). In addition, the soft layer thickness can be

fine-tuned (1 nm - 10 nm) to see at what critical thickness the shoulder appears. Since

single step reversal is vital for exchange-spring magnets for low temperature applications,

a full understanding is necessarily before employing them.

* For temperature dependent M-H curves, -H to +H curve is manipulated based on +H to

-H data to obtain a full hysteresis curve. Data was taken only for half hysteresis with the

assumption that M-H curves are symmetric.
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CHAPTER 4

FIELD-COOLED AND TEMPERATURE DEPENDENT

MAGNETIC PROPERTIES OFAu25(SC6H13)18 SPHERICAL

NANOCLUSTER

The discovery of single molecule magnets (SMM’s) has attracted great attention due to its

importance in understanding magnetism in confined structures with finite numbers of

spins and its applicability in a range novel applications from molecular memory to

quantum computing [1-6], where well-defined ultra-small nanostructures are desired.

Well-established SMM families such as Mn12, Mn4 and Fe8 believed to have high-spin

ground state, high-zero field splitting and very weak intermolecular magnetic interactions,

so their magnetic properties were ascribed to an intramolecular origin [7,8]. These

molecules showed interesting magnetic properties such as magnetic tunneling and slow

relaxation at low temperatures [9-11]. Observation of ferromagnetism in confined

nanostructures such as nanoparticles (NPs), nanowires (NWs) and nanoclusters (NCs)

made of materials that are diamagnetic when in bulk form has generated wide attention in

the past decade. This experimental work creates an impetus for understanding the origin

of magnetism in nanoscale systems lacking magnetic atoms. In this chapter, an

investigation of field-cooled (FC) and temperature-dependent magnetic properties of

negatively charged Au25(SC6H13)18 spherical nanoclusters of 1.3±0.1 nm is presented. The

chapter begins with a general overview of previous reports on ferromagnetism observed

in ultrafine diamagnetic systems and possible explanations followed by sample synthesis,

structural analysis and magnetic measurements.
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4.1 Ferromagnetism in ultrafine diamagnetic systems

Diamagnetism, a weak opposite response to an external magnetic field, is inherited with

all materials to certain extent, yet its contribution is only effective in materials with no

paramagnetic or ferromagnetic properties, that is materials with closed electronic shells.

Noble metals such as Au, Ag and Pt are diamagnetic in bulk despite some of them have

an unpaired electron (Au and Ag) due to closed d shells. However, they can exhibit exotic

magnetic properties when the size is reduced to a few nanometers, and such properties

have a strong correlation to the diameter [12-15]. In 1999, Hori et al [16] reported

unusually large magnetic moments of up to 22 µB per particle for polyvinyl piridine (PVP)

coated Au and Pd nanoparticles of 3 nm. Since then many researchers reported

observation of non-zero magnetic properties in various diamagnetic systems both coated

and non-coated with ligands.

Figure 4.1 - Variation of saturation magnetic moment per unit mass with particle size for

dodecannethiol-coated Au. Highest moment observed for 3 nm Au particles (adopted

from ref[17], however this depends on the capping agent as some result linear variation

with particle size [17].
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In the prospect of band ferromagnetism (itinerant ferromagnetism), spontaneous

ferromagnetism appears if the system meets the well-known Stoner criteria, i.e.

1)(. ≥
F

EDI , where )(
F

ED and I are density of states (DOS) at the Fermi level and

coupling constant which is a measure of Coulomb energy, respectively. When this

condition is satisfied, a single band is split into two bands causing unequal spin (up and

down) separation. Although I can be mostly a material dependent property, reduction of

particle size which increases the surface atom fraction and also the influence from the

outside environment (by ligands) can readily modify DOS, which may have re-enforced

the Stoner criteria of these systems (see Chapter 1 for more details). Additionally, in the

confined nanostructure limit, where the NP has a finite number of atoms and its diameter

approaches the De Broglie wavelength, the quantum confinement effect kicks in [15, 18],

which makes particles trapped in a potential well. Quantum confinement is responsible

for narrow bands or discrete energy levels and opens up band gaps [17, 19] which can

indeed induce ferromagnetic properties. Luo et. al. [20] showed that bare Au clusters up

to 147 atoms can have non-zero magnetic moments (1-5 µB) using first principle DFT

spin-polarized calculations.

The most widely accepted theory of induced ferromagnetism is the creation of Fermi d

holes on surface atoms, due to withdrawal of electrons from d shell (surface atoms have a

reduced coordination which makes an electron withdrawal creates a net spin imbalance).

So the filled d bands in the bulk state can now be considered partially filled. The creation

of d holes can be a result of charge transfer from surface atoms to core atoms in order to

stabilize the core in ultrafine limits or the interaction of surface atoms with outside
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environment (ligands) which may create electron deficiency on surface atoms due to

pulling effect by ligands. He et. al. [21] argues, based on DFT calculations for ultrafine

Ag clusters performed by Pereiro et al [22, 23], that noble metals which are non-magnetic

in bulk due to equal and opposite spin populations, may create a state with a net magnetic

moment due to charge transfer from the surface to the core, resulting holes in the d band

of surface atoms. If the charge transfer is spin dependent this makes the NP

ferrimagnetic-like [24] with opposite spins on the surface and in the core.

Figure 4.2 - Schematic illustration of polarization of Au surface atoms by which leads to

Fermi hole creation. This shows that such holes exist on surface atoms due to low

symmetry and coordination (adopted from ref [17]).

In practice, most of these NPs are coated with ligands to avoid aggregation. As an

example Au is mostly coated with thiols, so the interaction of outermost Au atoms and the

S atom (Au-S bond) is considered to be responsible for Fermi d holes due to electron

pulling by S atom. This is supported by studies showing strong ferromagnetic properties

in thiol stabilized ultrasmall Au NPs [25, 26]. However, it is important to mention that

observed ligand induced magnetic properties have a strong co-relation to diameter and the
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strength of the ligand as shown in Figure 4.3. In general, this suggests that Au-S bond

strength is primarily responsible but in contrary, some studies show that there is no

significant enhancement with changing the ligand [21, 27, 28]. Also the closed nature of

these NPs by ligands suggests that the magnetism is essentially local and it is argued that

magnetic ordering in such systems is not due to exchange interaction as in itinerant

magnets, but due to extremely high local anisotropy that blocks magnetic reversal.

Particles as small as 1.5 nm show stable hysteresis loops even above room temperature or

in other words they exhibit unusually large superparamagnetic blocking temperatures TB

that can be attributed to high anisotropy (
BBaniso

TkVK .. = ).

Figure 4.3 - Correlation between the ligand strength and the NP diameter. This shows that

loss of moment with particle size for bare particles as predicted in DFT calculations, can

be altered by the influence of the outside environment (adopted from ref [17, 21]).

Turning now to the reported values, the record coercivity value for Au NPs is 860 Oe at 5
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K (250 Oe at 300 K) for 1.4 nm dodecanethiol (DT) capped Au particles [29] and the

record saturation moment value, 5 emu/g at 5 K reported for 1.9 nm DT capped particles

[30]. However, non-uniform size distribution and lack of controllability of number of Au

atoms in each NP drive contradictory observations. Also it is not clear what fraction of

surface atoms interact with ligands and whether it is consistent for all particles in the

assembly. So well-defined nanostructures such as nanoclusters (NC) consisting finite

number of atoms and well-defined size and composition is essential to overcome above

statistical drawbacks in understanding the magnetism of ultrafine diamagnetic structures.

In this study, we examined a stable NC of 25 gold atoms and 18 thiol groups,

[Au25(SC6H13)18]-. Au25(SC6H13)18 cluster is spherical and atomically monodisperse with

an icosahedral Au13 core surrounded by a shell of remaining 12 Au atoms, and stable in

(-1) charge state. Figure 4.4 shows the common crystal structure of a spherical Au25(SR)18

nanocluster.

Figure 4.4 - Crystal structure of spherical Au25(SR)18NC. This was derived based on DFT

calculations. Color labeling-Orange(Au), Yellow(S), Gray(C), White(H). Adopted from

ref [31].
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Previous studies on Au25 clusters with other ligands show either paramagnetic or

diamagnetic behavior biased by capping ligands [32]. Also, one study show that magnetic

properties can be switched between diamagnetic and paramagnetic by changing the net

charge of the cluster using oxidizing and reducing agents [33]. In contrast, here we

observe strong ferromagnetic properties with an unprecedented temperature dependence,

suggesting that such properties may be chemically induced.

4.2 Sample Preparation and Structure Analysis

Synthesis of Au25(SC6H13)18 was carried out following a procedure published by Kim et.

al. [34] with slight modifications to the purification steps [35]. These NCs were supplied

by the E. Sinn group at the Chemistry Department of Western Michigan University.

Further, they concluded that these NCs are molecularly precise with 7031 m/z ratio and

(-1) charge state by mass spectroscopy studies. NCs were dissolved in acetonitrile to

avoid any aggregation and used as is upon receiving. Sample preparation for magnetic

measurements was done by drop casting the NC solution into a gelatin capsule and air dry

it for several hours in a fume hood. This ensures that sample is properly attached to the

sample holder (gelatin capsule in this case) that voids any relative motion between the

sample and the holder, hence reduces measurement errors. For x-ray crystallography and

x-ray photoelectron spectroscopy (XPS), samples were made by drop casting NC solution

onto a cleaned Si wafer and air drying for several hours.
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Structural properties of the sample has been studied by x-ray diffraction using a

Panalytical X’Pert MRD spectrometer with Cu Kα radiation with 2θ varying from

10o-100o. X-ray spectrum (Figure 4.5) shows a narrow peak at 2θ=33.030 with the FWHM

value 0.120. The wave vector length S corresponds to the above diffraction peak is 3.7

nm-1, which was calculated using the relation,

λ

θsin2
=S (4.1)

where λ is the wavelength of Cu Kα radiation (0.154 nm). This value of S agrees with

reported values (~ 4 nm-1) for other Au25(SR)18 nanoclusters with FCC crystal structure

determined by DFT calculations [36-38].

Figure 4.5 - Room temperature X-ray diffraction pattern of [Au25(SC6H13)18]– sample.

In addition, an elemental analysis was performed by XPS for the drop casted sample to

identify any magnetic impurities. Both the survey spectra (Figure 4.6a) and subsequent
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high resolution spectra (Figure 4.6b) for suspected impurities were acquired from

Physical Electronics PHI 5000 dual anode/fixed lens spectrometer equipped with a

monochromatic Al x-ray source. The full range (0-1100 eV) survey spectra shows the

presence each element; Au, C, S, O. There is no signal in the 650-900 eV range, the range

corresponds to Fe, Co, Ni and Mn, can be observed in the survey spectra. The high

resolution spectra confirms the absence of any ferromagnetic elements as no signal for

Fe, Co, Ni and Mn 2p3 spectral line can be detected.

4.3 Magnetic Measurements

Magnetic properties were measured using a Superconducting Quantum Interference

Device (SQUID) magnetometer (MPMS, Quantum Design, Inc) with 7 T maximum

applied field. Three types of measurements were obtained. First, hysteresis measurements

were obtained at 7 K for different cooling fields followed by measurements at different

temperatures at constant and no cooling field. Finally, thermomagnetic curves (FC/ZFC)

for temperatures 5-310 K were obtained. Figure 4.7 shows selected hysteresis curves (for

clarity) measured at 7 K under different cooling fields, varied from 0-7000 Oe, after the

subtraction of high field diamagnetic contribution. It can be seen that there is a clear

correlation between magnetic properties and cooling field. The wide and short hysteresis

curves observed at low cooling fields have transformed to narrow and tall hysteresis with

increased remanence and saturation moments at large cooling fields. This behavior is

similar to a magnetic phase transformation from hard magnetic to soft magnetic
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surprisingly by field cooling.
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Figure 4.6 a) XPS survey spectra and b) High resolution spectra for Fe, Co, Ni and Mn

2p3 peaks (Au, C, S, O peaks not shown for clarity).
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Also observation of a slight offset of the FC hysteresis loops (exchange-bias field, HEB)

that changes with the cooling fields, suggests that the cluster has “memory effect”,

usually originated by a ferromagnetic/antiferromagnetic (or ferromagnetic/ferrimagnetic)

interface that creates a non-zero exchange-bias (EB) field. Previous studies which

observed EB like effect in Au NP assemblies argue that it arises due to wide distribution

of sizes [15] or “locked” spins (spins remains unaffected when the field is reversed) at

“vulnerable” lattice sites that creates a magneto-elastic effect on neighboring spins [39].

However, we stress that observed HEB values may have been slightly affected by the

trapped flux of SQUID coils although the superconducting magnet was relaxed by

oscillate mode to minimize the effect of trapped flux.
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Figure 4.7 - Hysteresis curve variation with the cooling field at 7 K. With increasing the

cooling field the saturation magnetization increases while the coercivity decreases.

Figure 4.8a-d show the variation of coercivity (HC), exchange-biased field (HEB),
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remanence (Mr) and saturation (MS) magnetic moments with the cooling field at 7 K. At

small cooling fields, Mr increases rapidly while MS stays nearly constant. This indicates

that the FM phase attempts to align with the cooling field but shows no growth in size at

smaller fields (< 100 Oe). With increasing the cooling field, both Mr and MS increase

rapidly indicating the growth and aligning of the FM phase, but that trend starts changing

for cooling fields above 2000 Oe with Mr slightly decreasing before saturation, which

could be due to the fact that the FM phase shifts from a single domain-like state to an

inhomogeneous magnetic state (multi domains) with its growth. In addition, HC and HEB

show a unique dependency with the cooling field. At smaller cooling fields (< 600 Oe),

both HC and HEB increase with the cooling field which reveals that the HC is primarily

driven by the EB effect that depends on the AFM ordering indeed. This also implies that

the AFM phase has been fully ordered by FC=600 Oe from a frozen state at lower cooling

fields. In the large cooling field regime (600-7000 Oe), HC decreases exponentially while

HEB decreases slowly with increasing the cooling field. The maximum HC and HEB are

480 Oe and 17 Oe for FC=600 Oe, respectively. This behavior can be attributed to the

growth of the FM phase with increasing the cooling field. As the FM phase grows, the EB

effect diminishes as it is a surface effect. This is observed in layered FM/AFM structures

where the FM layer thickness determines the strength of the EB effect. Moreover, the

exponential decay in HC suggests that the growth of the FM phase is unprecedented in the

600-4000 Oe cooling field regime before it saturates at higher cooling fields.

Also, the magnitude of the HEB in contrast to HC suggests that this magnetic cluster is

dominated by the FM phase. A similar discussion can be found elsewhere [40] for
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FC-dependent magnetic properties of hole-doped perovskite cobaltite compounds. Also

here, the absence of spin-flop behavior at both low and high cooling fields affirm that the

system is predominantly FM.

To investigate the temperature dependence, hysteresis measurements were taken for

various temperatures from 7 K to 310 K with and without applying any cooling fields.

Figure 4.9 and Figure 4.10 show hysteresis curves for selected temperatures for FC=1000

Oe and ZFC after removing high field diamagnetic contribution, respectively.
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measurements were very close, which will help us to understand the effect of temperature

with minimum interference of cooling field. In both cases, it can clearly be seen that the

hysteresis curves first shrink and then widen at higher temperatures.

To further understand this behavior, the variation of HC, HEB, Mr, MS with the temperature

were plotted (Figure 4.11a-d) from data extracted from FC and ZFC hysteresis curves. HC

shows a clear inverse relation with the temperature for 7-125 K temperature regime (low

temperature regime) under both FC and ZFC conditions.
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Figure 4.9 - Field-cooled (FC) hysteresis (HFC=1000 Oe) curves for selected temperatures
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Figure 4.10 - Zero field-cooled (ZFC) hysteresis curves for selected temperatures.

This behavior is typical for FM systems and it can be ascribed to thermally induced spin

fluctuations lowering the HC with increasing the temperature. In addition, HEB (from FC

measurements) promptly decreases with the temperature and comes to zero at 125 K,

affirming that the exchange-bias or possibly the AFM phase exists only at low

temperatures. In the high temperature regime (125-310 K), HC steadily increases and

saturates at 310 K in both FC and ZFC measurements. This abnormal increase in HC with

the temperature proposes that the material may undergo a phase transition at 125 K,

however temperature dependent optical absorption spectroscopy data for the same NC

[35] does not reveal any deviations in this temperature regime. In addition, it also

excludes the possibility of cluster aggregation at lower temperatures.
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Also it is very important to mention that all hysteresis measurements are fully reversible.

As an example, if we take respective FC hysteresis measurements at FC=1000, 2000,

3000 Oe and again at 1000 Oe, two curves measured at 1000 Oe are almost identical. A

similar behavior can be observed for temperature dependent measurements as well. This

observation can be correlated with recent reports on reversible phase transitions between

crystalline and amorphous for metal organic compounds [41], a property not observed in

conventional magnetic materials that undergo phase transitions. This emphasizes the

importance of temperature dependent XRD and HRTEM measurements,which could give

a greater insight to structural changes with the temperature (if any).

The variation of Mr for both FC and ZFC measurements follow a similar trend as HC,

with minimum values at 125 K. However, Mr values extracted from FC curves are higher

for all temperatures compared to Mr values extracted from ZFC curves. This is a result of

magnetic ordering by the cooling field. Saturation moment MS increases with temperature

for ZFC case however its variation is non-monotonic as shown in Figure 4.11-d.

Nonetheless, FC MS has a random variation with the temperature with a clear maximum

at 125 K.

An increase in magnetic moment with the temperature has been reported previously for a

number of AFM and FIM systems [42-44] due to thermal induced magnetization. On the

other hand sub-lattices of an excited AFM NP can have slightly different precision angles

that result a non-zero moment and it linearly increases with the temperature [45]. Further,
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canted surface and interface spins of the AFM (or FIM) phase of NPs arising from

spin-glass sites and defects, can result unexpected temperature dependent magnetic

properties [46]. This effect is dominant in ultrafine particles as canted spin density

increases with decreasing particle size due to the creation of reduced symmetry

environments on the particle surface. However such phenomena do not explain the

variation of MS beyond 125 K, at which the HEB reduced to zero suggesting that the AFM

phase does not exists, and more importantly it does not explain the unprecedented

behavior of HC with the temperature.
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In addition, it is possible that cluster behaves as a spin glass system at low temperature,

where magnetic moments are frozen into random orientations with no long-range

interactions. Although, spin glasses are considered to be kinetically trapped

non-equilibrium systems due to frustration and disorder, ordered crystal structures

showing spin glass freezing have been reported [47, 48]. In one proposed mechanism,

with increasing temperature frozen spins can become relaxed that promotes long-range

ordering by inter-cluster interactions (exchange-interaction, RKKY, super-exchange or

dipolar) resulting increased magnetic moment with temperature [49].

Figure 4.12 shows thermomagnetic measurements (FC-ZFC) performed for 5-310 K

temperature range for three cooling fields and applied fields; 500 Oe, 1000 Oe and 2000

Oe. Also, it is important to mention that ZFC measurements were followed by FC

measurements and the diamagnetic contribution has not been removed (unlike in

hysteresis curves) as it has a temperature dependence. If we consider magnitude of the

magnetic moment, it is higher at 1000 Oe than that at 500 Oe as expected due to the

nature of more ferromagnetic ordering by extra cooling and applied field. However,

moment at 2000 Oe is surprisingly lower than that at 1000 Oe. This observation suggests

a transformation of the magnetic state from an ordered (more ordered) to a disordered

(less ordered) state. At this point it is not clear the phenomena behind this unambiguous

observation but it is possible that ferromagnetic signal is suppressed by high field

diamagnetic susceptibility. Further, there are two transitions can clearly be seen in all

plots; one in the low temperature regime and the other in the high temperature regime.

The peak in the low temperature regime shifts left with increasing the cooling field from
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112 K at 500 Oe to 107 at 2000 Oe. This transition does not represent any blocking

temperature or superparamagnetic transition as the system is ferromagnetic even at 310

K.

Also, similarly, the jump in the high temperature regime also shifts towards left (285 K

for 500 Oe and 270 K for 2000 Oe) but the jump is significant in the 1000 Oe FC-ZFC

curve. Such transitions may represent spin reorientation of the AFM or FIM phase of the

system guided by the field and the spin relaxation with the temperature. This can be

supported by the fact that HEB=0 beyond 125 K (no AFM or FIM phase exists), yet it

doesn’t explain (or even contradicts) the increase in HC with the temperature. Similar

jumps in M-T curves in lower regimes for Au NP and NC systems have been accounted to

interaction between core and shell with opposite spin orientations [14, 24].
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4.4 Conclusions and Future Work

In this work, magnetic properties of [Au25(SC6H13)18]- spherical nanocluster of 1.3±0.1

nm diameter were studied. Hysteresis and thermomagnetic measurements were taken

under FC and ZFC conditions at various temperatures from 5-310 K. FC hysteresis

measurements performed at low temperatures suggest that the cluster behaves as an

exchange bias system which is typically due to the exchange interaction between FM and

AFM phase. The unique dependency of magnetic properties with the cooling field

suggests that the magnetic phase transforms from an exchange bias system to a FM

dominated phase, that grows with the cooling field. The unusual and unique dependence

of magnetic properties with the temperature suggests the possibility of phase

transformation or thermally induced long range interactions beyond a critical temperature.

Further, thermomagnetic curves show jumps in M-T plots in both lower and higher

temperatures for all curves (for all cooling fields) which might be due spin re-orientation

of AFM (or FIM) phase. Also, surprisingly, the M-T plots obtained at 1000 Oe cooling

field has a higher magnetization than that was taken at 2000 Oe cooling field.

All these observations suggest that further analysis is needed to fully understand these

observations. As an example, spin polarized neutron scattering is probably the most

informative study as it can map the spin arrangement of the NC and determine its

magnetic state at specific temperature and field. Also, AC susceptibility measurements

can give an insight to magnetization dynamics by exploring phenomena such as
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relaxation and magnetic phase transitions. Further, temperature and field dependent

impedance measurements (by PPMS) might also be useful as change in magnetic state is

usually reflected in conductivity measurements. Also temperature dependent structural

studies by XRD or HRTEM will reveal how the crystal structure changes (if any) with the

temperature, which might answer questions erupted with temperature dependent magnetic

measurements.
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CHAPTER 5

SUMMARYAND OUTLOOK

Nanoscale ferromagnetic materials and structures are promising systems to efficient

applications and understand new phenomena in magnetism. Three projects discussed in

this dissertation focused in developing new fabrication techniques as well as investigating

ill-understood phenomena in nanoscale magnetism. In the first project, we utilized a

novel fabrication technique, roll-to-roll nanoimprinting, that can be utilized in

commercial manufacturing of thin film devices, to develop nanostripe-based oriented

flexible magnetic thin films with enhanced properties using patterned gratings. Observed

moderate coercivities at room temperature are ascribed to shape anisotropy of nanostripes

and large energy products are a result of improving coercivity without compromising

areal density of the magnetic material. Based on temperature dependent hysteresis

measurements, we understood that the reversal process is dominated by the curling

reversal mechanism. As an extension to this project, I propose to develop hard and

exchange-coupled magnetic nanostripe-based thin films to further enhance their

properties by combining the shape and magnetocrystalline anisotropies. Also, it is

interesting to study how the non-trivial reversal process of hard and exchange-coupled

thin films change when their shape is tailored.

In the second project, we tried to understand the role of substrate in controlling properties
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of thin hard and exchange-coupled magnetic films. Two substrates, MgO(100) and glass,

have been used and examined for how they control the crystallinity and grain growth of

the underlayer (Cr) and magnetic layers, grown under identical conditions. From

structural studies and surface analysis, we found that the underlayer has different growth

conditions on MgO(100) and glass at 5000 C due to epitaxial match/mismatch and

possible de-wetting conditions. Although both samples resulted similar and reasonably

high HC values, we believe that their reversal mechanisms are different due to dissimilar

microstructure formation. Reversal of samples grown on MgO(100) are mostly

dominated by epitaxial guidance by MgO(100), while samples grown on glass believed to

be dominated by pinning and isolated-like grain formation. Further, glass resulted lower

maximum energy products despite having similar coercivities as of samples on

MgO(100), due to random orientation of magnetic grains, evident by x-ray diffraction

studies. Temperature dependent hysteresis measurements for exchange-coupled samples

show a step formation only for the sample grown on glass below 150 K. This

exchange-decoupling nature can be seen as microstructure driven and need further

analysis to understand the cause. One noteworthy result in this study is that high HC

values do not always represent good hard magnetic properties as their (BH)max values can

be affected by random distribution of grains. As an extension, I propose to study this

exchange-decoupling behavior in details by taking measurements in the full temperature

regime (5 K - 300 K) as a complete understanding is necessary before employing them in

low temperature applications.

In the third project, we explored field-cooled (FC) and temperature dependent magnetic
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properties of Au25(SC6H13)18 nanocluster. Although ferromagnetic properties in ultrafine

diamagnetic systems have been reported before, in this study we observed unique

dependence of magnetic properties with cooling field and temperature. FC measurements

show a shift in M-H loop that suggests the existence of an exchange-bias (EB) like effect

or in other words the possible existence of both ferromagnetic and antiferromagnetic

phases in the cluster. Further, magnetization of the ensemble rises while the coercivity

drops with increasing the cooling field. This can be understood as loss of EB effect and

rise of FM nature in the cluster (FM phase grows or a part AFM phase is transformed to

FM phase by cooling field) as it explains the increase in magnetization and decrease in

coercivity. In temperature dependent measurements, we observed that the magnetization

rises but coercivity first drops and then rises with the temperature. This observation can

be a result of multiple phenomena such as thermal induced magnetization as observed in

AFM materials and magnetic or structural phase transitions. Thermomagnetic

measurements (FC/ZFC) show two clear transitions in mid temperature (~110 K) and

high temperature (~260 K) regimes. All these observations suggest further investigations

by neutron scattering, temperature dependent structural studies and EPR measurements

that can reveal more details and possibly answer these unique but peculiar observations.
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