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## ABSTRACT

SMALL ANGLE X-RAY SCATTERING STUDIES OF THE DEFORMATION OF POLYETHYLENE

July 1977
Stanley K. Baczek, B. S., Southeastern Massachusetts University M.S., University of Massachusetts

Ph.D., University of Massachusetts

Directed by: Professor Richard S. Stein

Previous attempts to elucidate deformation mechanisms of crystalline polymers by small-angle $x$-ray scattering (SAXS) using long slit geometries have met with limited success since current desmearing procedures are not rigorous for anisotropic scattering. Use of the ORNL 10 meter SAXS spectrometer which utilizes pin hole collimation has alleviated this problem. Intensities from uniaxially strained (90\%) low density polyethylene (LDPE), and ( $25 \%$ ) high density polyethylene (HDPE), and ( $40 \%$ ) special texture (parallel lamellae stretched perpendicular to lamellar planes) LDPE have been analyzed at specific azimuthal angles, reflecting angular positions within the spherulites, by assuming the linear paracrystalline Hosemann scheme. Results indicate onset of fiber formation or microscopic yielding long before any macroscopic effects are observed. Lamellar orientation functions are calculated and compared to various model predictions. Effects of lamellar twisting and c-axis chain tilting are considered. A
mechanism of lamellar buckling and interleaving for those perpendicular to the stretch direction is proposed while amorphous compression and interlamellar slip for those lamellae parallel to the strain is advanced. Crystalline lamellar thicknesses are found to remain constant within experimental error with strain irrespective of their initial positions within the spherulite. Total scattering intensities are measured and swelling experiments performed. These indicate the absence of microvoid formation during deformation in LDPE. Some evidence for its existence in HDPE is apparent.
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The mechanical responses of polymeric materials have been the focus of a significant volume of research from both scientific and engineering viewpoints for many years. They are understood quite well for crosslinked rubbery and linear amorphous polymers above their glass transition temperatures (1,2). However, the presence of crystalline structures sufficiently complicates the response to stress so that only very approximate theories of mechanical behavior may be applied ( 3,4 ).

It is well known (5) that the actual morphology of many semicrystalline polymers is lamellar, in which the crystalline regions exist as thin sheets of the order of $100 \AA$ thickness and in which there is chain orientation perpendicular to the lamellar plane. Interlamellar regions presumably consist of "amorphous" structures in which a more-or-less random ordering of chains exists. Less-ordered regions may occur within crystals as defects (6). Deformation of these "amorphous" zones depends upon whether they are inter- or intralamellar in nature and upon the orientation of lamellae with respect to the stress. As Stein has observed (7), "If the lamellae orient with their planes perpendicular to the stress as in Figure la, then the interlamellar regions act in series with the crystallites (see References 7 and 8 for definitions of series and parallel models), whereas if the stress is parallel to the lamellae (Figure 1b), the interlamellar deformation is in parallel to that of the crystalline lamellae. Here the interlamellar zones experience a tensile deformation. However, if lamellae are tilted with respect
to the stress, they tend to slide with respect to each other since the interlamellar regions experience a shear stress (Figure 1c). Thus, the deformational response of the disordered regions of a crystalline polymer depends upon the nature of the regions and the local orientation of lamellae with respect to the stress."

Microscopy and light scattering experiments have verified that in certain cases the lamellae are organized into a superstructure in which there is correlation of their orientations over rather large regions of space. A spherulite is a particular case of this organization in which, ideally, the lamellae are arranged with their planes radially emanating from a central point. Sasaguri, et al. (9), showed that the tensile deformation of polybutene-1 films containing a spherulitic morphology involved the cooperative motion of lamellae such that an initiallyspherical structure transformed to an ellipsoidal one. The ratio of the deformed to undeformed length of the spherulite was approximately equal to the macroscopic elongation ratio of the sample (10). This has not been observed for all polymers similarly studied (11,12) suggesting variations in their deformation mechanisms.

Several model theories of the responses of semicrystalline polymers comprised of spherulitic or lamellar morphologies have been proposed. A usual starting point is that of the affine scheme originally proposed by Kuhn and Grun (13) for the characterization of the optical anisotropy of rubbers. Affine deformation assumes that the microscopic strain on each particular element, e.g. chains, crystals, lamellae, spherulites, etc., is equivalent to the macroscopic strain of the sample.

Kuhn and Grun applied the affine deformation to chain segments. Kratky (14) extended this on to the affine displacement of rods imbedded in an amorphous matrix. Since the shapes of the rods remained constant but were positionally and angularly displaced from their initial state within the matrix, the deformation was termed "pseudo-affine".

Others have applied this general phenomonological model to semicrystalline polymers to explain results of birefringence (15-17), light scattering $(18,19)$, and $x$-ray diffraction experiments $(17,20)$. Wilchinsky (17) extended the affine description to spherulites as a whole. The affine treatment is, of course, an oversimplification in that it has been recognized that deformation is often positionally dependent due to localized stresses at the various levels of structure $(12,21,22)$.

An extension of the generalized Hooke's law for anisotropic elastic solids to anisotropic linear viscoelastic solids was proposed by Takanayagi (23) to explain the mechanical behavior of a series of oriented polyethylene sheets. Recently, the treatment of polymer spherulites by composite theories has been somewhat successful in describing the mechanical responses to stress. Specifically, application of HalpinKardos $(24,25)$ theory by Phillips $(26)$ in a rather simple manner, and by T. T. Wang (27) using the more complex continuum approach, has yielded mechanical responses at the three levels of lamellae, spherulites, and the bulk sample. A theory of the mechanical properties of spherulites was also presented in this laboratory by Kawaguchi (28). Other theories also exist $(29,30)$ and the list continues. However, a major obstacle has been the fact that there is very little direct experimental evidence
as to the nature of the elastic deformation on the scale of the lamellae which are obviously involved in the processes. Therefore, the object of this work is not to add another theory of semicrystalline polymer deformation, but rather to use an experimental approach to measure the changes associated with the crystalline and amorphous regions in their relative spatial positions within the spherulites during uniaxial deformation and to test some of the existing models with the results. Appropriately, then, the technique of small angle $x$-ray scattering (SAXS) has been mainly utilized since data interpretation has yielded information regarding the nature and sizes of lamellar and interlamellar regions.

Figure 2 shows the photographic SAXS patterns generated from point geometry for low density polyethylene at various stages of uniaxial strain. In the unstretched state, a symmetric pattern is obtained while at varying degrees of elastic or plastic deformation, the anisotropic patterns are observed. Presumably, proper analysis of the intensity profile along any given azimuthal angle will yield information regarding those structures which scatter into that particular azimuth. It is well established that a lamellar morphology exists for polyethylene. Since the lamellae can be treated as x-ray reflecting planes, we know fron the Ewald construction (e.g. see References 31 and 32) that they must be perpendicular to the direction of the ana?yzed azimuth. For a good qualitative description of the geometry of SAXS processes from lamellae, see pp. 404 and 405 of Reference 33. Thus, for the unstrained case the lamellae are symmetrically distributed and generate a circularly-symmetric scattering pattern. However, application of a strain changes the spatial
distribution, and positionally-dependent average long spacings are reflected in the anisotropic patterns. The fundamental idea, then, is to obtain intensity profiles at particular azimuths to learn something of the structures generating them. Their angular variations will be tested at various states of strain. Finally, the absolute intensity of SAXS is monitored to gain information regarding electron densities in the phases at various strains and spatial positions.

Two attempts to do a study very similar in some respects to this one deserve mention. In the first, Labarbe, this author, et al. (20), using similar samples to those analyzed here (Monsanto experimental low density polyethylene, LDPE), a long-slit geometry SAXS spectrometer, and application of Tsvankin/Buchanan (34-36) theory found that long periods and crystalline thicknesses varied with elongation. Specifically, the long period (crystalline plus amorphous thickness) decreased for lamellae parallel to the strain while it increased for those perpendicular to it. The crystalline lamellar and amorphous interlamellar dimensional responses were similar but of differing magnitudes. However, crystallinities remained constant over the entire azimuthal range and with total macroscopic strain (up to 60\%). This latter result is to be compared with the second study which is that of Schultz $(37,38)$. He reported a decrease in overall crystallinity with strain (up to 20\%) and a slowly-increasing long period for lamellae perpendicular to the strain, and concluded that lamellar thinning occurs for those lamellae perpendicular to the strain axis during deformation. This conclusion is found to be in direct contradiction with that of Labarbe, et al. The discrepancy justifies further study.

An inherent assumption, especially in the Labarbe work, is that the scattering anisotropy at a particular strain is small and for all practical purposes can be treated as if it were spherically symmetric. Spherical symmetry is a primary consideration for the application of existing desmearing procedures $(39,40)$. The ideal pinhole geometry with our Rigaku-Denki spectrometer could not be fully utilized for the practical consideration of the long counting times involved. However, the photographic evidence of Figure 2 reveals a highly-anisotropic scattering pattern even at the lower strains. Assuming a spherical scattering symmetry would be very approximate indeed. This fact, along with the interpretation of his results, casts serious doubt as to the validity of the assumption.

To overcome these deficiencies we have used the 10 -Meter SAXS spectrometer $(41,42)$ located at the Oak Ridge National Laboratory (ORNL) in cooperation with Dr. R. W. Hendricks and his colleagues. This spectrometer utilizes a rotating anode generator to produce a high incident x-ray flux, a monochromator, point geometry and a two-dimensional position sensitive proportional counter. All azimuthal data is acquired simultaneously at a given strain and is processed and corrected using a dedicated computer. Rapid data acquisition and the ability to process intensities without the constraint of having to correct for slit smearing effects make this instrument invaluable for accurate results on these deformed systems.

## CHAPTER 2 <br> THEORETICAL

## A. General Theory of SAXS

It is well known that if we consider a system of thin parallel plates separated by a distance, $d$, and a wave plane of wavelength, $\lambda$, incident upon them, the condition for constructive interference of the scattered rays over the plane normal to them is given by Bragg's law

$$
n \lambda=2 d \sin \theta
$$

where $\theta$ is the angle between the incident beam and the platelet and $n$ is the order of the reflection $(n=1,2,3$. .). It is also known that most semicrystalline polymers give rise to rather broad scattering maxima in the SAXS region (ca. $<3^{0}$ ). These maxima have generally been ascribed to periodic fluctuations of structural order of tens to hundreds of Angstroms within the sample. Interpretations based on two phase models of alternating crystalline and amorphous regions and application of Bragg's law have met with varied successes when results are compared to electron microscopy (EM) studies $(43,44)$ or to the line broadening techniques $(45,46)$ of wide angle $x$-ray diffraction (WAXD). Actually, Guinier (Reference 40, pp. 140-148) demonstrates the limitations of Bragg's law to SAXS by focusing on its original derivation and ways in which SAXS
spectra deviate from this. Basically, Bragg's law is derived for equispaced lattice planes and well-defined internal structural parameters extending over an infinite array. Most polymer systems exhibit a broad SAXS maximum with few, if any, observable subsidiary maxima reflecting a distribution of lattice planes over a finite space and probably varying structural patterns. Thus, a complete knowledge of the distribution of scattering centers as well as structural parameters must be known. Only average quantities can be reported. Therefore, Bragg's law cannot be rigorously applied to determine "spacings" in SAXS patterns. However, its use is often illustrative of trends and, therefore, values are still cited in the literature and will be reported here bearing in mind the limitations set forth above. Crist (47) refers to the evidence that since quantitative agreement is lacking in the majority of cases studied by EM and that polyethylene, polypropylene, and polyoxymethylene frequently show two SAXS maxima which cannot simply be related by Bragg's law to order effects, work has proceeded to refine or expand the scattering calculations from the simple two-phase model. Three such models will be discussed herein to various depths and for various reasons which will become clear later in the text. Since our work has shown that among the Hosemann, Vonk, and Tsvankin/Buchanan models the former is the more general for the systems studied, it will be described in greater detail than the others. A table (Table 1) comparing the major similarities and differences between the three models is included.

## B. Hosemann Linear Paracrystalline Model

The variation of SAXS intensity with angle for a lattice whose entire distribution of scattering centers can be described if the distribution law for nearest neighbors is known was derived by Zernicke and Prins (48) and Hermans (49) and generalized by Hosemann (50). The subsequent derivations follow those of References 33, Chapter 5, and 51, Chapter 5.

The statistical representation of paracrystalline lattice points can be derived with reference to Figure 3 as follows. (A paracrystalline lattice differs from a crystalline lattice in that in the former the arrangement of lattice points is not perfect. Lattice points may fluctuate about some mean value in position.) Considering a one-dimensional system, let the lattice points in the $x$ direction be $A_{1}, A_{2}$, etc., where $A_{1}$ is the nearest neighbor to an arbitrary origin, 0 . If the probability of locating $A_{1}$ by a vector $\underset{\sim}{y}$ from the origin is $H_{p}(y)$, then the probability that $A_{2}$ is located by an independent vector $\underset{\sim}{z}$ from the end of $y$ is given by $H_{7}(\underset{\sim}{y}) \cdot H_{7}(\underset{\sim}{z})$. The total probability, $H_{2}(\underset{\sim}{x})$, that $A_{2}$ will lie at the end of a single vector $\underset{\sim}{x}=\underset{\sim}{y}+\underset{\sim}{z}$ from the origin is given by

$$
\begin{equation*}
H_{2}(\underset{\sim}{x})=\int_{0}^{\infty} H_{7}(\underset{\sim}{y}) H_{7}(\underset{\sim}{x}-\underset{\sim}{y}) d y=H_{7}(\underset{\sim}{x}) * H_{7}(\underset{\sim}{x}) \tag{1}
\end{equation*}
$$

if we assume no statistical correlation between the vectors $\underset{\sim}{y}$ and $\underset{\sim}{z}$. The symbol (*) denotes the convolution process which is defined in Equation (1). $H_{7}(\underset{\sim}{x})$ is given in Figure 3 and represents the distribution law for first neighbors. From (1) we see that the distribution function for the next nearest neighbors, $H_{2}(\underset{\sim}{x})$, is given by that for the first neighbors. The mean distance between neighbors, $\bar{l}$, is given by

$$
\begin{equation*}
\bar{l}=\int_{0}^{\infty} \underset{\sim}{x} H_{1}(\underset{\sim}{x}) d x \tag{2}
\end{equation*}
$$

and since the resulting interference function will be referred to one scattering unit, $H_{1}(\underset{\sim}{x})$ must satisfy the normalization condition.

$$
\begin{equation*}
\int_{0}^{\infty} H_{p}(\underset{\sim}{x}) d x=1 \tag{3}
\end{equation*}
$$

Physically the convolution of ${\underset{7}{7}}_{7}^{(\underset{\sim}{x})}$ with itself means that ${\underset{7}{7}}^{(\underset{\sim}{x}) \text {, des- }}$ cribing a certain displacement from the origin and a certain width, is once more displaced and broadened so that the result is a broader function of lower peak height. The convolution process of Equation (1) is readily generalized to

$$
\begin{equation*}
H_{m}(\underset{\sim}{x})=H_{1} * H_{1} \ldots \ldots H_{1} \quad\left[\text { the }(m-1) \text { convolution of } H_{7}\right] \tag{4}
\end{equation*}
$$

where $m$ is the number of points in the lattice. The lattice extends in both the $(+)$ and $(-)$ directions and is centrosymmetric such that $H_{m}(\underset{\sim}{x})=$ $H_{-m}(\underset{\sim}{x}) . \quad H_{m}(\underset{\sim}{x})$ is sometimes represented as $\overparen{H}_{p}^{m}$.

If we specify a distribution function $W(\underset{\sim}{x})$ which describes the random distribution of points in $A(\underset{\sim}{x})$, it will fully define the diffraction properties of the linear array which is dependent on the location of scattering units. Then

$$
\begin{align*}
Z(x)=\frac{W(x)}{N}= & H_{0}+\underset{+1}{H_{+1}}+\underset{-1}{H_{-1}}+\overparen{H}_{7}^{2}+\overparen{H}_{-1}^{2}+\ldots \\
& \overparen{H}_{7}^{m}+\overbrace{-7}^{m}+\ldots \\
\ldots \quad= & H_{0}+\sum_{m=1}^{\infty} \overbrace{\left[H_{7}\right.}^{m}+\overparen{H}_{-7}^{m}] \tag{5}
\end{align*}
$$

where $N$ is the number of points in the lattice. $Z(\underset{\sim}{x})$ is, therefore, the distribution function per unit scattering center.

The definition of a Fourier transform or actually a Fourier transform pair is given in Equation (6).

$$
\begin{align*}
& {\left[S_{S}\right.} \\
F(\underset{\sim}{X}) & =\int_{-\infty}^{\infty} G(\underset{\sim}{Y}) e^{2 \pi i(\underset{\sim}{X} \cdot \underset{\sim}{Y})} d v_{y} \\
G(\underset{\sim}{Y})= & \left.\int_{-\infty}^{\infty} F(\underset{\sim}{X}) e^{-2 \pi i} \underset{\sim}{X} \cdot \underset{\sim}{Y}\right)  \tag{6}\\
d & v_{x}
\end{align*}
$$

or

$$
\begin{align*}
& F(\underset{\sim}{X})=F[G(\underset{\sim}{Y})] \\
& \left.G(\underset{\sim}{Y})=F^{-1}[F \underset{\sim}{X})\right] \tag{7}
\end{align*}
$$

in which $F$ and $F^{-1}$ represent the Fourier transform operators as defined in Equation (6).

This, along with the theorem that

$$
\begin{align*}
F\left[G_{1}(\underset{\sim}{X}) * G_{2}(\underset{\sim}{X})\right] & =F\left[G_{1}(\underset{\sim}{X})\right] F\left[G_{2}(\underset{\sim}{X})\right] \\
& =F_{p}(\underset{\sim}{Y}) F_{2}(\underset{\sim}{Y}) \tag{8}
\end{align*}
$$

or that the Fourier transform of a convolution is the product of the transforms of the convoluted functions, enables us to write

$$
\begin{equation*}
F[Z(\underset{\sim}{x})]=Z(\underset{\sim}{X})=F\left[H_{0}\right]+\sum_{m=1}^{\infty}\left[F^{m}+F^{\star} m\right] \tag{9}
\end{equation*}
$$

where

$$
F^{m}=F^{m}(\underset{\sim}{x})=F\left[H_{m}(\underset{\sim}{x})\right]=F\left[{\underset{H}{H}(x)}_{m}\right.
$$

and

$$
F^{\star m}=F^{* m}(\underset{\sim}{x})=F\left[{\underset{\sim}{-m}}_{\underset{\sim}{H}}^{(x)}\right]=F\left[{\underset{\sim}{H}(-\underset{\sim}{x})}_{m}\right.
$$

$Z(\underset{\sim}{X})$ is the interference function for $x$-ray scattering.
It is useful to point out at this point that $F$, the structure factor or amplitude is of universal application in that, in general, it extends the concept of scattering from a single point to any physical scattering unit such as the lamellae considered here. Also, the intensity of scattering is proportional to the square of its modulus or the product of the amplitude, $F$, and its complex conjugate, $F^{*}$.

Summing the series in Equation (9) and realizing that $F\left[H_{0}\right]=1$, results in

$$
\begin{align*}
Z(\underset{\sim}{X}) & =1+\frac{F}{1-F}+\frac{F *}{1-F *} \\
& =1+2 \operatorname{Re}\left[\frac{F}{1-F}\right]=\operatorname{Re}\left[\frac{1+F}{1-F}\right] \tag{10}
\end{align*}
$$

since (9) contains conjugate quantities of the same form and the system is centrosymmetric. Re represents the real part of the term and $\underset{\sim}{X}$ is any general scattering vector.

Either the interference function, $Z(\underset{\sim}{X})$, or a s'nape amplitude factor, $S(\underset{\sim}{X})$, determines the shape of the intensity maximum depending on whether the lattice is large or small, respectively. The shape amplitude factor describes the shape in reciprocal space of the scattering regions and is the Fourier transform of the shape function, $\Phi(\underset{\sim}{x})$ in real space defined by

$$
\Phi(\underset{\sim}{x})=\left\{\begin{array}{l}
1 \text { inside object }  \tag{11}\\
0 \text { outside object }
\end{array}\right.
$$

To avoid complications introduced by the shape factor, it is meaningful to consider the distribution function and its transform for finite $N$ rather than infinite $N$. In Equation $(5), Z(\underset{\sim}{x})=W(\underset{\sim}{x}) / N$ and all $H_{m}(\underset{\sim}{x})$ are normalized to unity by (3). However, for a finite $N,{\underset{m}{~}}_{m}(\underset{\sim}{x})$ must be normalized to $\mathrm{N}-|\mathrm{m}|$, thus in place of (5),

$$
Z(\underset{\sim}{X})_{N}=N+\sum_{m=1}^{N}(N-|m|)\left[F^{m}+F^{\star m}\right]
$$

which after summation and rearrangement leads to

$$
\begin{equation*}
Z(\underset{\sim}{X})_{N}=N \operatorname{Re}\left[\frac{1+F}{1-F}\right]-2 \operatorname{Re}\left[F \frac{1-F^{N}}{(1-F)^{2}}\right] \tag{13}
\end{equation*}
$$

The subscript, $N$, refers to scattering from a finite array. The second term in (13) has been shown to be similar to the Laue function (Reference 33, p. 129) which for small $N$ broadens the intensity versus angle curve. The form of the distribution functions, $F$, has not been specified here. More recently, Bramer (52) utilized this concept for scattering from a finite one-dimensional stack of lamellae separated by amorphous
interlamellar regions. Following Hosemann's formulation (50), he termed these stacks "clusters" and distributed them randomly in space as shown in Figure 4. Wenig $(53,54)$ added the contribution to scattering by a finite transition zone thickness between the crystalline and amorphous layers. A shematic is shown in Figure 5.

Let us assume that the lamellae are larger in their lateral dimensions than in their thicknesses. Clusters are the aggregation of alternating crystalline and amorphous or intercrystalline regions and they completely fill the sample volume. Sizes along the crystalline and amorphous thicknesses are given by $L=N x_{d}$ where $x_{d}$ is the average long spacing given by $x_{c}+x_{a}$, where $x_{c}$ and $x_{a}$ are the thicknesses of the crystalline and amorphous layers, respectively. $N$ is the number of lamellae within a cluster. The average structure factor for the cluster is given by

$$
\begin{equation*}
\left.\left.\langle | F\right|^{2}\right\rangle=\int_{0}^{\infty}|F|^{2} H(\xi) d \xi \tag{14}
\end{equation*}
$$

and

$$
\begin{equation*}
H(\xi)_{\text {cluster }}=\prod_{n=1}^{N} H_{a}\left(x_{a n}\right) \cdot H_{c}\left(x_{c n}\right) \tag{15}
\end{equation*}
$$

where $H_{a}\left(x_{a n}\right)$ and $H_{c}\left(x_{c n}\right)$ are the thickness distribution functions for the crystalline and amorphous phases, $H(\xi)$ cluster is the resulting thickness
distribution of the cluster, and $F$ is the structure factor for the particular cluster. The $x$ direction is taken along a line perpendicular to the lateral lamellar dimensions and the line encounters regions of alternating high and low electron density when passing through crystalline and amorphous regions, respectively, as shown in Figure 5. The average structure factor in Equation (14) is obtained by integrating over all the clusters in space. The thickness distribution of a crystalline and amorphous layer together, $H_{d}$, is given by the convolution theorem of Equation (1) as

$$
\begin{equation*}
H_{d}\left(x_{d n}\right)=\int_{0}^{\infty} H_{a}\left(x_{a n}\right) \cdot H_{c}\left(x_{d n}-x_{a n}\right) d x_{a n}=H_{a}^{*} H_{c} \tag{16}
\end{equation*}
$$

The relationships between the average values, $\overline{x_{d}}$, and the squared fluctuations about the averages, $\overline{\left(\Delta x_{\alpha}\right)^{2}}$, are

$$
\begin{equation*}
\bar{x}_{a}+\bar{x}_{c}=\bar{x}_{d} ; \quad \bar{\alpha}=\int_{0}^{\infty} \alpha H_{\alpha}(\alpha) d \alpha ; \alpha=x_{a}, x_{c}, x_{d} \tag{17}
\end{equation*}
$$

$$
\begin{gather*}
\overline{\left(\Delta x_{a}\right)^{2}}+\overline{\left(\Delta x_{c}\right)^{2}}=\overline{\left(\Delta x_{d}\right)^{2}} ; \overline{(\Delta \alpha)^{2}}=\int_{0}^{\infty}(\alpha-\bar{\alpha})^{2} H_{\alpha}(\alpha) d \alpha \\
\alpha=x_{a}, x_{c}, x_{d} \tag{18}
\end{gather*}
$$

The average square intensity is given by combining Equations (14) and (15)

$$
\begin{align*}
\left.\overline{I(s)}=\left.\langle | F\right|^{2}\right\rangle= & \int_{0}^{\infty}|F|^{2}\left[H_{a}\left(x_{a \eta}\right) d x_{a\rceil} \ldots H_{a}\left(x_{a n}\right) d x_{a n}\right. \\
& \left.H_{c}\left(x_{c\rceil}\right) d x_{c\rceil} \ldots H_{c}\left(x_{c n}\right) d x_{c n}\right] \tag{19}
\end{align*}
$$

where $s=(2 / \lambda) \sin \theta$.
Let

$$
F_{\alpha}=\int_{0}^{\infty} H_{\alpha}(\alpha) e^{-2 \pi i s \alpha} d \alpha, \alpha=x_{a}, x_{c}{ }^{s} x_{d}
$$

and

$$
\begin{equation*}
F_{a} \cdot F_{c}=F_{d} \tag{20}
\end{equation*}
$$

Substituting and performing the Fourier operations similarly as in Equations (5-13) yields the final result that

$$
\begin{gather*}
I_{B}-\frac{K}{I(s)}=\frac{K}{s^{2}} \operatorname{Re}\left\{\frac{\left(1-F_{a}\right)\left(1-F_{c}\right)}{\left(1-F_{d}\right)}+F_{c}\left(\frac{1-F_{a}}{1-F_{d}}\right)^{2}\left(1-F_{d}^{N}\right)\right\}
\end{gather*}
$$

where $K$ is a constant of proportionality used primarily as a scaling factor in curve fitting. Here, $N$ is an explicit parameter which after integration is the mean number of parallel lamellae averaged over the clusters in the entire array. This differs from the $N$ in Equation (13) since there, the averaging over clusters was not performed.

The generalized thickness distribution functions for the crystalline and amorphous phases are given by Gaussians as

$$
\begin{equation*}
H_{\alpha}(\alpha)=\frac{1}{\left[2 \pi \frac{1}{\left(\Delta x_{\alpha}\right)^{2}}\right]^{1 / 2}} \exp \left[-\frac{\left(x-x_{\alpha}\right)^{2}}{2\left(\Delta x_{\alpha}\right)^{2}}\right] \tag{22}
\end{equation*}
$$

where $\alpha$ is $c$ or a depending on whether the crystalline or amorphous distributions are to be specified. For purposes of simplification and computer programming, the mean squared fluctuations can be represented by

$$
\begin{equation*}
\overline{\left(\Delta x_{\alpha}\right)^{2}}=g_{\alpha}{\overline{x_{\alpha}}}^{2} \tag{23}
\end{equation*}
$$

where $\mathrm{g}_{\alpha}$ is now the deviation about the mean value and is a parameter specified in the calculations.

Equation (21) is identical to Equation (8) of Reference 50, page 413. The first term in brackets is known as the diffuse or Babinet, $\overline{\mathrm{I}}_{\mathrm{B}}$, component since it is symmetrical in $F_{a}$ and $F_{c}$. It follows Babinet's reciprocity law (Reference 50 , page 540 ) exactly, and is proportional to the average number of lamellae in the cluster. The second term is called the crystalline component, $\bar{I}_{C}$. It is small compared to $\bar{I}_{B}$ when $N$ is large and at angles where the zero order component is negligible. The zero order scattering is that arising from the cluster size L. Hosemann (50) has shown that for large $N$, and in the limit of very small angles, $\bar{I}_{C}$ reduces to

$$
\lim _{s \rightarrow 0} \bar{I}_{C}=\phi^{2} \overline{L^{2}}
$$

where $\phi$ is volume fraction crystallinity or the mean packing density of the material. Thus, in the region of SAXS, $\bar{I}_{C}$ should not be neglected.

The above model assumes no interference effects from the arrangement of the clusters due to their polydispersity and, therefore, the shape of the SAXS curve is determined only by the inner structure of the domains. Also, it is assumed that the lamellae are distributed statistically with respect to their thicknesses over all the domains so that each lamellar thickness can be found in every domain according to its probability specified by the thickness distribution function. Thus, any two clusters of the model are indistinguishable.

At this point we shall investigate the meaning of the parameter, $N$. Obviously in the derivation $N$ is taken to mean an absolute real number describing the average value of parallel lamellae within a cluster. Because of our preliminary results and those of others (53-55), the actual values of $N$ were often found to be below 2.0. Obviously 1.2 lamellae, for example, cannot give rise to any interference and this number has no physical significance. To test this problem, we calculated the scattering from an array of parallel rods allowing for a statistical fluctuation from parallelness to occur at specified intervals. The actual details of the calculation and the computer program are given in Appendix I. After a certain small angular deviation was reached, the intensity at the maximum remained constant even with the introduction of greater amounts of angular deviation. Figure 6 shows the results of the intensity at the maximum vs. the number of parallel rods $N$. This number was varied from 2 to 50 to generate the curve. Then 50 rods were assembled with the introduction of angular deviation at specified intervals as designated by limits surrounding numbers generated randomly.

Thus, allowing $10 \%$ of the rods to vary at some angle with respect to the other parallel rods, on the average, every 6 th rod would be expected to be non-parallel. We can see, however, that the scattering obtained here is much greater than that obtained from 5 parallel rods alone. Other examples along with numbers are given in Appendix I. Also, the intensity was calculated at the very exact angle of 90 degrees to the lamellar planes. Experimentally, one cannot achieve this due in least part to finite detector or detector element sizes and, in fact, a distribution of scattering planes is observed. This effect would tend to reduce the accuracy of the average $N$ probably by raising it somewhat since lamellae at slightly different angles could scatter into the particular range of azimuth. However, the values reported here and in the Bramer and Wenig works tend to approach 1.2 for LDPE. The average value would, thus, have to be even lower. Despite this, the $N$ parameter is not used in any quantitative fashion in any experiments reported to date and only trends and qualitative judgments concerning the structures are deduced.

Now we can consider the stack of four lamellae shown in Figure 7. The average number of parallel rods is 1.5 but, according to the conclusions reached from the model calculations, this stack could scatter coherently as if it contained between two and four parallel rods. One can envision low or high density polyethylene (LDPE or HDPE) stacks comprised of many approximately-parallel lamellae. However, the average number of exactly-parallel lamellae would be rather low, possibly 1.2, due to ianellae branching effects, etc. Scanning electron microscopic evidence of Keller (unpublished results) of spherulite fracture surfaces supports the rather low values of N which have been reported here.

Finally, the initial statement that 1.2 lamellae cannot give rise to any interference is a perfectly true one unless one realizes that this number is an average value relating the average number of parallel lamellae within a larger cluster and is derived as such.

We now return to the addition of an electron density transition zone in the calculation of SAXS from a finite number of lamellae as described by the cluster model. Consider the electron density profile (projection of electron density on the fibrillar axis) of Figure 5. According to Tsvankin (34), the amplitude of scattering due to the transition zone is given by

$$
\begin{align*}
F(s) & =\int_{0}^{x_{E}} \frac{x}{x_{E}} \exp (-k x) d x+\int_{x}^{x_{E}+x_{c}} \exp (-k x) d x \\
& +\int_{x_{E}+\bar{x}}^{x_{c}+2 x_{E}} \frac{x-x_{C}-2 x_{E}}{x_{E}} \exp (-k x) d x \tag{23}
\end{align*}
$$

where $k=2 \pi i$ is and $X_{E}$, the transition zone thickness.
Solution of these integrals and averaging appropriately as done by Wenig (53) results in a factor $Z_{1}(S)$ where

$$
\begin{equation*}
Z_{1}(S)=\frac{1}{(2 \pi i s)^{2} x_{E}}\left|1-\exp \left(-2 \pi i s x_{E}\right)\right|^{2} \tag{24}
\end{equation*}
$$

which, when multiplied by the average intensity of Equation (21), yields the final intensity from a cluster model including the finite transition zones:

$$
\begin{gather*}
\overline{I(s)}=\left(\frac{K}{s^{2}}\right) \operatorname{Re}\left\{\frac{\left(1-F_{a}\right)\left(1-F_{c}\right)}{\left(1-F_{d}\right)}+F_{c}\left(\frac{1-F_{a}}{1-F_{d}}\right)^{2}\right. \\
\left.\left(1-F_{d}^{N}\right)\right\} \cdot Z_{f}(s) \tag{25}
\end{gather*}
$$

This equation was used in all the calculations and a computer program (TCSC) was written (see Appendix) to compare theoretical and experimental scattering curves. The basic parameters governing the shape of the structural part of the SAXS curves are, therefore, the average crystalline, $\bar{x}_{c}$ or $c$, and amorphous, $\bar{x}_{a}$ or $a$, thicknesses, and their distributions, $g_{c}$ and $g_{a}$, the transition zone thickness, $\bar{X}_{E}$ or $E$, and the average number of parallel lamellae within a cluster, N. More will be said concerning the nature of the program and the parameters used in the Experimental section.

## C. Vonk Correlation Function Approach

The correlation function was originally defined by Debye, et al. $(50,57)$, and by Porod (58) as:

$$
\begin{equation*}
\gamma(r)=\frac{\left\langle\Delta n_{1} \Delta n_{2}\right\rangle r}{\left\langle\Delta n^{2}\right\rangle} \tag{26}
\end{equation*}
$$

where $\Delta \eta_{i}=\rho_{i}-\bar{\rho}$ and represents the local deviations in electron density of the various phases, $\rho_{j}$, from the average value, $\bar{\rho}$, at positions 1 and 2 separated by a distance $r$. The correlation function can be calculated for various models and compared to that determined by Fourier transformation of the experimental curve. Vonk, et al. $(59,60)$, applied this concept to analyze the structures of bulk polymers. Since then, others have also utilized this technique (61-63). According to the Vonk approach, the relationship between the desmeared or point-like intensity and the one-dimensional correlation function is given by

$$
\begin{equation*}
r(r)=\frac{\int_{0}^{\infty} s^{2} I(s) e^{\cos 2 \pi r \cdot s d s}}{\int_{0}^{\infty} s^{2} I(s) e^{d s}} \tag{27}
\end{equation*}
$$

in which $\gamma(r)$ is normalized to give a value of 1.0 when $r=0$ and 0 when $r=\infty$. I(s) is the experimentally-determined intensity distribution as a function of the scattering vector, $s$. The position of the first maximum in $\gamma(r)$ corresponds approximately to the average long period. It is termed a one-dimensional function since it is confined to a central line perpendicular to the alternating crystalline and amorphous layers. Details of the determination of $\gamma(r)$ will be given in the next chapter.

The theoretical correlation function derived by Vonk and Kortleve (59) is based on a linear two phase model of randomly-oriented alternating high (crystalline) and low (amorphous) electron density regions much like that of the Hosemann treatment. Independent thickness distribution functions $P_{C}\left(r_{c}\right)$ and $P_{a}\left(r_{a}\right)$ represent the distribution of crystalline and amorphous layer thicknesses $r_{c}$ and $r_{a}$ whose mean values are $c$ and $a$, respectively. The one-dimensional calculated correlation function is then given by:

$$
\begin{align*}
\gamma(r) & =\frac{\phi}{1-\phi}\left[(1-\phi)^{2} \int_{0}^{\infty}\left(r_{c}-r\right) P_{c}\left(r_{c}\right) d r_{c}+P_{c a c}\right. \\
& \left.+P_{\text {cacac }}+\ldots-1\right] \tag{28}
\end{align*}
$$

where $\phi$ is the volume fraction of lamellae,

$$
\begin{equation*}
\phi=\frac{c}{c+a} \tag{29}
\end{equation*}
$$

Equation (29) represents a linear crystallinity in that it is calculated strictly on the basis of the widths of the crystalline and amorphous regions. $P_{c a c}$ and $P_{\text {cacac }}$ are the overall probability functions dependent
upon $P_{a}$ and $P_{c}$ such that the coordinate vector $r$ has both of its ends in a crystalline phase and traverses through on one ( $P_{c a c}$ ) or two ( $P_{\text {cacac }}$ ) amorphous layers. $P_{a}$ and $P_{c}$ are normalized such that

$$
\begin{equation*}
\int_{0}^{\infty} P_{c}(r) d r=\int_{0}^{\infty} P_{a}(r) d r=1 \tag{30}
\end{equation*}
$$

and, therefore, $P_{c a c}$ and $P_{\text {cacac }}$ are also normalized functions. In fitting the calculated correlation function to the experimental one, the unit of length in the experimental curve is first equated to the value of $r$ at the first maximum. Then the parameters $\phi, B_{a}$ and $B_{C}$ are adjusted to give the best correspondence. $B_{c}$ and $B_{a}$ represent the widths of the distribution functions $P_{a}$ and $P_{c}$ which theme? vas can be represented by either Gaussian [Equation (31)] or log-normal [Equation (32)] functions.

$$
\begin{equation*}
P(r)=\frac{1}{B \sqrt{2 \pi}} \quad \exp \left[-(r-\phi)^{2} / 2 B^{2}\right] \tag{31}
\end{equation*}
$$

$$
\begin{equation*}
P(r)=\left[\exp \left(\frac{B^{2}}{2}\right) / \phi B \sqrt{\pi}\right] \exp \left\{\left[3 B^{2} / 4+\ln \left(\frac{r}{\phi}\right)\right]^{2} / B^{2}\right\} \tag{32}
\end{equation*}
$$

Similar to Reference 64, combinations of these distribution functions were used so that one was not confined to describing both phases by the same distribution function. Negative values of $r$ were obviously not allowed and in cases of broad distribution, in order to compensate for any cut-off at $r=0$, the entire function was renormalized to 1.0 and recalculated. Brown, et al. (64), concluded that the choice of a particular distribution function is not critical for highly-crystallized samples ( $\phi>0.5$ ) where the distribution widths would be expected to be lower. However, for samples of lower crystallinities where rather broad functions would be appropriate, their type becomes sensitive and significant upon the final fit of the experimental and calculated correlation function.

In comparing the Vonk and Hosemann calculations, Gaussian distributions must be used for both phases in the former calculation. Also in relating the distribution parameters $g_{\alpha}$ and $B$ of the Hosemann and Vonk treatment, references to Equations (22), (23) and (31) reveal that

$$
\left(\Delta x_{a}\right)^{2}=B^{2}
$$

Therefore,

$$
\begin{equation*}
g_{\alpha}=\frac{\overline{\left(\Delta x_{\alpha}\right)^{2}}}{\overline{x_{\alpha}}}=\frac{B^{2}}{\bar{x}_{\alpha}^{2}} \tag{33}
\end{equation*}
$$

Thus, direct comparison of the two Gaussian distribution parameters can be made. However, one must also keep in mind that the major difference in the two approaches as described here is that the Hosemann scheme analyzes clusters of finite width lamellae while the Vonk treatment assumes an infinite one-dimensional stack. Also, in Vonk's derivation, disorder of the first kind is used while that of the second kind, described previously, is used by Hosemann. In the first kind, the scattering centers are located then crystalline thicknesses built up around them. Negative amorphous thicknesses are possible but are generally corrected for by careful choice of distribution parameters. No such problem exists in the latter case. Also, in the physical building of the system, the former seems the more likely to occur and thus define the statistics.

## D. Tsvankin/Buchanan Model

The Buchanan (35) model is basically a correction and extension of the Tsvankin $(34,36)$ scheme which consists again of a one-dimensional model of alternating crystalline (high electron density) and amorphous (low electron density) layers. Scattering from such an assembly consists of calculating the projection of electron density on to a line as was done for the two prior cases.

The general relationship for the diffracted intensity from a system of $N$ scattering objects of varying lengths is given by

$$
\begin{equation*}
I(s) \propto N\left[\left|\overline{F^{2}}\right|-|\bar{F}|^{2}\right]+|\bar{F}|^{2}\left\{N+\sum_{i \neq k}^{N} \sum_{\exp }\left(i s_{T} \cdot z_{i k}\right)\right\} \tag{34}
\end{equation*}
$$

Where $F$ is the Fourier transform of the electron density distribution within the crystal, $\left|s_{T}\right|=4 \pi \sin \theta / \lambda$, and $\underset{\sim}{z}{ }_{j k}$ is the vector joining the $i^{\text {th }}$ and $k^{\text {th }}$ crystals. A rectangular distribution of crystallite sizes of mean dimension $c$ varying between $c-\Delta<c<c+\Delta$, plus the following substitutions

$$
\begin{align*}
& y=s_{T} a=2 \pi a \sin 2 \theta / \lambda  \tag{35}\\
& \alpha_{T}=c / a \\
& \beta=\Delta / a \\
& a=d-c
\end{align*}
$$

$$
\begin{align*}
I_{7}= & \left(\beta^{2} y^{2}+\beta^{2} y^{4}-\sin ^{2} \beta y\right) /\left(\sin ^{2} \beta y+\beta^{2} y^{2}+\beta^{2} y^{4}\right. \\
& \left.-2 \beta y \cos \alpha T^{y} \sin \beta y+2 \beta y^{2} \sin \alpha y \sin \beta y\right) \tag{36}
\end{align*}
$$

and is derived from Equation (34) where

$$
\begin{equation*}
|\bar{F}|^{2} \cdot I_{7}=|\bar{F}|^{2}\left\{N+\underset{\substack{i \neq k}}{N} \underset{\sim}{N} \exp \left(\underset{\sim}{s_{T}} \cdot{\underset{\sim}{z} k}^{z_{i}}\right)\right\} \tag{37}
\end{equation*}
$$

Next, inclusion of a trapezoidal electron density profile within a crystal similar to that of Figure 5 and use of Zernicke-Prins (48) statistics to locate the average positions of the scattering centers (a one-dimensional disorder of the first kind) allowed the calculation of the scattering amplitudes $|\bar{F}|^{2}$ and $\left|\overline{F^{2}}\right|$ and, therefore, the total scattered intensity per unit scattering object, $\bar{I}(s) / N$. In order to establish relationships between the calculated and experimental scattering curves, a set of calibration curves based on the calculated scattering intensities was generated. The quantity relating these two, $\psi(p)$, is given by

$$
\begin{equation*}
\psi(p)=p / X_{m}=d_{e} q \tag{38a}
\end{equation*}
$$

and

$$
\begin{equation*}
p=d q ; X_{m}=d / d_{e} \tag{38b}
\end{equation*}
$$

where $X_{m}$ and $d_{e}$ are the calculated and experimental peak positions, respectively, and $p$ and $q$ are the calculated and experimental half widths at half height, respectively. Tsvankin found that the transition width parameter, $E$, only slightly irfluenced the calculated intensity distributions. However, the $\beta / \alpha_{T}$ parameter describing the dispersion of crystallite lengths about their mean value very strongly influenced the results. Thus, $\beta / \alpha_{T}, \alpha_{T}$, and $E$, along with the running variable, $p$, were systematically varied to generate the calibration curves. Typical calibration curves can be found in References 20 and 36 . From these considerations, values of the mean long period, the crystallite length, and the amorphous dimensions were obtained from Equation (38) and

$$
\begin{equation*}
c=\phi d \tag{39}
\end{equation*}
$$

where $\phi$ is the linear crystallinity defined as in the Hosemann and Vonk treatment. $\phi$ and $X_{m}$ are obtained directly from the calibration curves.

Thus the application of the Tsvankin/Buchanan model is a rather convenient one to use since only the peak position and half-width at half-maximum are needed to fully characterize the scattering morphology. The full width at half maximum is used by some (65) but this depends obviously on the way in which calibration curves are generated. More will be said concerning this method in subsequent sections including numerous criticisms.

## E. The Total Integral-Invariant

The only parameter which can be determined with no a priori assumptions concerning the nature of the inhomogeneities giving rise to the scattering is the mean squared electron density fluctuation, $\overline{(\rho-\bar{\rho})^{2}}$. This has been termed the scattering power of the particular system $(38,58,66)$ and it is related to the total integral scattering intensity

$$
\int_{0}^{\infty} s^{2} I(s) d s=Q, \text { point geometry }
$$

or

$$
\begin{equation*}
\int_{0}^{\infty} s \tilde{I}(s) d s=\tilde{Q} \text {, slit geometry } \tag{40}
\end{equation*}
$$

where $I(s)$ and $Q$, and $\tilde{I}(s)$ and $\tilde{Q}$ are calculated from point-like or infinite slit (smeared) geometry, respectively.

For a system of evenly-distributed electron densities in two phases separated by a sharp bounday, we can write

$$
\begin{equation*}
\overline{(\rho-\bar{\rho})^{2}}=\phi_{1}\left(\rho_{1}-\bar{\rho}\right)^{2}+\phi_{2}\left(\rho_{2}-\bar{\rho}\right)^{2} \tag{41}
\end{equation*}
$$

where

$$
\begin{array}{r}
\bar{\rho}=\phi_{1} \rho_{1}+\phi_{2} \rho_{2} \\
\phi_{1}+\phi_{2}=1.0
\end{array}
$$

$\phi_{1}$ and $\phi_{2}$ are the volume fractions of material in the phases.
Making the proper substitutions and rearranging terms leads to the well-known expression, where

$$
\begin{equation*}
\overline{(\rho-\bar{\rho})^{2}}=\left(\rho_{1}-\rho_{2}\right)^{2} \phi_{1} \phi_{2}=\left\langle\Delta n^{2}\right\rangle \tag{42}
\end{equation*}
$$

We must keep in mind that the $\rho$ 's are electron densities in these equations as opposed to mass densities normally thought of. $\overline{(\rho-\bar{\rho})^{2}}$ will be replaced by the more conventional terminology $\left\langle\Delta \eta^{2}\right\rangle$.

Concerning the evaluation of the invariants, $Q$ and $\tilde{Q}$, obviously it is not possible to experimentally evaluate the integral over the whole angular range from zero to infinity. The low angle region may be obtained by a plot of $s \tilde{I}(s)$ vs. $s$ and extrapolation of the linear position to zero angle. Conversely, extrapolation to higher angles must be done accurately since it may account for over $10 \%$ of the final result. Use of Porod's law (58) which states that for a two-phase system $s^{4} I(s)$ or $s^{3} \tilde{I}(s)$ should assume constant values in the high angle regions away from any obvious structural portions of the curve will allow evaluation to infinity, as follows. The invariant may be divided into two parts:

$$
\begin{equation*}
\tilde{Q}=\tilde{Q}^{\prime}+\tilde{Q}^{\prime \prime} \tag{43}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{Q}^{\prime}=\int_{0}^{s^{\prime}} s \tilde{I}(s) d s \tag{44}
\end{equation*}
$$

and is evaluated numerically, while

$$
\begin{equation*}
Q^{\prime \prime}=\int_{s^{\prime}}^{\infty} s \tilde{I}(s) d s \tag{45}
\end{equation*}
$$

where $s^{\prime}$ is the scattering vector at which Porod's law begins to be invoked. [A plot of $s^{2} \tilde{I}(s)$ or $s^{4} I(s)$ may first have to be corrected for diffuse boundary effects $(59,67)$.$] Considering only the slit-$ smeared case,

$$
s^{3} \tilde{I}(s)=\text { Const. }
$$

and

$$
\begin{equation*}
s \tilde{I}(s)=\frac{K}{s^{2}} \tag{46}
\end{equation*}
$$

Substitution of (46) into (45) results in

$$
\begin{equation*}
\tilde{Q}^{\prime \prime}=\int_{s^{\prime}}^{\infty} \frac{K}{s^{2}} d s=\frac{K}{s^{\prime}} \tag{47}
\end{equation*}
$$

Finally, substituting Equations (47) and (44) into (43) gives the result we sought.

The observed or corrected total integrals are related to the mean squared electron density fluctuation by

$$
\begin{equation*}
\tilde{Q}(s)=\frac{r_{T}^{2} \lambda N_{A}^{2} P_{S} t_{S}\left\langle\Delta \eta^{2}\right\rangle}{2 \pi r_{S d}} \tag{48}
\end{equation*}
$$ the sample attenuated intensity of the primary beam, $t_{s}$ the sample thickness, and $r_{s d}$ is the sample-to-detector distance in centimeters. The energy of the incident beam must be determined experimentally. This has been done using a Lupolen (polyethylene) calibration standard $(68,69)$ supplied to us by Professor 0 . Kratky. The energy per cm length of incident beam after sample attenuation is given by Equation (49).

$$
\begin{equation*}
P_{S}=\frac{K_{S} \cdot I_{S} \cdot r_{S d} \cdot A}{F_{S}} \tag{49}
\end{equation*}
$$

where $K_{S}$ is the calibration constant supplied, $A$ is the sample attenuation factor measured experimentally, $F_{S}$ is the counting tube slit area, and $I_{s}$ is the intensity of scattering from the standard sample at the particular calibration angle. Since $\tilde{Q}$ involves a measured intensity, the values of $F_{S}$ and $r_{S d}$ need not be determined for the calculation of $\left\langle\Delta n^{2}\right\rangle$. More will be said concerning the details of these calculations in the Experimental section.

## F. Swelling Studies - The Invariant

Swelling techniques have been used by Porod, et al. $(58 a, 70)$ to elucidate the structure of regenerated cellulose. Air-swollen and dried samples showed striking differences and the authors concluded that the swollen matrix could be represented by a dilute system while the dried one by a densely-packed colloidal system. The agreement with the absolute scattering intensity was very good.

More recently, Sakai, et al. (71), used iodine (solvent) uptake in conjunction with SAXS to study the density of the amorphous intercrystalline regions of poly(ethylene terephthalate). By experimental determination of the ratios of peak intensities with and without iodine present and to varying degrees, and comparison with model calculations, they were able to conclude that sorption sites were more numerous near the crystal surface than in the interior of the amorphous phase. They postulated that this was due to a lower density region at the extremities of the amorphous phase rather than the interior.

In a slightly different study concerning SALS , Rhodes and Stein (72) were able to show that light scattering patterns ( $V_{V}$ ) from stretched polyethylene were not affected by swelling in trichlorobenzene or heptane. They concluded that refractive index heterogeneity at the fibril boundary is a result of orientation fluctuations of the optic axes rather than a density discontinuity. Blackadder, et al. $(73,74)$ have shown that solvent uptake alone can be a powerful technique for morphological investigations.

In order to evaluate the validity of the two-phase model for the stretched and unstretched samples in this study, specifically with respect to voids or void formation, the technique of evaluating $\left\langle\Delta n^{2}\right\rangle$ in the swollen and unswollen cases and comparing the results to model calculations was employed. The basic idea is that if a void exists and is characterized by essentially zero electron density and a fluid subsequently is allowed to penetrate that volume, the relative electron density will have increased. Since the total integral is proportional to the difference in electron densities of the phases, swelling will decrease this difference and the intensity should drop rather dramatically. If no voids were present initially, then the drop should not be as significant.

In the subsequent derivations, it is assumed that a void will scatter $x$-rays coherently. The swollen amorphous phase which initially had voids will now scatter as one new phase. The major possible situations are considered independently and compared as follows.

Case I. No Voids, Unswollen.
We shall assume that the crystalline and amorphous regions have uniform densities and that they are separated by a sharp boundary. This is just the case presented in Equations (41) and (42), changing subscripts 1 and 2 to $c$ and a for the crystalline and amorphous phases, respectively.

Case II. Voids, Unswollen.
This consists of a three-phase system comprised of crystals of uniform electron density and voids within the amorphous zones. The general equation for the mean squared electron density fluctuations of a system containing $n$ homogeneous phases is by definition

$$
\begin{align*}
& \left\langle\Delta n^{2}\right\rangle=\sum_{i=1}^{n}\left(\rho_{i}-\bar{\rho}\right)^{2} \phi_{i}, \\
& \bar{\rho}=\sum_{i=1}^{n} \rho_{i} \phi_{i}, \text { and } \sum_{i=1}^{n} \phi_{i}=1 \tag{50}
\end{align*}
$$

Thus application to the three-phase system here yields

$$
\begin{equation*}
\left\langle\Delta \eta^{2}\right\rangle_{v}=\phi_{c v}\left(\rho_{c}-\bar{\rho}\right)^{2}+\phi_{a v}\left(\rho_{a}-\bar{\rho}\right)^{2}+\phi_{v}\left(\rho_{v}-\bar{\rho}\right)^{2} \tag{51}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi_{c v}+\phi_{a v}+\phi_{v}=1.0, \rho_{v}=0.0 \tag{52}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{\rho}=\phi_{c v} \rho_{c}+\phi_{a v} \rho_{a}+\phi_{v} \rho_{v} \tag{53}
\end{equation*}
$$

Again, $\phi$ represents the volume fraction of material in the system. $\phi_{C v}, \phi_{a v}$ and $\phi_{v}$ are those volume fractions of crystalline and amorphous phases adjusted for the presence of voids (the extra subscript v).

In these calculations, values of $\phi_{V}$ must be assumed. Substitution of Equations (52) and (53) into (51) and rearrangement gives

$$
\begin{equation*}
\left\langle\Delta \eta^{2}\right\rangle_{v}=\phi_{c v} \phi_{a v}\left(\rho_{c}-\rho_{a}\right)^{2}+\phi_{v}\left(\phi_{c v} \rho_{c}^{2}+\phi_{a v} \rho_{a}^{2}\right) \tag{54}
\end{equation*}
$$

In the limiting cases, when $\phi_{V}=0$, Equation (54) reduces to (42), whereas, when $\phi_{v}=1.0, \phi_{c v}=\phi_{a v}=0$ and $\left\langle\Delta n^{2}\right\rangle_{v}=0$, which is the expected result.

At this point we must examine the work of Heikens (75) and Hermans, et al. (76), who derived an expression for $\left\langle\Delta n^{2}\right\rangle$ for a threephase system containing voids using the relation

$$
\begin{equation*}
\left\langle\Delta n^{2}\right\rangle=\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n}\left(\rho_{i}-\rho_{j}\right)^{2} \phi_{i} \phi_{j} \tag{55}
\end{equation*}
$$

which is presented as an alternative form of Equation (50), and is basically a generalization from results of the two phase system. Thus for a three-phase system ( $n=3$ ) containing voids, the above equation expands to

$$
\begin{aligned}
\left\langle\Delta n^{2}\right\rangle & =\left(\rho_{1}-\rho_{2}\right)^{2} \phi_{1} \phi_{2}+\left(\rho_{1}-\rho_{3}\right)^{2} \phi_{1} \phi_{3} \\
& +\left(\rho_{2}-\rho_{3}\right)^{2} \phi_{2} \phi_{3}
\end{aligned}
$$

It is presented here as a test of the validity of Equation (55) using subscripts 1, 2, and 3 to denote phases to keep the solution completely general. Hence, generalizing Equation (51),

$$
\begin{equation*}
\left\langle\Delta \eta^{2}\right\rangle=\phi_{1}\left(\rho_{1}-\bar{\rho}\right)^{2}+\phi_{2}\left(\rho_{2}-\bar{\rho}\right)^{2}+\phi_{3}\left(\rho_{3}-\bar{\rho}\right)^{2} \tag{57}
\end{equation*}
$$

where

$$
\bar{\rho}=\phi_{1} \rho_{1}+\phi_{2} \rho_{2}+\phi_{3} \rho_{3}
$$

and

$$
\phi_{1}+\phi_{2}+\phi_{3}=1.0
$$

Performing the subtractions in parentheses yields

$$
\begin{aligned}
& \rho_{1}-\bar{\rho}=\phi_{2}\left(\rho_{1}-\rho_{2}\right)+\phi_{3}\left(\rho_{1}-\rho_{3}\right) \\
& \rho_{2}-\bar{\rho}=\phi_{1}\left(\rho_{2}-\rho_{1}\right)+\phi_{3}\left(\rho_{2}-\rho_{2}\right) \\
& \rho_{3}-\bar{\rho}=\phi_{1}\left(\rho_{3}-\rho_{1}\right)+\phi_{2}\left(\rho_{3}-\rho_{2}\right)
\end{aligned}
$$

Substituting and squaring the terms, along with factoring terms in $\left(\rho_{i}-\rho_{j}\right)$ leads to

$$
\begin{aligned}
\left\langle\Delta n^{2}\right\rangle & =\phi_{1} \phi_{2}\left(1-\phi_{3}\right)\left(\rho_{1}-\rho_{2}\right)^{2}+\phi_{1} \phi_{3}\left(1-\phi_{2}\right)\left(\rho_{1}-\rho_{3}\right)^{2} \\
& +\phi_{2} \phi_{3}\left(1-\phi_{1}\right)\left(\rho_{2}-\rho_{3}\right)^{2}+2 \phi_{1} \phi_{2} \phi_{3}\left[\rho_{1}{ }^{2}+\rho_{2}^{2}\right. \\
& \left.+\rho_{3}^{2}-\rho_{1} \rho_{2}-\rho_{1} \rho_{3}-\rho_{2} \rho_{3}\right]
\end{aligned}
$$

Rearrangement and cancellation of cross-products leads directly to Equation (56). Thus, at least for the three-phase system, Equation (55) is completely rigorous. When $\rho_{3}=0$, Equation (56) reduces to (54).

Case III. No Voids, Swollen.
Here it is assumed that the swelling only takes place in the amorphous phase and that the liquid distributes itself homogeneously throughout. The crystalline phase remains unaffected. The general equation for $\left\langle\Delta n^{2}\right\rangle$ is given by

$$
\begin{equation*}
\left\langle\Delta \eta^{2}\right\rangle_{s}=\phi_{c s}\left(\rho_{c}-\bar{\rho}\right)^{2}+\phi_{a s}^{\prime}\left(\rho_{a s}-\bar{\rho}\right)^{2} \tag{58}
\end{equation*}
$$

where the $s$ denotes the swollen case and

$$
\begin{align*}
& \phi_{a s}^{\prime}=\phi_{a s}+\phi_{s} \\
& \phi_{c s}+\phi_{a s}+\phi_{s}=1.0 \tag{59}
\end{align*}
$$

By definition,

$$
\begin{align*}
& \rho_{a s}=\frac{W_{a}+W_{s}}{V_{a}+V_{s}}  \tag{60}\\
& \phi_{s}=\frac{V_{s}}{V_{c s}+V_{a s}+V_{s}} ; W_{a}=\rho_{a} V_{a} \\
& \phi_{a s}=\frac{V_{a s}}{V_{c s}+V_{a s}+V_{s}} ; W_{s}=\rho_{s} V_{s} \tag{61}
\end{align*}
$$

where $W_{a}, W_{s}$ and $V_{a}, V_{s}$ denote the weights and volumes of the amorphous and solvent phases, and $\rho_{a s}$ is the electron density of the swollen amorphous phase. Substituting (61) into (60) and again rearranging,

$$
\begin{equation*}
\rho_{a s}=\frac{\phi_{a s} \rho_{a}+\phi_{s} \rho_{s}}{1-\phi_{c s}} \tag{62}
\end{equation*}
$$

Finally,

$$
\begin{equation*}
\bar{\rho}=\phi_{c s} \rho_{c}+\phi_{a s} \rho_{a}+\phi_{s} \rho_{s} \tag{63}
\end{equation*}
$$

In this case, it is simpler to calculate Equations (59), (62) and (63) explicitly and substitute the results directly into (58) rather than try to simplify the expression. The volume fraction of solvent imbibbed is found from swelling measurements or from results of SAXS model calculations. We will see that the two techniques agreed to within experimental error.

## Case IV. Voids, Swollen.

Here it is assumed that the voids no longer exist after swelling since the swollen amorphous phase completely replaces any space previously occupied by the voids. It, therefore, assumes that the crystallinity values used are completely free from the influence of voids. Therefore, we can write down Equation (64)

$$
\begin{equation*}
\left\langle\Delta n^{2}\right\rangle=\phi_{\operatorname{csv}}\left(\rho_{c}-\bar{\rho}\right)^{2}+\phi_{\text {asv }}^{\prime}\left(\rho_{\text {asv }}-\bar{\rho}\right)^{2} \tag{64}
\end{equation*}
$$

where

$$
\phi_{a s v}^{\prime}=\phi_{a s v}+\phi_{s}+\phi_{v}
$$

$$
\begin{equation*}
\phi_{\mathrm{CsV}}+\phi_{a s v}+\phi_{S}+\phi_{v}=1.0 \tag{65}
\end{equation*}
$$

and using similar definitions as in Case II,

$$
\begin{equation*}
\rho_{a s v}=\frac{W_{a}+W_{s}}{V_{a}+V_{s}+V_{v}} \tag{66}
\end{equation*}
$$

where

$$
\begin{align*}
& W_{s}=\rho_{s}\left(V_{s}+V_{v}\right) \\
& W_{a}=\rho_{a} V_{a} \tag{67}
\end{align*}
$$

and

$$
\phi_{i}=\frac{V_{i}}{V_{T}}
$$

where

$$
V_{T}=\sum_{i} v_{i} ; i=a, s, v
$$

Substituting Equations (67) into (66) and rearranging,

$$
\begin{equation*}
\rho_{a s v}=\frac{\phi_{a} \rho_{a}+\rho_{s}\left(\phi_{s}+\phi_{v}\right)}{1-\phi_{c}} \tag{68}
\end{equation*}
$$

and is the electron density of the swollen amorphous phase which initially included voids. Finally,

$$
\begin{equation*}
\bar{\rho}=\phi_{c s v} \rho_{c}+\left(\phi_{a s v}+\phi_{v}\right) \rho_{a s v}+\phi_{s} \rho_{s} \tag{69}
\end{equation*}
$$

Calculation of Equations (65), (68) and (69) and substitution into (64) gives the desired result. Use of an electronic, programmable, scientific calculator makes these calculations quite manageable.

Case V. No Voids, Unswollen. A Finite Transition Width. Here a two phase system is treated where the electrons are distributed uniformly in each of their respective phases but rather than a sharp separating boundary, a linear transition zone is introduced. This calculation was originally performed by Blundell (77) and subsequently by Vonk (60) and Khambatta (78), where the result is given by

$$
\begin{equation*}
\left\langle\Delta \eta^{2}\right\rangle_{E}=\left(\rho_{c}-\rho_{a}\right)^{2}\left(\phi_{c} \phi_{a}-\frac{E S}{6 V}\right) \tag{70}
\end{equation*}
$$

The subscript E denotes the finite transition width. E denotes the width of the transition zone in Angstroms, and $S / V$ is the specific surface area of the phase boundary. Vonk showed that for layer structures
such as lamellae, $S / V=2 / d$ where $d$ is the long period. Substitution into Equation (70) leads to the final result that

$$
\begin{equation*}
\left\langle\Delta \eta^{2}\right\rangle_{E}=\left(\rho_{c} \rho_{a}\right)^{2}\left(\phi_{c} \phi_{a}-\frac{E}{3 d}\right) \tag{71}
\end{equation*}
$$

E/3d is actually equal to the volume fraction of this third phase, $\phi_{E}$, describing the contribution of the finite transition width.

Case VI. No Voids, Swollen, Finite Transition Width.
Here we assume the same as in Case III and also that the transition width swells uniformly with solvent. We could also assume that the transition width goes to zero with swelling and this reduces to Case III. We can write

$$
\left\langle\Delta n^{2}\right\rangle_{S E}=\phi_{C S E}^{\prime}\left(\rho_{c}-\bar{\rho}\right)^{2}+\phi_{\mathrm{aSE}}^{*}\left(\rho_{\text {aSW }}-\bar{\rho}\right)^{2}+\phi_{E}\left(\rho_{3}(x)-\bar{\rho}\right)^{2}
$$

where

$$
\begin{align*}
& \phi_{C S E}^{\prime}=\phi_{C S W}-\frac{\phi_{E}}{2} \\
& \phi_{\text {aSE. }}^{*}=\phi_{a S W}-\frac{\phi_{E}}{2}+\phi_{S} \tag{73}
\end{align*}
$$

and

$$
\begin{align*}
& \bar{\rho}=\phi_{C S E} \rho_{C}+\left(\phi_{a S E}+\phi_{S}\right) \rho_{a S E} \\
& \bar{\rho}=\phi_{C S E}{ }_{C}+\phi_{\mathrm{aSE}}{ }^{\Pi} \rho_{\mathrm{aSE}} \tag{74}
\end{align*}
$$

where

$$
\phi_{a S E}^{\Pi I}=\phi_{a S E}^{\prime}+\phi_{S}+\frac{\phi_{E}}{2}
$$

and

$$
\phi_{\mathrm{asE}}^{\prime}=\phi_{\mathrm{as} E}-\frac{\phi_{E}}{2}
$$

Let $\rho_{3}(x)$ be the linear gradient of electron density,

$$
\begin{equation*}
\rho_{3}(x)=\rho_{C S E}+\left(\rho_{a s E}-\rho_{c}\right) \frac{x}{E} \tag{75}
\end{equation*}
$$

where $x$ is the distance parameter along the thickness of the transition zone, $E$. If we define

$$
\begin{equation*}
\eta_{3}=\rho_{c S E}+\left(\rho_{a s E}-\rho_{c}\right) \frac{x}{E}-\bar{\rho} \tag{76}
\end{equation*}
$$

and substitute (74)

$$
\begin{equation*}
\eta_{3}=\left(\rho_{a s E}-\rho_{c}\right)\left(\frac{x}{E}-\phi_{a s E}^{\Pi}\right) \tag{77}
\end{equation*}
$$

Now averaging

$$
\begin{equation*}
\left\langle\eta_{3}>=\frac{1}{E} \int_{0}^{E}\left(\rho_{a s E}-\rho_{c}\right)^{2}\left(\frac{x}{E}-\phi_{a s E}\right)^{2} d x\right. \tag{78}
\end{equation*}
$$

and performing the integration of (78) yields,

$$
\begin{equation*}
\left\langle\eta_{3}^{2}>=\left(\rho_{a s E}-\rho_{c}\right)^{2}\left(\frac{1}{3}-\phi_{a s E}^{\Pi} \phi_{C S E}\right)\right. \tag{79}
\end{equation*}
$$

and where

$$
\begin{equation*}
\rho_{a s E}=\frac{\phi_{a s E} \rho_{a}+\phi_{S} \rho_{s}}{\phi_{a s E}+\phi_{S}} \tag{80}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi_{\mathrm{CSE}}+\phi_{\mathrm{aSE}}+\phi_{S}=1.0 \tag{87}
\end{equation*}
$$

Combining the relevant equations leads to the final result that

$$
\begin{equation*}
\left\langle\Delta \eta^{2}\right\rangle_{S E}=\phi_{C S E}^{\prime}\left(\rho_{c}-\bar{\rho}\right)^{2}+\phi_{a S E}^{*}\left(\rho_{a S E}-\bar{\rho}\right)^{2}+\phi_{E}\left\langle\eta_{3}{ }^{2}\right\rangle \tag{82}
\end{equation*}
$$

Again it is easier to calculate the separate terms and feed them into (82) rather than trying to simplify it.

Other cases or combinations could have been pursued but, because of the nature of the experiments and their accuracy, only these six, very distinguishable cases were analysed.

## G. The Elliptically Symmetric Invariant

Due to the fact that the scattering from the elastically-strained samples exhibited elliptically-symmetric scattering patterns in some cases (see Results) and that the 10 Meter ORNL spectrometer could easily monitor the absolute scattered intensity, the total integral was derived with the hopes of obtaining two major pieces of information.

The first is the determination of the invariant, previously derived for spherically-symmetric scattering patterns (see e.g. Reference 31). If the shape of the scattering pattern is something other than spherically symmetric, then the calculation of the invariant is meaningless, unless its shape is known and is mathematically expressed properly, or unless a two-dimensional experimental integration is possible. The second reason is to study deviations from the analytically expressed scattering shape and to, therefore, characterize the system more fully. The derivation is as follows.

In the spherical coordinate system

$$
Q=\int_{v_{s}} I(\underset{\sim}{s}) d v_{s}=2 \pi \int_{\psi=0}^{\pi} \int_{s=0}^{\infty} s^{2} I(s) \sin \psi d s d \psi
$$

assuming cylindrical symmetry about $\theta$, where now $\theta$ is the space coordinate in the spherical coordinate system (not to be confused with the scattering angle), $v_{s}$ is the total volume of reciprocal space over which the integration is performed, and $\psi$ is the azimuthal angle.

For elliptically-symmetric iso-intensity contours (generated by the computer ORNL processing of SAXS spectrometer data)

$$
\begin{equation*}
I(s)=I^{\prime}(s, \psi) \tag{84}
\end{equation*}
$$

and the integration of (83) can go no further. However, if we allow s to vary elliptically, cylindrically symmetric about an axis, then $I(s)$ is regenerated and

$$
\begin{equation*}
s^{2}=\frac{a^{2} b^{2}}{a^{2} \sin ^{2} \psi+b^{2} \cos ^{2} \psi}=\frac{a^{2}}{k^{2} \sin ^{2} \psi+\cos ^{2} \psi} \tag{85}
\end{equation*}
$$

where $k=a / b=$ major/minor axes, obtained directly from the iso-intensity contours. Here, a is not to be confused with the amorphous thickness parameters.

Thus

$$
\begin{equation*}
s=\frac{a}{\left(k^{2} \sin ^{2} \psi+\cos ^{2} \psi\right)^{1 / 2}} \tag{86}
\end{equation*}
$$

$$
\begin{equation*}
d s=\frac{d a}{\left(k^{2} \sin ^{2} \psi+\cos ^{2} \psi\right)^{1 / 2}} \tag{87}
\end{equation*}
$$

and

$$
I^{\prime}(s, \psi)=I(a)
$$

$$
\begin{equation*}
Q=\int_{a=0}^{\infty} \int_{\phi=0}^{\pi} I(a) \frac{a^{2} \sin \psi}{\left(k^{2} \sin ^{2} \psi+\cos ^{2} \psi\right)^{3 / 2}} d \psi d a \tag{88}
\end{equation*}
$$

Solution of (88) is performed by a propitious change of variables

$$
\begin{aligned}
& x=\sin \psi \\
& y=\cos \psi
\end{aligned}
$$

which leads to an integral of the form

$$
\int \frac{d x}{\left(a x^{2}+c\right)^{3 / 2}}=\frac{x}{c\left(a x^{2}+c\right)^{1 / 2}}
$$

resulting in

$$
\begin{equation*}
Q=4 \pi \int_{a=0}^{\infty} \frac{a^{2}}{k^{2}} I(a) d a \tag{89}
\end{equation*}
$$

Substituting Equations (85) and (87), results in the final equation,

$$
\begin{equation*}
Q=\frac{4 \pi}{k^{2}}\left(k^{2} \sin ^{2} \psi+\cos ^{2} \psi\right)^{3 / 2} \int_{s=0}^{\infty} s^{2} I(s) d s \tag{90}
\end{equation*}
$$

Note that this is identical to the case of spherical symmetry except for the scaling due to the elliptical terms.

If we allow the strain to be along the $y$ axis, and $k=2.0$, at $\psi=0^{0}$, a y axis average, Equation (90) gives

$$
Q=\pi \int_{0}^{\infty} s^{2} I(s) d s
$$

while at $\psi=90^{\circ}$, an $x$ average, it reduces to

$$
Q=8 \pi \int_{0}^{\infty} s^{2} I(s) d s
$$

A slightly-different approach was used by Hendricks (79) and similar results were obtained. Combining the two derivations has yielded
a more general relationship (Reference 79) than Equation (90) where any given ellipsoid can be considered, not only the prolate one assumed above. Thus

$$
\begin{equation*}
Q=4 \pi \frac{k_{3}}{k_{2}}\left(k_{2}^{2} \sin ^{2} \psi+\cos ^{2} \psi\right)^{3 / 2} \int_{0}^{\infty} s^{2} I(s) d s \tag{91}
\end{equation*}
$$

where $k_{3}=b / a, k_{2}=c / a$ and describe the shape of the triaxial ellipse (scaling factors). For a prolate ellipsoid, $k_{3}=k_{1}=1$ (revolution about the $y, k_{2}$ axis) and (91) reduces to (90).

Deviations in $Q$ from different azimuthal slices will indicate deviations from the elliptical symmetry predicted from the affine scheme (see Discussion).

## H. Small Angle Light Scattering (SALS)

The interpretations of (SALS) by deformed spherulites has been the topic of a considerable research effort both in this laboratory $(7,10,15,16,18,19,21,81)$ and in others $(11,29,30,82,83)$. Specifically, Van Aartsen and Stein (19) calculated the $H_{V}$ (crossed polaroids) light scattering patterns for uniaxially deformed three dimensional spherulites assuming an affine deformation of the total spherulite. Thus a point with coordinates $(x, y, z)$ will assume coordinates ( $x^{\prime}, y^{\prime}, z^{\prime}$ ) after deformation, where $x^{\prime}=\lambda_{1} x, y^{\prime}=\lambda_{2} y$, and $z^{\prime}=\lambda_{3} z$ where $\lambda_{i}{ }^{\prime}$ s are
the strain ratios along the given directions. For uniaxial deformation $\lambda_{1}=\lambda_{2}$ and the major strain direction is along $\lambda_{3}$ or the $z$ axis. The optic axis of a scattering element lying at an arbitrary angle with respect to the radius is allowed to vary during the course of deformation in a manner that depends upon its angular location within the spherulite and according to some empirically assumed equation. Two general models are considered. In the first, a constant density of scattering elements is preserved (Model I) while in the second, (Model II), the radial density of scattering elements remains constant but the angular distribution changes affinely. Constant volume deformation is considered. Also, twisting of lamellae about their radii is considered. During deformation, the twist may remain unchanged from the undeformed case (random) or may preferentially twist or detwist depending upon the location within the spherulite relative to the strain. Finally, the variation of the optic axis angle with respect to the radius is considered. It can either allign itself more nearly parallel to the strain direction or else remain constant. Both the lamellar twisting and the optic axis variations are described by semi-empirical compliance parameters.

The authors found that with increasing spherulite elongation, the absolute maximum in intensity with respect to both the reduced scattering angle, $U$, and the azimuthal angle, $\mu$, moved to slightly higher $U$ values and appreciably higher $\mu$ values; i.e., toward the equatorial regions of the pattern. They also found that experimental separation of models I and II was impossible due to the small angular variations which would have to be measured. The influence of a
non-random lamellar twist during deformation appears to increase the overall intensity without appreciably changing the shape of the pattern. Quantitative intensity measurements would have to be made here. Finally, there seems to be little effect from the reorientation of the optic axes. Because of the first observation, models I and II were combined to give an average model from which, mathematics being simplified, the intensity was calculated where

$$
\begin{equation*}
I_{H_{V}}=\sin ^{2} \varepsilon \cos ^{2} \varepsilon\left[4 \sin U^{*}-U^{*} \cos U^{*}-3 \sin U^{*}\right]^{2}\left(U^{*}\right)^{-6} \tag{92}
\end{equation*}
$$

where

$$
U^{*}=U\left[\lambda_{2}^{2} \sin ^{2}\left(\frac{\theta}{2}\right)+\cos ^{2}\left(\frac{\theta}{2}\right)\left(\lambda_{2}^{2} \sin ^{2} \mu+\lambda_{3}{ }^{2} \cos ^{2} \mu\right)\right]^{1 / 2}
$$

$$
U=4 \pi\left(\frac{R}{\lambda}\right) \sin \left(\frac{\theta}{2}\right)
$$

$$
\cos \varepsilon=\lambda_{3} \cos \left(\frac{\theta}{2}\right) \cos \mu\left(\frac{U}{U^{\star}}\right)
$$

and

$$
\lambda_{2}{ }^{2} \lambda_{3}=1 \text { (cylindrical synmetry) }
$$

Finally, the spherulite radius is $R$, the wavelength of light within the medium is $\lambda$, and $\theta / 2$ is the scattering angle exiting the medium.

Maximizing the intensity as $(\partial I / \partial \mu)_{U}$ and ( $\left.\partial I / \partial U\right)_{\mu}$ simultaneously predicts that the maximum intensity is to be found at

$$
U^{*}=4.09 \text { and } \cos ^{2} \mu=\left[\left(\lambda_{3}^{3}+1\right) \cos ^{2} \frac{\theta}{2}\right]^{-1}
$$

where $\lambda_{3}$ is the elongation ratio along the stretch direction. Thus for small scattering angles we have the approximate relations

$$
\begin{equation*}
\tan ^{2} \mu_{\max }=\lambda_{3}^{3} \tag{93}
\end{equation*}
$$

$$
\begin{equation*}
U_{\max }=4.00 \tag{94}
\end{equation*}
$$

Thus, a knowledge of the azimuthal angle at which the maximum in $H_{V}$ scattering occurs either by photographic or photometric techniques will characterize the elongation of the spherulite within the sample.

The above theory proves to be very useful in determining the relationships between macroscopic and microscopic (spherulitic) deformation characteristics. For polyethylene, when spherulite sizes are too small to be successfully monitored by optical microscopy, it is especially revealing. An important limitation, however, is due to the contribution of background scattering which cannot always be successfully subtracted and which, in fact, may vary with sample elongation. The source of background scattering is probably due to spherulite imperfections arising from boundary regions, internal disorder, or interspherulitic interference.

CHAPTER 3

## EXPERIMENTAL

## A. Sample Preparation

Low-Density Polyethylene: The samples studied were Monsanto experimenta? M8011 (LDPE). Pertinent physical characterization properties are given in Table 2. Thick films were prepared by melting pellets sandwiched between aluminum foil covered, cold-rolled steel platens and subjecting the melt to 12000 psi in a bench-size Carver press. Melting times, $t_{m}$, and temperatures, $T_{m}$, pressing times, $t_{p}$, and temperatures, $T_{p}$, as well as sample thicknesses are given in Table 3. Slowly-cooled (SC) samples were prepared by allowing the pressed films to cool at the natural cooling rate of the press. Quenched ( $Q$ ) samples were prepared by rapidly transferring the sample and platens into an ice-water bath.

High-Density Polyethylene: The samples studied were Monsanto MPE 200/17942 high density polyethylene (HDPE). Again, the pertinent physical characterization parameters are given in Table 2 while the film preparation data are given in Table 3. The notation and preparation of slowly-cooled and quenched samples is the same as for the LDPE.

Special-Texture LDPE: Monsanto M8011,Q was used in the preparation of the parallel lamellae morphologies as described by $\operatorname{Keller}(84,85)$. Strips $3^{\prime \prime} \times 0.5^{\prime \prime}$ were cut from the polyethylene sheets and clamped into an Instron. They were drawn through the yield and necking region to a total strain of about 500 percent. They recovered to about $300 \%$ total strain after removal from the clamps as estimated by distances measured
between fiducial marks. The necked portions were then passed several times in the same direction through a two-roll mill at room temperature until the thickness was about $60 \%$ of the original. Finally, annealing of the strips between glass cover slips in a silicone oil bath at $115^{\circ} \mathrm{C}$ for about 15 seconds produced the desired parallel lamellae morphology as evidenced by photographic SAXS. Typical two-point patterns were evident. Annealing at higher temperatures or longer times randomized the orientation so that diffuse SAXS patterns were obtained.

## B. Small-Angle X-Ray Scattering.

1. Slit Geometry.
a. Apparatus.

A Rigaku-Denki Small Angle X-Ray Diffractometer (Catalog No. 2202) utilizing slit geometry and a scintillation counter detector with pulse height analyzer was used for studies of the undeformed and swollen samples. Analysis of stretched samples was performed for a slit height study and for comparison with results of point geometry data. The schematic of Figure 8 illustrates the collimation system. Slits $\mathrm{s}_{1}$ and $s_{2}$ collimate the $x$-rays prior to impingement on the sample, while $s_{3}$ serves to remove excess parasitic scattering from the $s_{2}$ slit edges. The sample is located directly behind $s_{3}$. Scattered $x$-rays exit from the sample and travel along the flight path through an evacuated chamber to the scattering, $s_{4}$, and receiving, $s_{5}$, slits, and finally to the detector. Slit widths and their arrangement are given in Table 4.
$\mathrm{Cu} \mathrm{K}_{\alpha}$ x-rays were generated at 40 kVolts and 1.5 m amps with a G.E. CAB-F fine focus tube and G.E. XRD-6 generator. $C u K_{B}$ radiation was removed by a standard nickel filter. A Harshaw Chemical Company $\mathrm{Na} I(T l)$ scintillation counter (type K968SHG32K) including the NB-18A preamplifier was used to detect scattered radiation in conjunction with a Digital Automation Company (DAC) Model 200 Spectrometer equipped with a pulse height analyzer. Spectrometer settings were determined according to the procedures outlined in References 31, p. 119, and 86. Table 5 includes settings and conditions of the spectrometer for future reference. A styrene-butadiene-styrene (SBS) block copolymer (Shell Kariflex 101) with a sharp, strong reflection at $0.25^{\circ}$ was used as a secondary standard and also for transmission determinations. At the settings listed in Table 5, this sample gave an average intensity of 79 counts per second (cps), with a natural background of 0.9 cps . The natural background is measured with the $x$-ray shutter closed. Also, a standard $x$-ray source, 129 I (NES-1865 from New England Nuclear) taped to the detector face gave an average reading of 16.8 cps .

The detector was supplied by the manufacturer with a metal collimator consisting of a $1 / 8^{\prime \prime} \times 1 / 2^{\prime \prime}$ slot. This was mounted on the face of the detector directly in front of the Beryllium (Be) window. It was replaced by a brass collimator containing a circular hole $0.7^{\prime \prime}$ in diameter; approximately the size of the Be window on the detector face. Thus, alignment of the detector was simple and uncritical and reduced the probability of scattering from the metal slot edges. Possible fluorescence
from copper in the brass collar is minimized by the large diameter of the bored hole. The same collar should be used in any intensity comparisons especially with the ${ }^{129}$ I source since this is taped directly to it.

Experimental scanning intervals were typically $0.05^{\circ}$. Also, 10,000 counts were usually obtained at each scattering angle through the maximum of the scattering curve, giving rise to a precision of about $\pm 1 \%$. Precision in this case is defined as $\pm 100 \times \sqrt{N_{C}} / N_{C}$ where $N_{C}$ is the preset count. About $\pm 5 \%$ precision was obtained at the tails of the curve due to lower counting rates. The precision of background scans, the major source of error, typically ranged from $\pm 1 \%$ near zero angle to about $\pm 10 \%$ at angles of $0.2^{0}$ or more. The extremely-low counting rates were the major causes.

The above equipment was integrated with a PDP-8 minicomputer to store data and to direct the scanning and counting operations. A teletype equipped with a paper tape punch and reader served as the communications link to the PDP-8. Scattering data was output directly to punched tape which was then fed into the CDC Cyber 70 computer at the University of Massachusetts Computing Center.
b. Desmearing Procedures.

The theories of SAXS presented in the Theoretical section are derived primarily on the basis of a point-like cross-section of the incident beam which can be closely achieved by collimation with very
small pinholes. In fact, most theoretical treatments assume this geometry unless otherwise specifically stated.

The need for greater intensity in the small angle regions has prompted the use of slit collimators. Thus two approaches have resulted in order to understand the data generated. The first has been to correct the experimental curves to give the corresponding point-like pattern. This has been termed "desmearing". The second approach has majored on theoretical development of models including the effects of smearing. Both methods assume an a priori knowledge of the shape of the scattering pattern. However, the former method has been employed here since, according to Alexander (Reference 31, p. 287), the second method suffers from the deficiency that the "smeared" theory does not yield the complete scattering curves for particles of various shapes and size distributions. The former method suffers from certain approximations needed to solve the equations which will become evident in the subsequent derivations.

Guinier (Reference 40, Chapter 3) has shown that for slits of arbitrary height (length), but of negligible width, the experimental intensity curve, $I_{e}(s)$ is related to the equivalent intensity function for point collimation, I(s) by

$$
\begin{equation*}
I_{e}(s)=\int_{0}^{\infty} w(\phi) I\left(\sqrt{s^{2}+\phi^{2}}\right) d \phi \tag{95}
\end{equation*}
$$

where $w(\phi)$ is a weighting function describing the shape of the main beam intensity profile along the length of the slit, depends on the collimating system and $x$-ray source, and is normalized according to

$$
\begin{equation*}
\int_{0}^{\infty} w(\phi) d \phi=1 \tag{96}
\end{equation*}
$$

The definition of the "height" of the beam relative to the slit length and sample scattering can be clarified by the following considerations. First, the general criterion for the "infinite" slit height approximation is that the main beam mus.t have a height at least equal to the diameter of the circularly-symmetric interference ring. Another more-easily determinable criterion (Reference 63, Sec. 2.4.5) is that an infinitely-high beam must satisfy the condition that $L>2 m+d$, where $L$ is the height of the homogeneous part of the beam at the receiving slit, $d$ is the height of that slit, and $m$ is the angular distance measured in the plane of registration. Thus, the infinite beam approximation is not only a function of the geometry of the spectrometer and sample, but also the angle to which data can be recorded. If any two of these criteria are not met, then the slits are considered of finite height.

Since this laboratory is in possession of the Schmidt desmearing program $(87,88)$ which desmears on the basis of a finite slit geometry,
the details of these criteria were not, for the most part, important. See the Appendix for the Fortran IV program SAXSC. However, some work of Warner and Russell (private communation) in this laboratory showed that desmearing as finite slit heights in cases where the infinite criterion held showed insignificant differences in the resulting curves.

Kratky, Porod, and Kahovec (89) showed that for slits of arbitrary height and a Gaussian approximation to $w(\phi)$, i.e., $w(\phi)=2 p \pi^{-1 / 2} \exp$ $\left(-p^{2} \phi^{2}\right)$,

$$
\begin{equation*}
I(s)=-\frac{\exp \left(p^{2} s^{2}\right)}{p \pi / 2} \int_{0}^{\infty} \frac{N^{\prime}\left(t^{2}+s^{2}\right) d t}{\left(t^{2}+s^{2}\right)^{1 / 2}} \tag{97}
\end{equation*}
$$

where $p$ is determined by the slit height with perfect collimation corresponding to the limit of infinite $p$, and with the weighting function for infinite slit height being obtained by letting $p=0$ in the exponential function followed by assignment of a convenient factor by which the function is multiplied. $t$ is an arbitrary parameter of integration. $N^{\prime}(s)$ is the first derivative of the intensity function, $N(s)$, where

$$
N(s)=I_{e}(s) \exp \left(-p^{2} s^{2}\right)
$$

To find I(s) by Equation (101), the experimental data must be differentiated numerically and, because of this, the relative error in I(s) may be greater than the relative error in $I_{e}(s)$.

Without going into the mathematical detail of the Schmidt method (87) alluded to earlier, basically the analysis involves the numerical differentiation of $N(s)$ which is determined by least squares fitting a cubic polynomial taking six experimental points at a time determine a smooth function which can be precisely differentiated. The experimentallydetermined curve is "hand" smoothed by plotting experimental points with their error bars on large, $1 \times 1 \mathrm{~m}$, graph paper and drawing smooth curves through them. Large "ships" curves similar to "French" curves are perfect for drawing smooth curves for the sizes and shapes of the scattering curves encountered.

The slit-corrected intensity is, then, given as a sum of terms which are the products of the experimental intensity values and constants which depend only on the collimation system and which are the same for all scattering curves measured under the same collimation conditions. The sum is taken to be infinite, but must be truncated due to the finite number of points in the experimental curve. This is a major deficiency of the method.

Calculation of the weighting function, $w(\phi)$, is carried out according to the method of Hendricks and Schmidt (90). The Beeman four-slit system is assumed and defined in Reference (90). Schmidt found that the collimation errors are relatively insensitive to the fine details of the form
of the weighting function and that approximate functions can be used in most cases. Therefore, the Gaussian weighting function

$$
\begin{equation*}
W(u)=W(0) \exp \left(-p^{2} u^{2}\right) \tag{98}
\end{equation*}
$$

with the normalization condition of Equation (96) is used. $u$ is related to $\phi$ and to the geometry of the spectrometer. $W(0)$ is determined by Equation (31c) of Reference 90 for the system in this laboratory.

Since calculations were done as a function of slight height in a series of experiments, the appropriate values of $W(0)$ and $p$ where

$$
\begin{equation*}
p=\sqrt{\pi} W(0) \tag{99}
\end{equation*}
$$

are given in Table 6 .
These experiments were performed in an attempt to experimentally determine the accuracy of the desmearing procedures on the deformed samples. The weighting functions of Table 6 were used as slits $s_{p}$, $s_{2}$ and $s_{5}$ were systematically varied in their heights. An unstretched and a $30 \%$ stretched LDPE were characterized. Intensity versus scattering
angle curves were obtained at $0,30,60$ and 90 degree azimuthal angles for the stretched samples. A plot of $W(u)$ vs. $u$ shown in Figure 9 calculated from Equation (31c) of Reference 90 at various slit heights shows that small variations in spectrometer geometry which may slightly change $u$ would greatly influence the value of the weighting function at small slit heights. Conversely, due to the broad function displayed for the longest slits, small variations in geometry would not affect the results as dramatically. These variations may occur as a result of imperfect alignment or non-parallelness of slits along the flight path.

The smearing due to the slit width has been shown to be rather insignificant (91) with respect to that from the height and, therefore, has been omitted in these calculations.

An inherent assumption in these calculations is that of a circularly or spherically symmetric true scattering pattern. The intensity I(s) depends only on scattering angle and not on any azimuthal dependence. Generalizations to any scattering shapes have been treated by Kranjc (92) and by Synecek (93). The intensity distribution in the direct beam crosssection must be accurately known in the former, while accurate integrated intensities along various azimuthal angles must be determined or the infinite beam approximation must be ensured in the latter. These generalizations prove intriguing to this work. However, the availability of the ORNL-10 meter spectrometer, to be subsequently described, alleviates the necessity for these elaborate mathematical corrections and they were, therefore, not pursued.
c. Absolute Intensity Determinations.

A description of the equations needed for determination of the total integrated scattered intensities is given in Section 2, Equations (43) - (49). Some details concerning the calculations are given here.

In using the Kratky Lupolen [designated (17/4)] calibration standard, Equations (48) and (49) combine to give

$$
\begin{equation*}
\left\langle\Delta n^{2}\right\rangle=\frac{\int_{0}^{\infty} \tilde{I}(\theta) \theta d \theta}{P_{S}} \tag{100}
\end{equation*}
$$

where the scattering vector, $s$, has been converted to the scattering angle $\theta$ to conform to Kratky's $(68,69)$ notation. Also, the scattered intensity, $I(\theta)$, is given in terms of counts/min. rather than the more conventional cps. For the "17/4" standard provided, Equation (49) reduces to

$$
\begin{equation*}
P_{S}=68.7 \cdot I_{S} \cdot r_{S d} \cdot A \tag{101}
\end{equation*}
$$

where $r_{s d}$ is 27.0 cm . The value of $I_{S}$ is found for the standard and the
spectrometer by placing the standard into the scattering position and counting the intensity at $0.589^{\circ}$. An average of five readings at a preset count of 1000 was determined at the beginning and end of each run, then averaged again. Drift could be, thereby, detected. The effect of parasitic scattering was determined by placing the calibration standard at the detector position, recounting, and subtracting this value from the above reading. Finally, the natural background (no x-rays) was subtracted and $I_{s}$ determined. The sample attenuation factor, $A$, was obtained by determining the scattering intensity from an SBS block copolymer (Shell Kariflex 101) at $0.25^{\circ}$ with, $\tilde{\mathrm{I}}_{\mathrm{A}, 2}$, and without, $\tilde{\mathrm{I}}_{\mathrm{A}, 1}$, the test specimen at the absorbing position on the detector head. Thus,

$$
A=\tilde{I}_{A, 2} / \tilde{I}_{A, 1}
$$

Again, this was measured five times and the values averaged.
The integrated intensity in Equation (100) was calculated according to Equation (43). $\tilde{Q}^{\prime}$ of (44) was determined by application of Simpson's rule using a Hewlett Packard programmable, HP-55, calculator.

Determination of $\left\langle\Delta \eta^{2}\right\rangle$ for swollen samples included subtraction of the scattering from the solvent as well. A special sample holder consisting of mica windows and a thick teflon gasket was prepared for
these measurements. Scattering from an equivalent volume of solvent was approximated by using a second gasket reduced in thickness by that of the swollen polymer itself.

## 2. Point-Like Geometry.

a. Apparatus.

The spectrometer described here is located at the Oak Ridge National Laboratories (ORNL), Oak Ridge, Tennessee, and was principally built by Dr. R. W. Hendricks (41). It is referred to as the ORNL 10-Meter SAXS Spectrometer. A schematic is given in Figure 10.

The spectrometer utilizes a 6 kw Rigaku-Denki rotating anode generator ( $\mathrm{Cu} \mathrm{K}_{\alpha}$ ), graphite crystal monochromator and incident beam monitor to produce the desired high intensity, monochromatic, and monitored radiation. The collimation system consists of two pinholes separated by 5 meters. The first slit is a 1 mm diameter hole in a lead sheet mounted on an $X-Y$ (perpendicular to incident $X$-rays, i.e., along $Z$ axis) positioning stage at the front of the beam path. The second contains four specially-polished tungsten edges to make a 1 mm square hole also mounted on an $X-Y$ positioning stage. The specimen compartment consists of a $30 \times 30 \times 35 \mathrm{~cm}$ vacuum chamber containing externally-operated $X-Y$ positioning devices for both the second slit and the specimen holder. Scattered radiation emerges at the end. of the flight path through a 30 cm diameter, specially-supported, 0.5 mm thick beryllium window. The entire flight path from the first pinhole to the exit window is evacuated to $20 \mu \mathrm{~m}$ of mercury.

The detector is a Borkowski and Kopp (95) two-dimensional position sensitive proportional counter which operates on the rise-time method of processing the signal (see Reference 96 for details). Basically, when a scattered x-ray strikes a certain position on the detector, a high resistance wire, a signal is generated in both directions from that point. The difference in time required to detect it in traveling through two symmetric systems of electronics locates its position along the wire. The intensity is determined by the strength of the signal. A good illustration is given in Figure 2 of Reference 96 for the case of a one-dimensional detectoe.

The area detector is 40 cm in diameter and weighs approximately 25 kg . It is mounted on an $X-Y-Z$ positioning stage designed for individual adjustments. An incident beam stop is mounted on a thin finger in the $20 \times 20 \mathrm{~cm}$ active detector area and just touches the Be window on the flight path. Data are processed via a Modular Computer System Modcomp II/220 CP and results are displayed on a Tektronix Model 4014 Graphics terminal. Among other capabilities, results can be displayed both during and after data acquisition as two-dimensional contour maps, angular perspectives or azimuthally cross-sectional or averaged intensity profiles. A computer program to extract the azimuthally cross-sectional data was written by D. Carlson (ORNL) and myself and is part of the ORNL system. Data is stored either in on-line disk storage or the ORNL 360/91 computer. Data handling and processing can be done either on-line (Modcomp II) or in the batch mode using the IBM 360/91. The Modcomp II
is hard-wired directly to the IBM facility.
Resolution of the spectrometer is varied by simply inserting or removing sections of the beam line and adjusting the detector appropriately. Following Hendricks, the resolution of the collimation system is defined as

$$
\begin{equation*}
R=\gamma+e \tag{102}
\end{equation*}
$$

where $\gamma=$ maximum angular deviation in the incident beam and $e=$ maximum angular deviation of the rays recorded in the detector resolution element.

For square pinholes of dimensions $a_{1} \times a_{1}$ and $a_{2} \times a_{2}$ separated by a distance, $L_{1}$, and a detector with a resolving element of size $a_{3} \times a_{3}$ separated by $L_{2}$ from the specimen located directly behind the second slit,

$$
\begin{equation*}
\gamma=\left(a_{1}+a_{2}\right) / 2 L_{p} \tag{103}
\end{equation*}
$$

and

$$
\begin{equation*}
e=\left(a_{2}+a_{3}\right) / 2 L_{2} \tag{104}
\end{equation*}
$$

Since $a_{1}, a_{2}$, and $a_{3}$ are determined by the constraints of the focal spot size, specimen size, and detector element size, only $L_{1}$ and $L_{2}$ are adjustable parameters. The aim is to optimize the system by maximizing the power into a detector element. It turns out that this maximum is obtained when

$$
\gamma=e=R / 2
$$

given by Equations

$$
\begin{equation*}
L_{1}=\left(a_{1}+a_{2}\right) / R \tag{105}
\end{equation*}
$$

and

$$
\begin{equation*}
L_{2}=\left(a_{2}+a\right) / R \tag{106}
\end{equation*}
$$

Using the examples cited by Hendricks, in order to achieve a resolution of 0.5 mrad , if $\mathrm{a}_{1}=0.5 \mathrm{~mm}$ and $a_{2}=1.5 \mathrm{~mm}$ and $a_{3}=2.0 \mathrm{~mm}$, the optimum focal spot to specimen distance, $L_{\eta}$, is 4 m while the optimum specimen-to-detector distance, $\mathrm{L}_{2}$ is 7 m . Therefore, for a $20 \times 20 \mathrm{~cm}$ detector area, a total angular range of 0.5 mrad to 24 mrad is covered.

Larger angles can be obtained by decreasing $L_{1}$ and $L_{2}$ while maintaining constant pinhole sizes. For the geometry which was used for these experiments, the active detector area was electronically sectioned into a $64 \times 64$ array and the maximum attainable resolution was approximately 0.5 mrad or about $3000 \AA$ for $\mathrm{Cu} \mathrm{K}_{\alpha}$ radiation. The latter value is lowered slightly when one considers effects of parasitic scattering and its incomplete elimination.

The incident beam has a diameter of about 1.5 mm at the sample plane. Very small specimens may therefore be observed. Concurrently, the sample chamber is large and suggests the possibility of sophisticated heating and stretching apparatuses, etc. A small sample stretcher was used so as to ensure that the same sampling area was maintained at the various elongations, i.e., the sample was simultaneously stretched from both sides by hand - first one side then the other by the same amount of screw turns. Typically, 15 minutes were needed to stretch the sample about 2 mm so as to ensure complete orientation of the material within and also to prevent premature necking of the specimen.

Typical experiment times of 50 minutes per elongation yielded all the necessary data to analyze lamellae in their various spatial configurations. This is to be compared to approximately 80 hours of similar data acquisition in the case of the conventional slit spectrometer described previously. Data handling such as background subtractions and transmission corrections have not been included in the latter estimate. Precision was slightly lower, however, for a 50 minute run than a typical 8 hour
slit geometry run where a total of 10,000 events per scattering angle were detected. Typically, an average of 200 counts per channel were recorded with the ORNL facility leading to a precision of about $7 \%$.
b. Absolute Intensity.

In order to determine the absolute intensity to calculate the invariants, the following is considered. For point geometry where slit smearing effects may be neglected, the power detected in a given detector element is given by (see Reference 96)

$$
\begin{equation*}
P(s, \psi)=\psi F_{s} \Delta \Omega_{1} t_{s} e^{-\mu} s_{s} \frac{d \Sigma}{d \Omega}(s, \psi) \Delta \Omega_{2} \tag{107}
\end{equation*}
$$

where $\psi=$ photons per second per unit area per unit solid angle emanating from the effective source (the graphite crystal monochromator); $F_{S}=$ area of entrance slit; $\Delta \Omega_{\rceil}=$solid angle subtended by the second slit; $\mathrm{t}_{\mathrm{s}}=$ sample thickness, in $\mathrm{cm} ; \mu_{\mathrm{s}}=$ sample linear absorption coefficient, in $\mathrm{cm}^{-1}, \frac{\mathrm{~d} \Sigma}{\mathrm{~d} \Omega}=$ sample total scattering cross-section $=r_{\mathrm{T}}{ }^{2} \mathrm{I}_{\mathrm{eu}}$; $r_{T}{ }^{2}=$ Thomson scattering factor $\left(7.94 \times 10^{-26} \mathrm{~cm}^{2}\right) ; I_{e u}=$ absolute intensity in electron units $/ \mathrm{cm}^{3}$, or eu/ $\mathrm{cm}^{3}$; and $\Delta \Omega_{2}=$ solid angle subtended by a detector element.

The number of photons incident on the specimen, $P_{0}$, is given by

$$
\begin{equation*}
P_{0}=\Psi F_{S} \Delta \Omega_{\uparrow} \tag{108}
\end{equation*}
$$

By using the foil attenuation method (97), $P_{0}$ was determined to be $3 \times 10^{5}$ photons $/ \mathrm{sec}$ at 45 kV and 30 m amps. The detector solid angle, $\Delta \Omega_{2}$, is $(2.553)^{2} /(5108)^{2}$ for a $1 \times 1$ channel element. Thus to convert data to absolute units

$$
\begin{equation*}
\mathrm{I}_{\mathrm{eu}}(\mathrm{~s}, \psi)=\frac{\mathrm{P}(\mathrm{~s}, \psi)}{\mathrm{P}_{\mathrm{o}} \mathrm{t}_{\mathrm{s}} e^{-\mu_{s} t_{s}} \cdot n \Delta \Omega_{2} r_{T}{ }^{2}} \tag{109}
\end{equation*}
$$

where n is the number of detector elements in the azimuthal slice. All of my data is normalized to one detector element; therefore, $n=1$. Equation (109) gives $I_{e u}$ in $\mathrm{eu} / \mathrm{cm}^{3}$. The more traditional value of eu/molecule is determined by dividing Equation (109) by the number of polyethylene molecules/cm ${ }^{3}$. However, since I have calculated mean squared electron densities in eu $/ \AA^{3}$ from theoretical treatments of Section 2F, data will be reported consistently in terms of the latter dimensions.

As mentioned previously, the main beam power was monitored and recorded for each experiment along with the total scattered intensity, I $(s, \psi)$, detected by the area proportional counter. Also, sample transmission, $T_{S}$, was determined with Equation (110) where I $(s, \psi)_{\text {standard }}+$ sample ${ }^{\text {and I }(s, \psi)}$ standard are the average (3 runs) total intensities scattered into the area detector with the sample in and out of the scattering position. The standard is a piece of glassy carbon which intensely scatters $x$-rays in the small angle region. Thus,

$$
\begin{equation*}
T_{s}=\frac{I(s, \psi)_{\text {standard }+ \text { sample }}}{I(s, \psi)_{\text {standard }}} \tag{110}
\end{equation*}
$$

Typically, I $(s, \psi)$ was determined in 100 seconds with about $9 \times 10^{5}$ events recorded giving $\pm 0.1 \%$ precision.

Scattered intensities were corrected for slight fluctuations in the main beam intensity. These fluctuations were, however, usuafly slight and could be ignored in most cases.

Also, all scattering curves presented except where noted are background subtracted and sensitivity corrected. This entails the automatic point-by-point (detector element-by-element) subtraction of the results for a run of only the main beam without any sample present from the desired curve. Adjustment for sample transmission and main beam fluctuations is automatically included as well as correction for
the sensitivity fluctuations of each detector element and for the shadowing effect of the aluminum grid which supports the Be window. The latter is done by placing an $x$-ray source ( $1 \mathrm{mCi}{ }^{55} \mathrm{Fe}$ ) at the sample position and allowing it to evenly illuminate the detector for a long period of time, usually overnight. Thus, the sensitivity of each detector element is determined, assuming the even x-ray saturation over the entire active detector area.
3. SAXS Data Reduction.
a. Background Corrections.

Warner (63, Section 2.4.2) has discussed various sources of "background" scattering in terms of four factors, including
a. natural background radiation and noise detected with the $x$-ray shutter closed,
b. parasitic scattering from the edges of the collimating slits,
c. liquid scattering from the sample, and
d. foreign particle scattering from dust or other inhomogeneities such as residual catalysts or initiators.

The first two have been removed as corrected by the techniques described in the previous sections for slit and point geometries. The problem of parasitic scattering from the ORNL 10 meter spectrometer has been minimized by the use of specially-machined and polished edges at the second pinhole. For the slit system, scanning with the sample in the absorbing position in front of the detector and subtraction from the experimental curve reduces these effects.

Removal of the liquid scattering background from the slit-smeared curves was performed according to the method of Vonk, et al. $(60,94)$. A straight line of zero slope was extrapolated from the very high angle (about $2.5^{\circ}$ ) asymptotic regions to zero angle after corrections for $a$ and $b$. The entire area below this line was subtracted from the experimental curve. The technique could not be applied to data from the ORNL spectrometer since in the high resolution mode data was recorded to only about 1.1 degrees. However, since the procedure is only important for the accurate determination of invariants, it was not used for analysis of intensity shapes or distributions by the model theories.

Correction for the effects of foreign particles includes a subtraction of the scattering from the sample in the molten state, especially at very small angles where these presumably large particles would scatter. Since this work includes studies of scattering from solvent-swollen systems and this correction would be impractical, if not impossible, it was not pursued. Also, in stretched samples, the asperities could deform. Treatment of this problem would also be difficult since molten, stretched samples would have to be studied, assuming that temperature had no effect on the nature, positions, or shapes of the asperities.
b. The "Lorentz" Factor.

According to Alexander (31, p. 284), for a system containing spherically-symmetric particles whose nature may be described by the structure factor, $F(\underset{\sim}{s})$, the intensity of SAXS may be expressed as

$$
\begin{equation*}
I(s)=\overline{L[F(\underset{\sim}{s})]^{2}} \tag{111}
\end{equation*}
$$

where $L$ is somewhat analogous to the Lorentz factor of classical $x$-ray crystallography. The classical Lorentz factor is dependent on the time in which a given family of crystal planes reflects x-rays under a certain set of experimental conditions and arises in part from the lack of truly parallel and monochromatic x-rays in the incident beam. It takes a different form, for instance, for a rotating single crystal or a randomlyoriented crysalline powder and is dependent upon the position of the reflection.

In SAXS, the "Lorentz factor", or $L$, also depends on the geometry of the experimental conditions and the nature of the scattering entities. Crist (47b) has shown that $L$ for point-like scattering from a disk-like model which exhibits spherically-symmetric SAXS is $2 \pi s^{2}$. His reasoning is as follows.

The intensity increment, $d I(s)$, along a line of scattering in reciprocal space arising from a thin disk of uniform electron density in the limit of an infinite radius can be defined as

$$
\begin{equation*}
d I(s)=2 I(s)_{c a l c} d s \tag{112}
\end{equation*}
$$

where I(s) calc can be readily calculated for an infinite plane of a given thickness. The factor of 2 arises from the $+s$ and $-s$ scattering directions. If we now distribute this disk over all possible orientations, the resulting intensity is spherically symmetric in reciprocal space and $d I(s)$ resides in a spherical shell of radius $s$. Since the measured intensity is that in a fixed volume element of reciprocal space, we can now equate the linear and averaged cases to obtain

$$
\begin{equation*}
d I(s)=2 I(s)_{c a l c} d s=4 \pi s^{2} I(s)_{o b s} d s \tag{113}
\end{equation*}
$$

or

$$
\begin{equation*}
I(s)_{c a l c}=2 \pi s^{2} I(s)_{o b s} \tag{114}
\end{equation*}
$$

Thus, the $L$ factor for the isotropic scattering system is the well-known $s^{2}$ times the scaling factor $2 \pi$. For curve fitting, only $s^{2}$ need be considered. The $4 \pi s^{2}$ in Equation (113) is derived from volume element considerations in spherical coordinates.

Now, is $L$ the same over the azimuthal range of a deformed system exhibiting elliptically-symmetric scattering? Rephrasing the question, by what $L$ should the intensity versus scattering angle curves at various azimuthal angles be multiplied to ensure accurate results? Reasoning on
similar lines as given above, we have shown that the total integrated intensity for any triaxial ellipsoid is given by Equation (90). Thus, analogous to Equation (113),

$$
\begin{equation*}
d I(s)=4 \pi \frac{k_{3}}{k_{2}^{2}}\left(k_{2}^{2} \sin ^{2} \psi+\cos ^{2} \psi\right)^{3 / 2} s^{2} I(s)_{o b} d s \tag{115}
\end{equation*}
$$

Equating (115) and (112),

$$
\begin{equation*}
I(s)_{c a 1 c}=2 \pi \frac{k_{3}}{k_{2}^{2}}\left(k_{2}^{2} \sin ^{2} \psi+\cos ^{2} \psi\right)^{3 / 2} s^{2} I(s)_{\text {obs }} \tag{176}
\end{equation*}
$$

All the necessary terms have been defined previously. Therefore, the result of Equation (116) reduces again to the familiar $s^{2}$ multiplied by a scaling factor which now varies with the particular azimuthal angle at which the curve is integrated. This factor varies between $2 \pi k_{3} k_{2}{ }^{-2}$ at $\psi=0^{\circ}$ and $2 \pi k_{2} k_{3}$ at $\psi=90^{\circ}$. Again, in the curve fitting procedures, the scaling factors may be ignored.

The result is that the "Lorentz factor" for curve-fitting purposes is the same at any azimuthal angle as it is for undeformed sphericallysymmetric systems, namely, $s^{2}$. It should also be emphasized that in the derivation for the deformed system, it is assumed that the scattering can be uniquely described by an elliptical symmetry. This is obviously
not the case in some of the more highly-deformed specimens.
Finally, we must ask whether the "Lorentz" correction is the same for a system of highly-oriented lamellae, as in the case of the Kellertype special morphology samples studied here. Again, Crist (47b) states without rigorous proof that "for orders of one reflection, the 'Lorentz' factor for an imperfectly-oriented sample having fiber symmetry is the same as that for an isotropic specimen." This would lead us to believe that multiplication by $s^{2}$ of intensity profiles from two-point patterns is appropriate. This procedure generates unrealistic intensity curves and results in the lack of any reasonable curve fitting with the Hosemann analysis. However, if the procedure is not adopted but rather multiplication by 1 is assumed, then reasonable parameters and very good correspondence in fits are obtained.

The solution to the discrepancy lies in the derivation of Equation (113). It is here that the observed scattering shape is assumed and derived in the spherical coordinate system. In the corresponding Cartesian coordinate system, Equation (113) has the form

$$
\begin{equation*}
d I(x, y, z)=I(x, y, z)_{\text {obs }} d x d y d z \tag{177}
\end{equation*}
$$

while if we consider the scattering from the infinitely-extended disk of a given thickness to be concentrated along the $z$ axis, then Equation (112) converts to

$$
\begin{equation*}
d I(z)=2 I(z)_{C a l c} d z \tag{118}
\end{equation*}
$$

Since we have concentrated the intensity in the ideal real system along the $z$ axis only, then no intensity exists in the $x$ and $y$ spaces, and equating (117) and (118) as with (112) and (113),

$$
d I(x, y, z)=d I(z)=2 I(z)_{C a l c} d z=I(x, y, z)_{\text {Obs }} d x d y d x
$$

or

$$
\begin{equation*}
2 I(z)_{c a l c}=I(x, y, z)_{o b s}=I(z)_{o b s} \tag{119}
\end{equation*}
$$

Therefore, there exists no $L$ factor (or $L=1$ ) for a perfect two-point pattern, only the scaling factor, 2. Theory and experiment can be directly compared in this case. Experimentally perfect two-point patterns do not exist, but azimuthally-broadened patterns are generally reveâled. In analysis of data long the " $z$ " axis, no $L$ factor has been used since it is assumed that scattering in this region is due solely to lamellae
whose normals are perfectly aligned to the "z" axis. The quotations are used about $z$ since this is considered the $y$ axis in the ORNL equipment from which these data are taken. Replacement of $z$ by $s$ is straightforward. Recently, Kawai, et al. (98), used similar reasoning in deriving the proper form of Porod's law for a system of completely-oriented lamellae microdomains. Extension of their equation to derive the $L$ factor leads to the same result as above.
c. Correlation Function Tables.

In order to simplify the curve-fitting procedures for the calculated and experimental correlation functions, a series of tables (Table 7) were prepared by Dr. F. P. Warner from which the possible choices of crystallinity, $\phi$, and distribution parameters $B_{a}$ and $B_{c}$ could be narrowed. The numbers in the table were produced by generating theoretical correlation functions then determining the defining parameters which are the values of the minimum (absolute) and maximum in $\gamma(r)$ and the ratio of their positions, $r_{\min } / r_{\max }$. These are shown in the box below according to the manner in which they appear in Table 7.

| MIN. |  | MAX. |
| :--- | :--- | :--- |
|  | $\frac{r_{\text {min }}}{r_{\max }}$ |  |

One calculates the experimental $\gamma(r)$ as in Equation (27) and program "ECFI" and determines these parameters. Next, the choice of Gaussian or log-normal distributions is made and values most closely representing those obtained experimentally are found in the tables. Finaliy, the corresponding values of $\phi, B_{a}$, and $B_{c}$ are plugged into the theoretical correlation function program, "TCF7", and the curves plotted on the same graph. Minor adjustments in parameters can be done to ensure the best possible fit between the two curves. Programs "ECFl" and "TCFI" are given in the Appendix. One will observe that in interpretation of Table 7 crystallinities of $\phi$ or ( $1-\phi$ ) cannot be distinguished due to Babinet's theorem. External evidence must be supplied to make a choice between the two. Table 7 is published by permission of Dr. F. P. Warner.
d. Buchanan Analysis.

Figure 11 gives the calibration curves used to calculate the various physical sample parameters from SAXS intensities according to the method of Buchanan (35). The experimental half-width at half-maximum intensity, $q$, is obtained by dividing the full-width of the "Lorentz" corrected curve by two. This quantity and the position of the maximum, $d_{e}$, must obviously be determined in the same units. They are multiplied as in Equation (38). Other parameters are determined in a straightforward manner from the figure.

## C. Other Methods

1. Wide-Angle X-Ray Diffraction (WAXD).

WAXD was used to determine initial crystallinities of undeformed samples by the method of Ruland $(99,100)$ using a homemade diffractometer, a Phillips generator, Nickel-filtered $\mathrm{Cu} \mathrm{K}_{\alpha}$ radiation and scintillation counter. A Canberra Model 1701 spectrometer with pulseheight analyzer was used to detect the scattered radiation. A PDP-8 minicomputer was used to perform spectrometer functions and to output data on a paper tape. Details of the spectrometer, operations, and calculations can be found in the thesis of R. Cembrola (in preparation).
2. Differential Scanning Calorimetry (DSC).

A Perkin-Elmer Model 1B DSC was used to determine crystallinities of the undeformed polyethylene samples. Heats of fusion were measured from areas under the melting endotherms referred to an Indium ( $\Delta H_{f}=6.80 \mathrm{cal} / \mathrm{gm}$ ) standard. $\Delta H_{f}{ }^{0}$, the heat of fusion of a perfectly-crystalline polyethylene is taken as $66 \mathrm{cal} / \mathrm{gm}$ from References 101 and 102. Areas under the melting endotherms were determined by paper weighing.

## 3. Density Determinations.

Crystallinities were also determined by the method of fluid displacement, or application of Archimedes principle. This involved weighing samples in air then in a suitable liquid (ethanol/ water) whose density was accurately known. The sample density, $d_{p}$, is then determined by

$$
\begin{equation*}
d_{p}=W_{\ell d} /\left(W_{p \ell} / d_{\ell}\right) \tag{120}
\end{equation*}
$$

where $W_{2 d}$ is the weight of liquid displaced determined by measuring the polymer in air and in the liquid and subtracting the two values, $W_{p e}$ is the weight of sample in the liquid and $d_{\ell}$ is the density of the liquid. $d_{2}$ is determined in a similar manner with reference to standard glass beads of known density.

Densities of stretched samples were obtained similarly. Tensile strips $1 / 4^{\prime \prime} \times 2^{\prime \prime}$ were stretched on the Instron at $0.05 \mathrm{in} / \mathrm{min}$. A small aluminum sample holder ( $1 \times 2.5 \mathrm{in}$ ) was fabricated to secure the specimens in a stretched state during the weighing measurements. Tare weight of the holder including the compressed portions of the sample at the jaws was typically 7.8 gm while the total weight of the sample and holder averaged about 8.3 gm . This ensured the needed precision for accurate analysis. An automatic Mettler analytical balance with $\pm 0.0001 \mathrm{gm}$ precision was used throughout, removing the sample pan and weighing from a tared wire. The wire was retared when weighing in liquid due to the buoyant force of the liquid.
4. Small-Angle Light Scattering (SALS).

Photographic SALS was used to determine spherulite deformation. A He-Ne red laser was used as a sourse of coherent parallel light. The $H_{V}$ (crossed polaroids) mode was used throughout and the
sample was stretched along the direction of the polarizer (V). Polaroid type 52 film was used to record the patterns. The maximum in scattered intersity was estimated in each of the four lobes on the photographs and angles were measured and averaged. Error bars were determined from the deviation in the measured angles.

# CHAPTER 4 <br> RESULTS AND DISCUSSION 

## A. Spherulitic Morphology

This section deals with the bulk of the experimental information gathered and its interpretation regarding low and high density polyethylene, designated LDPE, SC; LDPE, Q; and HDPE, respectively.

1. Two-Dimensional Contour Plots.

Computer generated two-dimensional SAXS iso-intensity contour plots obtained at ORNL for LDPE, SC at various stages of strain are given in Figure 12. These have been corrected for background scattering, sensitivity of the various detector elements, sample transmission, and main beam fluctuations.

In each plot, the space between the outermost and next-to-outermost contour lines defines a region where the intensity is $16 \pm 8$ counts per second (cps). The intensity corresponding to the space between successive contour lines is incremented by a factor of two. Intensity increments can also be varied, but for all the plots presented in this report, the above holds true. Also, the odd-shaped central contours, removed in a and b by simply erasing for the sake of simplicity, are due to incomplete subtraction of the high background intensities about the beam stop. The sample stretch direction is horizontal, along $x$. The $y$ axis is vertical.

Figure 13 shows the iso-intensity SAXS plot roughly comparable to Figure 12a before corrections for sensitivity, background, and sample transmission. One notes the strong centrally, cross-shaped parasitic scattering pattern indicative of the square pin holes used in the spectrometer. Other than a guide in aligning the instrument, this pattern is of no practical use and data are reported, henceforth, as in Figure 12. A similar series of plots is presented in Figure 14a-d for quenched LDPE.

For both LDPE, SC and LDPE, Q we observe a circularly symmetric pattern in the unstretched material. On straining at various levels, the patterns gradually change from circular to elliptical to symmetrically distorted. If we assume that the scattering at any given azimuthal angle originates from lamellae lying perpendicular to this angle as discussed previously, then application of Bragg's law at the approximate peak positions* (limitations discussed in Chapter 2) should yield information regarding the separation of lamellae at their relative orientations. Within the level of approximations already present in the Bragg formulation as applied to SAXS, simply taking the ratios of the major $\left(M_{7}\right)$ to minor $\left(M_{2}\right)$ axes of the innermost non-parasitic iso-intensity ellipse gives information regarding the deformation characteristics of lamellae
*Observation of iso-intensity contours alone can be misleading since a
given space between successive contour lines may correspond to an
increase or decrease in intensity. Perspective plots (see Chapter 3, Section II and Figure 43) or I(s) vs. S plots verify maxima and minima.
perpendicular and parallel, respectively, to the stretch direction. The ratios, $M_{1} / M_{2}$, for LDPE, SC are plotted as a function of sample stretch ratio, $\lambda_{s}$, in Figure 15, along with those predicted for similar orientations from the affine deformation mechanism considering constant volume on deformation. Thus $\left(M_{1}\right)_{a}=M_{0}{ }_{s}$ and $\left(M_{2}\right)_{a}=M_{0} s^{-1 / 2}$ where the subscript a denotes the affine calculation, $M_{0}$ being the diameter of the innermost contour line of the unstretched sample. Results show a good correspondence through an elongation ratio of about 1.4 after which a strong deviation is apparent. Also, the elliptical shapes seen in Figure 12 and 14 break down at strains of $50 \%$ or greater. Reasons for these deviations will be explored after a full treatment of the data has been presented.

Another illuminating piece of information can be obtained by direct analysis of the contour plots by the Herman's type $(103,104)$ orientation function, $f_{\ell}$, of lamellae defined as

$$
\begin{equation*}
f_{\ell}=\frac{3\left\langle\cos ^{2} \alpha\right\rangle-1}{2} \tag{121}
\end{equation*}
$$

where $\alpha$ is the angle between the stretch direction and the lamellae, and

$$
\begin{equation*}
\left\langle\cos ^{2} \alpha\right\rangle=\frac{\int_{0}^{\pi / 2} I(\psi) \sin \psi \cos \psi d \psi}{\int_{0}^{\pi / 2} I(\psi) \sin \psi d \psi} \tag{122}
\end{equation*}
$$

where $\psi$ is the azimuthal angle measured perpendicular to the stretch direction. The brackets, < > , denote average values. Since, for averaging over a uniform spherical distribution, $\left\langle\cos ^{2}{ }_{\alpha\rangle}{ }_{a v}=1 / 3\right.$, $f_{\ell}=0$ for random orientation. If the lamellae are oriented perfectly along the stretch direction, $\left\langle\cos ^{2} \alpha\right\rangle_{a v}=1$, and $f_{\ell}=1$. Finally, if the lamellae are aligned perpendicularly to the stretch direction, then $\left\langle\cos ^{2} \alpha{ }_{a v}=0\right.$, and $f_{\ell}=-1 / 2$. For data presented in the format of Figures 12 and 14, an average orientation function can be obtained by simply placing a sheet of transparent polar coordinate paper over the contour plots and measuring the angles at which iso-intensity regions of a given magnitude intersect a circle through the peak intensity. The circle remains constant in measuring $f_{\ell}$ from the deformed patterns. The procedure is carried out in all four quadrants and then averaged. Due to its approximate nature a circle of almost any practical radius may be used as long as enough iso-intensity lines are intersected. A more rigorous procedure would be to calculate the integrated intensities along azimuthal angles and then sum these according to Equation (122). However, as will be seen in Figure 16, the results from the more simplified
procedure are remarkably accurate. These are plotted for LDPE, SC and LDPE, $Q$ in Figure 16 along with the orientation function predicted for uniaxial extension using the affine assumption, $\left(f_{\ell}\right)_{a} \cdot\left(f_{\ell}\right)_{a}$ is obtained from Equation (123) shown in Figure 20 and is given by

$$
\begin{equation*}
\left(f_{\ell}\right)_{a}=\frac{3 \lambda_{s}^{3}}{2\left(\lambda_{s}^{3}-1\right)}\left\{1-\frac{\tan ^{-1}\left(\lambda_{s}^{3}-1\right)^{1 / 2}}{\left(\lambda_{s}^{3}-1\right)^{1 / 2}}\right\}-\frac{1}{2} \tag{123}
\end{equation*}
$$

where, again, $\lambda_{s}$ is the macroscopic sample deformation or strain ratio. Equation (123) is derived on the basis that the affine assumption predicts

$$
\begin{equation*}
<\cos ^{2} \theta_{n^{\prime} a v}=\frac{1}{N_{0}} \int_{\alpha=0}^{\pi / 2} N\left(\alpha^{\prime}\right) \cos ^{2} \alpha^{\prime} \sin \alpha^{\prime} d \alpha^{\prime} \tag{124}
\end{equation*}
$$

where $N\left(\alpha^{\prime}\right) \sin \alpha^{\prime} d \alpha^{\prime}$ is the number of lamellae per $\mathrm{cm}^{3}$ making angles between $\alpha^{\prime}$ and $\alpha^{\prime}+d \alpha^{\prime}$ in the deformed state and $N_{0}$ is the total number of lamellae per $\mathrm{cm}^{3}$. $N\left(\alpha^{\prime}\right)$ is given by the affine model as

$$
\begin{equation*}
N\left(\alpha^{\prime}\right)=\frac{\left(N_{0} / 2\right)\left(\lambda_{x} / \lambda_{y}\right)^{2}}{\left[\cos ^{2} \alpha^{\prime}+\left(\lambda_{x} / \lambda_{y}\right)^{2} \sin ^{2} \alpha^{\prime}\right]^{3 / 2}} \tag{125}
\end{equation*}
$$

where $\lambda_{x}$ and $\lambda_{y}$ are the elongation ratios in the stretching and transverse directions. Finally, the constant volume approximation is made where $\lambda_{y}=\lambda_{z}=\lambda_{x}^{-1 / 2}$ which appears to be a good assumption (see Reference 7).

We observe that the two polyethylenes follow the affine prediction over their entire deformation ranges (up to $\lambda_{S}=1.5$ for LDPE, $Q$ and $\lambda_{S}=1.87$ for LDPE, SC). This is in contrast to the first result showing a deviation in $M_{1} / M_{2}$ at about $40 \%$ strain. These results suggest an overall affine transformation of lamellae deformation within spherulites but localized, azimuthally dependent processes which deviate from affineness.

Overall affine transformation is supported by SALS experiments. Figure 17 shows the photographic SALS results of stretching LDPE, SC. The scattering maximum moves to appreciably higher azimuthal angle, $\mu$, predicted in the Theoretical part of this thesis. Use of Equation (93) and location of the scattering maximum by eye in all four quadrants and averaging the results leads to the results shown in Figure 18. One can see that the overall spherulite $\left(\lambda_{3}\right)$ versus sample ( $\lambda_{s}$ ) extension for

LDPE, SC follows the affine prediction to at least $50 \%$ strain. Higher strains could not be accurately measured due to difficulties in locating the scattering maximum by observation. Use of a two-dimensional optical multichannel analyzer with proper signal display and data handling would be most beneficial for extension to higher strain ratios. Also, the accuracy of the experiment would probably be enhanced. However, Pakula and Kryszewski (29) applied a special rotating sector method to analyze SALS patterns from deformed low and high density polyethylene to $\lambda_{s}=2.0$. In a plot similar to that of Figure 18 (Reference 29, Figure 5), they showed an essentially one-to-one correspondence with macroscopic and microscopic dimensional variations for the LDPE. A lower slope was seen for the HDPE with greater curvature at the higher elongations.

The iso-intensity SAXS contour plots for the HDPE, SC sample are given in Figure 19a,b. The sample was only measured at 0 and $25 \%$ strain due to lack of beam time at the ORNL facility. $M_{1} / M_{2}=1.04$ at $\lambda_{s}=1.25$. Also, the orientation function, $f_{\ell}$, could not be accurately determined by the graphical method due to the lack of sufficient anisotropy in the scattering pattern. These observations along with the SALS results for HDPE of Pakula and Kryszewski (29) can be accounted for by the rather low compliance of the material. More will be said concerning this point as we proceed.

For undeformed polyethylene the b crystal axis is aligned along the radius (7) and the $c$ axis (chain axis) is perpendicular and randomly
oriented about the radius. If this were to remain so during deformation, then we should expect that the $b$ axis orientation function, defined by

$$
f_{b}=\frac{3\left\langle\cos ^{2} \theta_{b}-1\right.}{2}
$$

where $\theta_{b}$ is the angle between the $b$ crystal $a x i s$ and the stretching direction, should be equal to the lamellar oreintation function, $f_{\ell}$. Comparison of Figure 15 and, e.g. Figure 4 of Reference 105, shows that this is not the case. In fact, while $f_{\ell}$ is always positive with strain, $f_{b}$ becomes negative on stretching $(105,106)$. This requires that the crystal axes rotate with respect to the spherulite radius. Various models for such rotation have been proprosed which involve lamellae twisting, chain tilting with respect to the lamellae, unfolding of folded chain crystals, etc. These processes are described by phenomenological theories $(15,16,25,206-109)$ and are believed to occur to varying extents in different regions of the spherulites. For example, lamellar twisting would not be expected in the meridian region since the stress is parallel to the lamellae there, whereas chain tilting would be most prevalent since the chains are initially perpendicular to the stress. The relative changes of the orientation functions of the crystal axes depend upon contributions of these processes. For example, lamellar twisting about its $b$ axis produces no change in $f_{b}$ but will affect $f_{a}$ and $f_{c}$, while chain
tilting will affect $f_{b}$. Consequently, the parameters of the orientation theories may be fitted to the observed changes in the orientation functions. Changes in lamellar orientation and interlamellar spacing will depend upon these parameters.

Figure 16 also includes the variation of $f_{\ell}$ with elongation ratio considering the correction derived in Appendix IIB for the effects of lamellar twisting. As mentioned there, since evidence exists for the fact that lamellae detwist when initially oriented perpendicular to the strain, while those parallel remain relatively unaffected, a correction factor, $\mathcal{F}(\psi)$, must be included to compensate for the increased scattered intensity from the spherulite equator. Therefore, using Equation (A-14), $<\cos ^{2} \alpha>$ may be determined by

$$
\begin{equation*}
\left\langle\cos ^{2} \alpha\right\rangle=\frac{\int_{0}^{\pi}[I(\psi) / F(\psi)] \cos ^{2} \psi \sin \psi d \psi}{\int_{0}^{\pi}[I(\psi) / F(\psi)] \sin \psi d \psi} \tag{126}
\end{equation*}
$$

where all the terms have been previously defined. Equation (126) is substituted into (121) to yield the final orientation function. When $\eta=0$ in Equation $(A-14), F(\psi)=1$ and the affine case is apparent. $f_{\ell}$ is plotted with values of $\eta=0.5,1.0$, and 1.5 . Yoon (106) determined from WAXD studies that $n=1.2$ best described his data. We can see from Figure 16 that the experimental points favor the case of random twisting rather than
preferred twisting. However, due to the conclusive evidence for the variation of lamellar twist changes with strain and initial angular positions within the spherulite (106), other factors must be occurring which are uniquely observed by SAXS. For example, we know that WAXD is sensitive mainly to variations in orientation of the crystalline unit cell. SAXS, on the other hand, reflects the average lamellar/interlamellar habits. It is also to be noted that the calculation embodied in Equations (123-125) is equivalent to that of the Kratky floating rod model (165). Here, the crystals orient in the same way as the amorphous displacement vectors. However, their internal dimensions cannot vary. The model has, therefore, been described as a "pseudo-affine" deformation.

In light of the above considerations, the effects of lamellar twisting which produce the larger $f_{\ell}$ values at a given strain in Figure 16 are probably compensated for by effects such as lamellar bending or buckling and interleaving at the equator or c -axis orientation tending to orient the $b$-axis perpendicular to the strain near the poles. These mechanisms would tend to distribute the scattering over reciprocal space which would have the effect of decreasing the calculated $f_{\ell}$.

It has been suggested that even at small deformations ( $10-20 \%$ ) lamellar bending may occur (110). Peterlin (111-114), Hosemann (115) and Yeh (116) have proposed that at high strains lamellae dissociate into mosaic blocks which reassemble to form new fibrillar lamellae in the highly drawn state. These combined effects, then, tend to randomize
the lamellar orientation relative to that expected from the affine or pseudo-affine cases and explain the discrepancies noted above. Also, the decrease in intensities from the equatorial parts of the spherulite could be due to a decrease in the difference between electron densities of lamellar and interlamellar layers in these regions. If this is indeed the case, which can only be speculative at this point, then it would also tend to decrease the value of $\mathrm{f}_{\ell}$. Additional evidence will be presented for the validity of the mechanisms suggested.
2. Qualitative Investigation of Intensity Data.

Figure 20 shows the effects of background subtraction and "Lorentz" correction on the intensity curve for the LDPE, SC unstretched sample. This data was obtained from an azimuthal slice (four channels wide, normalized to one) of the contour plot similar to that of Figure 12a but of uncorrected data using routine CIRAV (see Experimental part, page 176). One notes the strong influence of the background on the very low angle regions. The "Lorentz" correction produces a dramatically different curve and shifts the peak position to a higher angle. These effects are well known $(64,117)$. Since the data of this curve is not corrected for sensitivity of the detector elements, it is used here only for illustrative purposes.

Figure 2la,b shows the fully corrected scattering profiles of lamellae perpendicular and parallel to the stretch direction, respectively,
and at various strains for LDPE, SC. Figure $22 a, b$ shows similar curves for LDPE, Q, while Figure 23 gives the curves for the HDPE. Some similar trends are observed for each of the curves. First, for lamellae oriented perpendicular to the strain we see a gradually decreasing intensity and shift of the maximum to lower angles with increasing strain. The latter effect is indicative of an increasing long spacing, while the former reflects a decrease in crystallinity or difference in electron density between the two phases. The intensity decrease may also be due to a decrease in the overall number of scattering centers within the scattering volume, or the fracture and disorientation of lamellar planes with respect to each other causing scattering at azimuthal angles other than zero degrees. Finally, lamellar detwisting predicted for this region would increase the intensity as described in Appendix II. Since this increase is not observed, the process may be minimal or there may be compensating effects such as those described above. These various possibilities will be explored.

One also notes the simultaneous increase in intensity and in the position of the scattering maximum with strain for lamellae parallel to the strain. Again, similar reasoning as above would suggest that an increase in the number of scattering centers could account for the intesity effects while a decreasing long spacing would account for the shift in the maximum. Since the two LDPE samples exhibit an initial crystallinity, $\phi_{C}$, of about 0.5 , then, according to Equation (42), any increase
or decrease would reflect in a decrease in intensity assuming $\left(\rho_{1}-\rho_{2}\right)^{2}$ remained constant. Thus, the apparent increase in intensity for lamellae parallel to the strain direction must be due to some other effects. Since it is unlikely that during compression of the lamellae with simultaneous stretching a large variation in $\left(\rho_{1}-\rho_{2}\right)^{2}$ should occur, this effect must be due primarily to an increase in the number of scattering centers parallel to the strain within a given volume.

As mentioned previously, the Yoon theory (106) of spherulite deformation predicts a lamellar detwisting in the equatorial region of the spherulite with strain. Presumably this would increase the number of lamellae which are oriented in such a manner as to constructively scatter $x$-rays. This alone would predict an increase in the observed intensity for lamellae perpendicular to the strain. The effect is not seen and suggests the complicated nature of the deformation processes. These processes alluded to earlier will be elucidated as we proceed.

Qualitatively the shapes of the scattering curves for the quenched and slowly cooled (annealed) samples are similar; the quenched sample having a slightly smaller long period. However, comparison with HDPE shows the dramatic variations of larger long period and narrower intensity distributions, i.e. the width at half height is much less for the HDPE. Also, the appearance of the second order maximum in HDPE is apparent. These qualitative differences have also been thoroughly discussed in the literature (see, e.g., Reference 59).

A plot of the reduced long spacing, $d / d_{0}$, versus strain ratio, $\lambda_{s}=L / L_{0}$, where $d$ is the long spacing of the deformed structure either in the parallel or perpendicular orientations, and $d_{0}$ is that of the undeformed sample calculated by simple application of Bragg's law is given in Figure 24. $d_{0}=143 \AA$ for LDPE, $S C$, for example, while $d_{0}=$ 271 A for HDPE. The plot also contains the predicted response according to the affine assumption utilizing constant volume deformation. We see that the affine prediction is not followed for lamellae perpendicular to the strain but is followed for those parallel. The quenched LDPE exhibits marked deviation although the shape of the response is similar to the affine prediction. The leveling off for lamellae parallel to strain at $\lambda_{S}=1.4$ is intriguing because of the similarity in Figure 15. Due to the limited applicability of Bragg's law to SAXS data, mechanistic judgments will not be advanced on the basis of this figure. A similar plot will be presented after application of the SAXS model calculations.

The intensity versus scattering angle at various azimuthal angles for LDPE, SC at $30 \%$ strain is shown in Figure 25 . One notes a rather constant intensity maximum but a shift to lower scattering angles in going from the cases of lamellae parallel and perpendicular to the strain direction. Multiplication of the intensities by $(2 \theta)^{2}$ shifts the curves as in Figure 20 and also decreases the intensities for lamellae more perpendicular to the strain while increasing those more parallel. This effects is shown in Figure 26.
3. Comparisons from Point-Like and Slit Geometries.

It is appropriate at this point to compare the SAXS curves obtained for deformed and undeformed samples from the pinhole and slit geometries. In the Labarbe (20) study the data was gathered as mentioned in the Introduction and the assumption made as to the approximate spherical symmetry of the interference patterns from stretched samples. Data was, therefore, desmeared according to the $\operatorname{Schmidt}(39,40)$ procedure. In an attempt to justify this assumption, slits of decreasing height were used along with their appropriate weighting factors, as given in Table 6 and the Experimental part, and the results of peak position extrapolated to zero slit height, presumably yielding results free from slit height effects. Thus, appropriate correction factors could be utilized for data from finite slit heights.

Background subtracted, Lorentz corrected SAXS curves at various slit heights are given in Figure 27a-d for a $30 \%$ stretched LDPE, SC. Curves a to $d$ represent the variations at azimuthal angles of $0,30,60$ and 90 degrees. Intensities are normalized to a value of 1.0 at the peaks. We see that the peak positions vary slightly in going from 0 to 30 degrees but increase for the two larger azimuthal angles. A plot of the observed Bragg spacing versus slit height at the four azimuthal angles is given in Figure 28. The increase in long spacing with azimuthal angle is apparent and predicted. Also, because of the rather large error bars due to poor precision in locating the peak positions, an exact dependence
could not be specified for the larger azimuthal angles. The dependence for the two smaller angles suggests that measurements taken with the long slits would be accurate. However, more careful observation of the curves in Figure 28 reveals that not only the position of the maxima are difficult to locate but that the shapes of the curves vary. This is especially evident in the high angle regions. Similar curves obtained for the undeformed sample did not show this trend. These high angle regions are especially important in curve fitting procedures and analyses of total integrals. The conclusion reached from this study is that although the peak positions may not be altered by the desmearing procedure, the shape of the scattering certainly is. The peak position is suspect, also due to the lack of precision encountered. Finally, Figure 25d reveals unusually shaped curves at all three slit heights. This has been seen by the author for other cases of desmearing from anisotropic scattering patterns. Reference to Figure 2la shows the decrease in intensity scattered for lamellae perpendicular to the strain. Also, since the curves are very broad in these regions, slight fluctuations in the smoothed data will result in spurious peaks and bumps in the final desmeared data. The need for comparisons of the desmeared data from stretched samples and that from point-like geometry is apparent.

Figure 29 shows a plot of "Lorentz" corrected intensity versus scattering angle for an unstretched LDPE, SC sample obtained by the long slit geometry Rigaku-Denki spectrometer (desmeared) and a plot from the ORNL-10 Meter spectrometer (point-like geometry). The areas of the two
curves have been normalized. It is evident that the peak positions are coincident within experimental error. However, the desmeared (slit) curve is narrower than the point geometry curve suggesting either a broadening due to finite pinhole sizes or an overcorrection in the desmearing operation. Schelten and Hendricks (96) observed a similar situation in studies of Lupolen using the one-dimensional pinhole geometry spectrometer located at ORNL. They found that the effect was due primarily to an overcorrection of the desmearing procedure, showing that pinhole smearing was negligible by calculation of the collimation errors due to both the width and height of the square pinholes used. However, no rationalization was given for the overcorrection due to desmearing. The problem may lie in the calculation of the proper weighting function. Since point-like geometry facilities now exist and are readily available (one dimensional systems can be built for about $\$ 15,000$ ), the proper weighting function could be determined by curve fitting the data from both systems or eliminating the slit system entirely.

Plots of corrected SAXS intensities versus scattering angle from slit desmeared and point-like geometries at azimuthal angles of $0^{\circ}$ and $90^{\circ}$ for a sample stretched $60 \%$ are given in Figure 30a,b. It can be readily seen that the peaks are shifted to higher angles for data from the slit systems and that the overall shapes are completely different at each azimuthal angle. Again we observe the odd shaped (double peak) curve from desmeared data at $\mu=90^{\circ}$. Although this effect was not reported in
the Labarbe (20) work, re-examination of the original data revealed its presence. However, because of the nature of the Tsvankin analysis (see Chapter 2, Section D), it could be ignored. A smooth, average curve was used in its place.

We have verified experimentally, therefore, that desmearing of anisotropic scattering patterns leads to erroneous results. In the remainder of this work only anisotropic scattering patterns obtained from the ORNL facility will be analyzed.
4. SAXS Curve Analyses.

Analyses of the SAXS curves of stretched low and high density polyethylenes obtained with the ORNL-10 Meter spectrometer by the Tsvankin/ Buchanan (Chapter 2, Section D) model are given in Tables 8 and 9 for LDPE, SC and HDPE, respectively. This data is to be compared with that obtained by Labarbe, et al. (extracted from Reference 20), in Table 10 for LDPE, SC. Both sets of data were obtained with reference to the calibration plots of Figure 11 where the $\beta / \alpha=0.2$ and $\varepsilon=0.2$. Comparison of Tables 8 and 10 shows that the initial long periods from the slit data are approximately equivalent and the crystallinities consistently higher than the ORNL data. Also, $\phi_{C}$, remains relatively constant with strain in both sets of data confirming Labarbe's observation in this regard. However, the large increase in d with strain observed by Labarbe is not seen as dramatically in this work. This is probably due to the effects of desmearing the anisotropic data.

Studies of Warner, et al. (55), and Stein, et al. (118), have shown that Tsvankin analysis may lead to erroneous results. Specifically, when the parameters are used to regenerate scattering curves, poor correspondence results, suggesting an inadequacy in the method. Crist (47) has observed that the derivation of Tsvankin's final intensity expression [Equations (36) and (37)] is incorrect. In Equation (34), where the double sum within the second term accounts fully for the lattice statistics which cannot be affected by fluctuations in particle sizes, Tsvankin includes the distribution of particle sizes and performs the sums. This is in violation of the basic assumptions made in deriving Equation (34) and resulting in counting the distribution of lamellae sizes twice (once in the structure factor, F). The effect of this error is small if the distribution of crystal or long period sizes is small. However, we will see later that these distributions are in fact rather broad. Kortleve and Vonk (59), Strobl and Muller (119) Brown, et al. (64) and Wenig (53), as well as Crist, have reported broad thickness distributions for LDPE.

Studies of Warner, et al. (55), and Stein, et ai. (118), also revealed some interesting observations regarding the usefulness of the Tsvankin/ Buchanan and Vonk correlation function approaches for systems showing long range correlations (periodicities in the SAXS range) over only a few scattering entities. In the latter study SAXS of blends of isotactic polystyrene/atactic polystyrene, polystyrene/polyphenylene oxide, and polyvinyl
chloride/polycaprolactone along with polyethylene (Figures 31 and 32) were analyzed using the methods of Vonk, Tsvankin/Buchanan, and Hosemann. After correcting the original SAXS profiles for liquid and foreign particle scattering the curves were desmeared then "Lorentz" corrected and analyzed with the three models. Tsvankin/Buchanan parameters yielded calculated curves which did not agree well with the experimental ones. The Vonk correlation function, however, gave reliable fits in cases where a corresponding Hosemann analysis yielded a high value of $N$, the average number of parallel layers of alternating electron densities (see Appendix I). At lower values of $N$, the Hosemann model gave reasonable crystalline and amorphous thickness distributions, crystallinities, and transition zone thicknesses. Thus, it was concluded that for the systems investigated, the Hosemann analysis, with its additional parameter $N$, was the most versatile and yielded results consistent with other experimental techniques, namely thermal and WAXD methods.

Figure 31 shows the fit obtained by comparing the experimentallyobtained SAXS from ORNL for LDPE, unstretched and that calculated by using the Tsvankin/Buchanan parameters to generate the corresponding curves. The two are normalized at the peak height. Figure 32 gives the corresponding fit obtained for unstretched HDPE. We can see that the correspondences are good at the peak and half-widths at the higher angle. However, for both curves the low angle ends fit very poorly. In HDPE the second peak at about 12 mrad is very poorly reproduced. These plots,
as well as those mentioned in References 55 and 118, verify that Tsvankin/ Buchanan analysis should be used only with reservation.

Because of the results presented here and in the Warner and Stein works, it was decided to do the remainder of the analyses in this study using the Hosemann paracrystalline model. However, for completeness, Figure 33, showing the correlation functions (both experimental and theoretical) of unstretched LDPE, SC from the Rigaku-Denki spectrometer is included. One notes the rather deep minimum, shallow maximum and rapid loss of oscillation at about $r=180 \AA$. From the two works mentioned above, this response is typical for polymers showing lamellar structures with low values of N , or crystallinities about $50 \%$. The theoretical curve was calculated using Table 7 for which log-normal distributions of the crystalline and amorphous regions were used. The crystallinity necessary for a good fit between the theoretical and experimental curves was 0.55 while $B_{a}=0.05 \pm 0.02$ and $B_{c}=0.32 \pm$ 0.02. This crystallinity is somewhat large when compared to other techniques used in this study. Also, the crystalline thickness distribution is broad suggesting that for this polymer $c=73 \pm 23 \AA$. This is consistent with results of Kortleve and Vonk (59) who also point out the difficulty of uniquely specifying the parameters of the fit for polymers whose crystallinities lie between $35 \%$ and $65 \%$.

A plot of the "Lorentz" corrected SAXS intensity versus scattering angle for unstretched LDPE, SC using the ORNL facility is given in

Figure 34 along with the points calculated by the Hosemann analysis [Equation (25)]. The goodness of fit is measured by the parameter, $\Delta$, calculated by

$$
\Delta=\sum_{S_{\min }}^{S_{\max }} \frac{\left|I(s)_{T}-I(s)_{E}\right|}{I(s)_{E}}
$$

i.e., the sum of the normalized differences between the theoretical, $I(s)_{T}$, and experimental, $I(s)_{E}$, intensity values calculated at discrete points. The criterion for an acceptable fit was $\Delta<0.1$. Typically, $\Delta$ values of about 0.05 or $5 \%$ deviation were encountered. An $8 \%$ deviation is observed in Figure 34. Parameters extracted from this fit alang with those for stretched LDPE, SC are given in Tables 11a,b for azimuthal angles of $0^{\circ}$ and $90^{\circ}$. Table 12 gives those for HDPE, SC also obtained at the ORNL facility. Intensity profiles along with the Hosemann fits for $\operatorname{HDPE}, \lambda_{S}=1.0,1.25$ at $\psi=0^{\circ}, 90^{\circ}$ are given in Figures $35 \mathrm{a}-\mathrm{c}$. We see that, contrary to the Tsvankin/Buchanan results, linear crystallinities vary dramatically on stretching (Figure 36) while crystal thicknesses remain relatively constant at the azimuthal angles tested. Most of the dimensional changes are reflected in the amorphous regions. Overall crystallinity decreases of the samples on stretching have been shown to be small by Peiffer, et al. (123). From the SAXS
crystallinities obtained by Tsvankin analysis no overall crystallinity change would be predicted. Because of the variations observed from Hosemann analysis, the overall crystallinity of the spherulite, $\Phi_{C}$, could be calculated from the linear crystallinities $\phi_{C}(\psi)$, obtained at azimuthal intervals from an equation such as

$$
\Phi_{C}=2 \int_{0}^{\pi / 2} \phi_{C}(\psi) \sin \psi d \psi
$$

However, linear crystallinities were only obtained at $\psi=0^{\circ}, 90^{\circ}$, hence, the above equation could not be fully applied.

A plot of reduced dimensions $d / d_{0}$ and $a / a_{0}\left(c / c_{0}=1\right.$ throughout) is given in Figure 37. For the LDPE, SC we see an increase in long spacing roughly following the affine prediction for lamellae perpendicular to the strain up to about $\lambda_{s}=1.3$ with a leveling off followed by a subsequent decrease at $\lambda_{s}=1.5$ to a value reaching $d / d_{0}=1$ at the highest strain. A similar trend is observed for the amorphous components with an abrupt decrease at $\lambda_{S}=1.5$ and a final value of $a / a_{0}=1$ at the highest strain. This suggests that the lamellae initially separate. With additional strain a deformation process takes over causing the decreases seen. This process (processes) will be explored later. At the meridian, interlamellae material deforms as predicted by the affine model with a decrease in thickness caused by extensional and
compressional forces in this region.
The precision of the SAXS curves generated at the ORNL facility depends on the times used to obtain the plots. For 3000 seconds, the time used for most of the work presented here, the precision is about $\pm 7 \%$. Therefore, generation of theoretical plots and their subsequent comparisons need not be any better. However, precision limits are given in Tables 13 and 14 based on the changes observed in repeated calculations such that the deviation, $\Delta$, varies $\pm 1 \%$. One can see that variations in $g_{a}$ and $g_{c}$ are large but do not change the final fit. Also, the transition width parameter may vary by $\pm 10 \AA$ without severely affecting the results. Its major influence is on the tails of the curves, being important for total integral work but only secondary for fitting procedures. Crystal and amorphous thicknesses vary by only a few Angstroms and $N$ may deviate by about only $\pm 0.1$ and is more specific as it decreases. Thus, the major parameters controlling the fits are $c$, a and $N$ in this work. At higher values of $N$ the thickness distribution. parameters, $g_{a}$ and $g_{c}$, become more sensitive as evidenced in Table 14. This work is, however, primarily concerned with the effects of tensile strain on $c, a$, and $N$.

A plot of $N$ versus $\lambda_{s}$ for LDPE, SC given in Figure 38 reveals a decrease in $N$ for lamellae in the equatorial part of the spherulite while remaining relatively constant for those at the meridian. As discussed in Appendix I, this parameter may qualitatively suggest something of the relative ordering or disordering occurring within the spherulite
with strain. Thus, a decrease in the average parallelness of lamellae occurs for those oriented perpendicular to the strain. Those initially oriented parallel seem to remain unaffected in this regard. Table 12 shows that for HDPE $N=8$. This is to be compared with $N=1.6$ for LDPE, SC. These results are comparable to those of Wenig (53). Uniaxial strain of $25 \%$ decreases this value to $N=5$ for those lamellae perpendicular to the strain while increasing to $N=10$ for those parallel to it. Again, the lamellae are seen to order or disorder relative to each other when oriented parallel or perpendicular to the strain, respectively.

## 5. Total Integrals and Swelling.

As mentioned in Chapter 2, Sections E and F, the total integral or "invariant" in SAXS is used to elucidate the nature of the scattering phases within the system. The existence of voids (microvoids according to Peterlin, Reference 114) is also easily detected when combined with solvent swelling methods.

Figure 39 shows the corrected scattering curves for swollen and unswollen LDPE, SC. We see a change in shape of the curve on swelling and a loss of the second order peak. Also the maximum is shifted toward lower angles confirming that the swelling is occurring within the scattering phases. If there was much extra-spherulitic non-crystalline material present and the swelling occurred preferentially in these regions, the shift in maximum would not necessarily be observed.

The swelling solvent, ethylbenzene (EB), was chosen since Bettelheim and Stein (120) showed that the swelling ratio, $q_{s}$, at elongations up to $150 \%$ did not vary. Also, its electron density was sufficiently different from the amorphous regions so that an appreciable change in intensity could be observed $\left(\rho_{s}=0.285 \mathrm{eu} / \AA^{3}\right.$ versus $\rho_{a}=0.301 \mathrm{eu} / \mathrm{A}^{3}$ where $\rho_{s}$ and $\rho_{a}$ are electron densities of the solvent and amorphous phases.) Macroscopic sample swelling $q_{s}$ was calculated by

$$
\begin{equation*}
q_{s}=\frac{v_{p}+v_{s}}{V_{s}} \tag{127}
\end{equation*}
$$

where $V_{p}$ and $V_{s}$ are the volumes of polymer and solvent, respectively. At least ten days of swelling at room temperature was performed before SAXS measurements. Utilizing the relationship between weight, $W$, and volume, rearranges to

$$
\begin{equation*}
q_{s}=1+\frac{W_{s} / \rho_{s}^{\prime}}{W_{p} / \rho_{p}^{\prime}} \tag{128}
\end{equation*}
$$

where $W_{S}$ and $W_{p}$ are the weights of the solvent and polymer, respectively, and $\rho_{s}{ }^{\prime}$ and $\rho_{p}{ }^{\prime}$ are the solvent and polymer densities in gm $/ \cdot \mathrm{m}^{3}$. Primes
indicate mass densities. Thus, the swelling ratio is easily obtained by weighing the swollen polymer in a tared covered weighing bottle, drying the polymer then reweighing. For a LDPE, SC sample studied, S41B, $Q=1.143 \pm 0.005$, in agreement with the observations of Bettelheim and Stein. The volume fraction of solvent in the polymer, $\phi_{S}$, used in the equations of Chapter 2, Section F, is easily obtained from these measurements and Equation (129).

$$
\begin{equation*}
\phi_{s}=\frac{V_{s}}{V_{s}+V_{p}}=\frac{1}{1+\frac{W_{p} \rho_{s}}{W_{s} \rho_{p}}} \tag{129}
\end{equation*}
$$

For $541 \mathrm{~B}, \phi_{S}=0.11$. If we now assume that all of the swelling is reflected in an increase of the amorphous thickness (no crystalline swelling or changes in lateral dimensions of lamellae or interlamellae regions), then for a polymer whose initial linear crystallinity is $47 \%$ and long period is $136 \AA$ the long period should increase to $146 \AA$ from $\left(c+q_{s} a\right)$. If, on the other hand, the swelling occurred to the same degree in both phases, i.e. $q_{s}(c+a)$, then the long period should increase to $155 \AA$. Experimentally we find that $d_{s}=142 \AA$ lending credibility to the first assumption. This assumption can be expressed mathematically by

$$
\begin{equation*}
\frac{v_{a}}{v_{a}^{0}}=\frac{a}{a^{0}} \tag{130}
\end{equation*}
$$

where $V_{a}$ and $V_{a}{ }^{0}$ are the volumes of the amorphous regions in the swollen and unswollen states. Therefore, a more critical test is to determine a and $a_{0}$ via a model calculation. This was accomplished using the Hosemann scheme and $a / a_{0}=82 \AA / 72 \AA=1.12 \pm 0.02$. We see a very good agreement with $q_{s}$ suggesting the reliability of Equation (130).

Using the equations of Section $F$, Chapter 2, the mean squared electron densities were calculated assuming $\rho_{c}=0.347 \mathrm{eu} / \AA^{3}\left(\rho_{c}{ }^{\prime}=1.008\right.$ $\left.\mathrm{gm} / \mathrm{cm}^{3}\right), \rho_{a}=0.301 \mathrm{eu} / \mathrm{A}^{0}{ }^{3}\left(\rho_{\mathrm{a}}{ }^{\prime}=0.87 \mathrm{gm} / \mathrm{cm}^{3}\right)$ (see Reference 59), and $\rho_{S}=0.285 \mathrm{eu} / \mathrm{A}^{03}\left(\rho_{\mathrm{S}}{ }^{\prime}=0.867 \mathrm{gm} / \mathrm{cm}^{3}\right)$. Crystallinities (unswollen) were determined by the gravimetric procedure outlined in Chapter 3 , Section C.3, and are given in Table 13 for the polymers studied. Volume fraction crystallinities from density measurements were calculated by the equation,

$$
\phi_{c}=\frac{\rho-\rho_{a}}{\rho_{c}-\rho_{a}}
$$

Volume fractions of voids present were assumed and varied as shown in Table 14.

In calculating $\left\langle\Delta n^{2}\right\rangle$ experimentally care was taken to subtract not only the liquid scattering of the polymer (see Section B.3, Chapter 3), but also that due to the excess solvent in the scattering cell of the swollen polymer. For this measurement the teflon gasket used in the sample holder was decreased in thickness by an amount equal to the thickness of the swollen sample. The scattering of the ethylbenzene was then recorded and subtracted from the sample scattering after proper correction for the sample attenuation. Equations (40) (slit-geometry) and (43) to (49) were then used to calculate $\left\langle\Delta n^{2}\right\rangle$. Results are presented in Table 14. The important parameter here is the ratio of electron densities of the swollen to the unswollen cases $(s / u)$. We can see that the ratios predicted in the cases of no voids or a finite transition width (columns 2 and 5) are greater than one, while those predicted for a sample initially containing $2 \%$ or $4 \%$ voids by volume are less than one. Also, the absolute values of $\left\langle\Delta n^{2}\right\rangle$ for samples containing $2 \%$ and $4 \%$ voids are 5 to 9 times greater than that predicted for no voids. Experimentally we observe that the absolute values are in the range predicted for samples with no detectable voids. Also, the ratios are near a value of one indicating that these two LDPE samples contain few, if any, voids which are contributing to the observed scattering. If we take the smallest possible ratio considering the experimental error, i.e. $s / u=0.8$, a back calculation using Equations (50) and (64) reveals the possibility of about $0.02 \%$ voids. This is a rather minor amount. Thus, we see that
voids, of the order of the sizes of the lamellae or much smaller (about $20{ }^{\circ}$ ) are not present in any effective amount in the starting material. Any microvoids detected during uniaxial sample stretching would have to arise from the deformation processes themselves.

A similar study was not performed with HDPE because of limited resolution of the Rigaku-Denki spectrometer. However, $\left\langle\Delta \eta^{2}\right\rangle$ was calculated from the ORNL spectrometer using Equations (107) to (110) given in the Experimental part. Results are given in Table 15 which show a good agreement between the calculated and experimental values. In the determination of the experimental invariant, Porod's law was confirmed by the $s^{4} I(s)$ versus $s$ plot shown in Figure 40. Data extrapolated to zero scattering angle was performed according to the procedure set forth in the Experimental chapter. The fact that the calculated and experimental invariants agreed well and, in fact, that the calculated value was slightly higher suggests again that the starting material before stretching was free from voids at least of sizes on the order of the lamellae.

On stretching the sample $25 \%$, the invariant was calculated using Equation (90) assuming Porod's law could be expressed similarly for the curves from deformed samples. From the iso-intensity contours of Figure $18, k=1.04$. We see excellent agreement with the unstretched case indicating the validity of Equation (90) and that void formation, if at all present, is rather slight. No calculated values are given in the
table. In order to obtain this, the entire thickness distribution of crystalline and amorphous phases would have to be known.

Similar calculations could not be performed on the LDPE samples because of the finite size of the area detector, i.e. the low angle portion of the curve where Porod's law is obeyed could not be obtained. In order to obtain this information, the sample to detector distance of the spectrometer would have to be reduced to a lower resolution mode. Curves from each spectrometer geometry would then be superimposed using suitable correction factors.

However, the ORNL spectrometer system has been programmed such that a quantity $\Sigma I(x, y)$ is monitored throughout the experiment [see Equation (134)]. $X$ and $Y$ are the detector coordinates in real space and $\Sigma I(X, Y)$ is the total scattered intensity in counts recorded by the detector. Although this is not the invariant of Equation 132,

$$
\begin{equation*}
Q=\int_{V 01} I(\underset{\sim}{x}, \underset{\sim}{y}, \underset{\sim}{z}) d \underset{\sim}{x} d \underset{\sim}{x} d \underset{\sim}{z} \tag{132}
\end{equation*}
$$

where $\underset{\sim}{x}, \underset{\sim}{y}, \underset{\sim}{z}$ are reciprocal space vectors and the integration is performed over the entire reciprocal space, it can be used in a qualitative manner to study any gross changes in scattered intensity. A plot of £I(X,Y) versus strain, corrected for sample transmission and beam
fluctuations is given in Figure 41 and shows a steadily decreasing curve. This effect could be the result of intensity spilling over the edges of the detector but does, however, suggest that void formation of the sizes of the deforming lamellae and interlamellar regions is not an integral part of the deformation mechanism.

For HDPE, $S C$, the change of $\Sigma I(X, Y)$ with strain varies as the invariant calculated explicitly in Table 15. This suggests the qualitative accuracy of $\Sigma I(X, Y)$.

Finally, the change in density on deforming LDPE (S41) was measured using the gravimetric technique described in Chapter 3, Section C.3. The plot of decreasing density versus $\lambda_{s}$ is given in Figure 42. Peiffer, et al. (121), using WAXD also observed a decrease in crystallinity from 46 to $43 \%$ at $\lambda_{s}=1.5$. The decrease observed here is from 48 to $41 \%$. These are within the $2 \%$ experimental error often quoted for WAXD experiments (31, Chapter 3).

From the plot of Figure 42 one can calculate Poisson's ratio, $\mu_{p}$, indicating any volume changes on stretching. Thus, by definition

$$
\begin{equation*}
u_{p}=\frac{1}{2}\left\{1-\frac{1}{V} \frac{d V}{d \varepsilon}\right\} \tag{133}
\end{equation*}
$$

where $V$ is the specific sample volume and $d V / d \varepsilon$ is its change with
strain, $\varepsilon$. If $d V / d E=0$, then $\mu=0.5$ showing no volume change on stretching. Equation (133) is valid for small elastic strains; however, it can be applied to a first approximation. Thus at $\varepsilon=0.5, \mu_{p}=0.490$.

A better way to calculate $\mu_{p}$ for these strains is using the Hanke definition of strain where $\varepsilon=\ln \left(L / L_{0}\right)$. Here $\mu_{p}=0.492$. These results suggest a slight volume dilatation during strain but for the level of precision of most of the analyses performed in this work the constant volume assumption is adequate. From mechanical studies, Darlington and Saunders (122) concluded that Poisson's ratio for highly drawn polyethylene sheets was approximately 0.5 .

Thus, a small overall decrease in crystallinity with stretching is apparent for LDPE. This may describe the slight decrease seen in the $\Sigma I(X, Y)$ values but these effects from SAXS can only be fully realized when the entire scattering curves, including the Porod region, are obtained.

## B. Parallel Lamellar Morphology

Special morphology polyethylene samples of parallel lamellar morphology, termed parallel lamellar sheets, were prepared and characterized as described in Chapter 3, Section A. Their geometry is given in Figure 43. In all cases studied, the x-ray beam path is along the $X^{\prime}$ axis and is to be differentiated from the $X$ axis of the detector.

A unique capability of the ORNL spectrometer can be graphically displayed using these types of samples. Figure 44 shows a threedimensional perspective plot of a parallel lamellar sheet designated S39. The two point pattern can be clearly seen in the three dimensions of intensity (vertical) and the $X$ and $Y$ axes of the recorder. The large central spikes are unsubtracted parasitic scattering. However, the usefulness of these types of data displays have not yet been fully developed.

Contour plots from two undeformed samples, designated H29 and S39, respectively, are given in Figures 45 and 46a. The machine direction (MD) is horizontal. They both confirm the results expected from photographic SAXS (see Reference 123, Chapter 9). However, H29 exhibits a much narrower overall distribution than S39. Calculation of the orientation of lamellar normals, $f_{\ell}$, using Equation (121) in a manner similar to that for the spherulitic polymers reveals that $f_{\ell}=0.89 \pm$ 0.01 for H 29 and $\mathrm{f}_{\ell}=0.68 \pm 0.02$ for 539 confirming the more highly ordered state of the former sample. Note that the azimuthal angles used in Equation 122 are measured from the axis through the two maxima, thus describing the orientation lamellar normals. Since the samples were both annealed at $115 \pm 0.5^{\circ} \mathrm{C}$ the variability probably arises from the annealing times which were not carefully monitored.

Sample S39 was subjected to tensile stress along MD. SAXS patterns were recorded at strains of 10,25 and $40 \%$ after which the sample failed catastrophically. Contour plots are given in Figure 46b-d. The variation
of $f_{\ell}$ with strain is given in Figure 47. A disordering of the lamellae reflected by the decrease in $\mathrm{f}_{\ell}$ is apparent, consistent with the qualitative observations of Pope and Keller $(85,124)$.

Sample stretching perpendicular to MD was attempted but the sample failed at less than $5 \%$ strain by a delamination parallel to the stretch direction. No SAXS experiments could be performed here.

The sharpness of the intensity versus scattering angle corrected for background and sensitivity for the scattering along the meridian (parallel to MD) in S 39 can be readily observed in Figure 48 . The position of the peak intensity decreases to smaller angles with strain indicating a deformation of the lamellar/interlamellar regions. The long spacing from Bragg's law for the undeformed material is $188 \AA^{\circ}$. This is to be compared to $116 \AA$ for a quenched LDPE, S42Q, prior to stretching, rolling, and annealing indicating a thickening process in either of the two phases or both.

Results of the application of the Hosemann paracrystalline model are given in Table 16. In the unstretched state the initial crystallinity is similar to that of the starting material. $\phi_{C}=0.42$ compared to $\phi_{C}=0.41$ for S42Q from DSC. The crystal thickness remains constant during strain while the amorphous and transition zone thicknesses increase. The disorder parameter, $N$, decreases from a value of 2.5 at $\lambda_{s}=1.0$ to 1.7 at $\lambda_{s}=1.4$ while the distribution width parameters $g_{a}$ and ${ }_{\mathrm{G}}$ remain constant within experimental error. As for the spherulitic
samples, $N$ varies as $f_{\ell}$ with strain.
A plot of microscopic strain ratio $\left(d / d_{0}\right)_{h}$ and $a / a_{0}$, versus $\lambda_{S}$ is given in Figure 49 for S 39 . The affine prediction is shown by the dashed curve. Within experimental error and up to the maximum strain tested, the deformation is taken up almost solely by the amorphous interlamellar phases according to the affine scheme. Pope and Keller $(85,124)$ also concluded that stretching of these films in a direction perpendicular to the lamellar plane primarily increases the separation between lamellae.

It was also pointed out in References 85 and 124 that the increase in separation of parallel lamellae should lead to a decrease in density of interlamellar matter unless material can move in sidewards into the interlamellar space to occupy the volume created by the lamellar separation. If such density depletion should occur, say by microvoid formation, then this should lead to an appreciable increase in the total intensity of scattered $x$-rays. This was studied as with the LDPE samples using the total scattered intensity recorded by the area detector, EI $(X, Y)$. Values as a function of strain, corrected for sample transmission, $T$, detector, sensitivity, and main beam fluctuations, BM, are given below. SM is the sample monitor which records the total scattered intensity.

| $\lambda_{S}$ | $\underline{B M}$ | $\underline{S M}$ | $\Sigma I(X, Y)$ |  |
| :---: | :---: | :---: | :---: | :---: |
| 1.0 | 107044 | 419707 | $\underline{T}$ | $\underline{x} 10^{-5}$ |
| 1.1 | 107125 | 444686 | 0.791 | 5.306 |
| 1.25 | 107734 | 434588 | 0.805 | 5.520 |
| 1.4 | 107214 | 394465 | 0.827 | 5.221 |
|  |  |  | 0.829 | 4.751 |

where

$$
\begin{equation*}
\Sigma I(X, Y)=\frac{{ }^{(B M)} \lambda_{S=1.0}}{(B M)_{\lambda_{S}} T} \tag{134}
\end{equation*}
$$

It is seen that the relative value of $\Sigma I(X, Y)$ decreased by about $11 \%$ at $40 \%$ strain. Pope and Keller reported little change in intensity with stretching in agreement with this result. The slight decrease could be accounted for by the decrease in linear crystallinity. This alone would contribute a 9\% drop in the total scattered intensity considering the two phase model. Incorporation of the variation in the transition width, although in this case overcorrecting could account for the rest of the difference.

Returning to the point of microvoids, it is inconceivable from this data to account for their presence because of the stretching process. Interlamellar density is preserved on deformation.

It is interesting that the sample failed just after $40 \%$ strain. Obviously, void formation had to occur about certain stress concentrations prior to failure. This observation needs to be studied further but it will be shown to be consistent with the mechanism of deformation put forth in the next section.
C. On the Deformation Mechanisms

## 1. Parallel Lamellar Sheets.

The major findings of this report for the parallel lamellar sheets uniaxially deformed perpendicular to the lamellar planes were:

1. a constant crystal lamellar thickness and a steadily increasing interlamellar thickness up to $40 \%$ strain,
2. a slight decreasing total scattering intensity,
3. a disordering of lamellar planes with respect to each other, and
4. failure between $40-50 \%$ strain.

WAXD and SAXS studies in this laboratory (123) have shown that at the annealing temperature of $115^{\circ} \mathrm{C}$ used here, the lamellae have rotated to a position where they are perpendicular to the original draw direction. Here the shear stress for an interlamellar slip mechanism becomes zero. The chain axes (c-axes) have rotated via an intralamellar slip mechanism to give a final lamellar/chain axis picture given in Figure 11 of Reference 123, Chapter 9. For the sake of clarity, the lamellar normals
are measured by an angle $\phi$ to the machine direction while the chain axes are measured by the angle $\theta$. We have seen in the previous section that in fact there is a rather broad distribution of lamellar normals about $\phi=0^{0}$.

In the deformation work of Pope and Keller (124) no direct separation of crystalline and amorphous contributions to the long period was made. Rather, the long spacing was expressed by the formula

$$
\begin{equation*}
d=\ell \cos (\theta+\phi)+a \tag{135}
\end{equation*}
$$

where $\ell$ is the length of the chain in the crystal and the other symbols are as previously defined. The sum of $\theta+\phi$ is chain obliquity relative to the machine direction and can be determined from WAXD and SAXS experiments. Combining the results of Table 18 and Figure 10 of Reference 123, Chapter 9, into the above equation yields a crystal chain length of $112 \AA^{\circ}\left(\phi=0^{\circ}, \theta=50^{\circ}\right)$. If the strains are expressed by $\varepsilon$, then accordingly the existence of lamellar separation is identified in extension by the fact that $\varepsilon(d)>\varepsilon[\cos (\theta+\phi)]$; i.e. the strain reflected by the long spacing is greater than that seen by the crystal. The results of Table 16 directly obtained via the Hosemann model calculation
do indeed suggest the lamellar separation mechanism in agreement with the Pope and Keller findings.

It must be pointed out that the authors applied Bragg's law at the "center of gravity" of the scattering curves to calculate $\varepsilon(\mathrm{d})$. We have seen that application of the Hosemann paracrystalline model decreases the apparent d especially if the curves are broad. In calculating the strain in lamellar periodicity versus sample strain, they obtain a positive deviation from the affine prediction noted in Figure 49. We feel that our observations are quantitatively more accurate due to the application of the more sophisticated scatttering model.

Regarding the question of an increase in volume change on stretching these particular samples, the authors found a very slight increase (possibly too high due to preceding arguments) from their strain measurements. It was much less than that expected from the total strain of the sample. They proposed three types of explanations for this effect. Either (1) the samples are not completely filled with the lamellae which give rise to the scattering patterns, (2) lamellar separation involves a process leading to no increase in volume such as pulling chains through the lattice or (3) the interlamellar material somehow contracts laterally and microvoids formed at the edges of lamellae are filled either by extralamellar material or by the edges of other lamellae.

After various arguments including swelling studies by the authors and by Point, et al. (125) who showed that the maximum degree of swelling occurs in a direction parallel to the lamellar planes, it was concluded that explanation 3 was the most consistent with the experimental findings. We too agree with this mechanism.

A general mechanism consistent with these results and which will hold for the spherulitic lamellae similarly oriented is shown graphically in Figure 50. It is assumed that area, $L x W$ in the $y, z$ plane, is conserved on stretching while the third orthogonal dimension, $x$, is unaffected. Experimentally, the deformation up to about $40 \%$ strain is governed by the empirical equation

$$
d=\lambda_{s} a_{0}+c
$$

where the symbols have retained their prior meanings. Also

$$
L \times W=n d \times W
$$

where the total length of the stack $L$ is $n d$ and $n$ is the number of lamellae. In Figure 50, $n=4 . W$ is the width of the stack which, for purposes of illustration, is set equal to the probably unrealistically low value of $W=L$. Also, $d_{0}=L / 4$ and $c=a_{0}=d_{0} / 2$. Thus, the initial crystallinity of the stack is $50 \%$. It is important to emphasize here that this illustration is meant only to justify the long period and total intensity results. It implies nothing directly of lamellar twisting, or lamellar deformation, only that the lamellae (b-axis as shown) are discontinuous along the spherulite radius and interleave upon stretching perpendicular to their b axes. Thus, we can see an increase in the long spacing between adjacent lamellae while material is moved sidewards to conserve the total electron density and therefore a constant SAXS invariant. Actually, the slight decrease seen may be related to an increase in the amorphous electron density due to the fact that crystals rather than other amorphous material are moving in between adjacent lamellae. At some point enough of the crystalline lamellae have interleaved to begin decreasing the apparent long period and the amorphous interlamellar width as seen in Figure 37. The point at which this phenomenon is observed is obviously dependent upon the initial thickness parameters and their distributions and upon the initial crystallinity of the sample. In the geometry of Figure 50 , it can be estimated that this point occurs at $\lambda_{s}=1.7$ since here the crystals overlap each other by half their lengths. Since the long period is averaged over the entire width of the central portion, it will tend to offset the increase
still apparent at the edges. If the lamellae were continuous along $W$ and maintained their integrity during stretching, then the increase in long spacing would be continuous with strain and the scattering intensity would increase due to depletion of material in the interlamellar zones. We can see that this is the case at $\lambda_{s}=1.0$ with further stretching.

In Chapter 4, Section B, a lamellar orientation function, $f_{\ell}$, was calculated versus strain. It was assumed that the meridional spread in azimuthal intensity was caused by the disorientation of lamellae due to inhomogeneous strain fields. We must, however, examine more critically the observations and possible mechanisms which could produce them.

The important parameters and observations are given in Table 17 along with predictions for three possible cases which could arise due to stretching. They are (1) fewer lamellae are present in scattering volume, (2) lamellae fracture but remain parallel to each other, and (3) lamellae disorient with respect to each other; a prior fracture may or may not be involved. We can see that the results (observations) can best be justified on the basis of the disorientation of lamellae. The reader is referred to the proper references footnoted which explain the parameters and their behavior.

The large increase in the transition width parameter, E, with strain seen in Table 16 cannot be readily explained on a molecular level since it is inconceivable that a $40 \%$ strain should produce a six-fold increase
in E. It has been shown in Appendix II, Parts $A$ and $B$, that the unique separation of effects due to transition width and lamellar twisting is difficult. Since we do not have the capability at the ORNL facility as yet to calculate the true scattering invariant from these two point diagrams, we can calculate an approximate value from the four channels centered about the meridian and normalize to one channel invoking Equation (90) where the front factor becomes $2 \pi$, and Equations (107)(110). It is not meant to be an invariant reflecting the nature of the system as a whole since there are intensity components which have not been properly considered; however, it does reflect the nature of the lamellae scattering into the meridian. The normalized results versus strain ratio are given in Table 18. The correction factor, $F(\psi)$, where $\psi=90^{\circ}$ in this case, is calculated according to Equation (A-14). Since lamellae are initially detwisted, the possibility exists that upon deformation a twisting occurs due to inhomogeneous deformation of the amorphous regions at the molecular level. This conclusion was in fact reached by Ladizesky and Ward (126) in mechanical studies of parallel lamellar sheets. Therefore, the experimental relative intensity must be multiplied by $F(90)$ as done in Table 18. We see that the correspondences are quite good suggesting that lamellar twisting may be indeed occurring during the deformation. Since stress will be relieved by this process, the mechanism of intralamellar c-axis slip or shear will be reduced. This has been found to be the case in Pope and Keller's work (124).

Several authors (12,43,124-129) have pointed out that the c-axis rotates toward the stretch direction in not only the parallel lamellae
sheets but in most semicrystalline polymers. This seems to be the case for the sample studied here also (Reference 123). The data, therefore, suggests that as the chain axes align the lamellae disorder, twist about the b-axis, and interleave to conserve overall volume while the amorphous interlayer material increases in thickness with the macroscopic strain.

Finally, the mechanical failure of the sample between $40 \%$ and $50 \%$ strain is probably due to the anisotropic nature of the system combined with built-up stress concentrations. Since the tie molecules transmit stress between lamellae, near the point of failure they must be fully extended. Further tensile strain probably produces failure in both the crystalline (mosaic blocks produced) and amorphous phases causing the final rupture of the sample. The more isotropic mechanical nature of the spherulite allows the transmission of stress by various relaxation mechanisms delaying the rupture of the sample and even allowing a new morphology to come into existence through yielding. No macroscopic yielding is observed in the parallel lamellar sheets deformed perpendicular to the lamellar planes.

Also, failure at $40 \%$ strain is consistent with the theoretically based predictions of Petraccone, et al. (130). This study will be described in greater detail in the next section.
2. Spherulitic Morphology.

The major findings of this work concerning the tensile deformation of spherulitic texture polyethylenes up to about $90 \%$ strain for

LDPE and $25 \%$ strain for HDPE are:

1. lamellae thicknesses remain constant despite their initial angular positions within the spherulites,
2. amorphous thickness changes can be predicted by the affine model up to $40 \%$ strain for lamellae perpendicular to strain and $90 \%$ for those parallel in LDPE. HDPE showed affineness up to $25 \%$ strain,
3. lamellae orient toward the stretch direction according to the affine prediction,
4. significant decreases in $d / d_{0}$ and $a / a_{0}$ are observed for LDPE at strains greater than $40 \%$, and
5. the total scattered intensity remains relatively constant with strain.

Since the results in LDPE, SC for lamellae oriented perpendicular to strains are completely analogous to those of the parallel lamellar sheets up to $40 \%$ strain, we can envision a similar deformation mechanism as presented in Figure 50.

Kausch (131) has calculated the maximum stress which can be borne by a chain before it pulls through the crystal and has shown that for polyethylene it is less than the breaking strain. Rabinowitz and Brown (132) have shown that intralamellar c-axis chain slip (i.e. pulling through crystal) can occur at very low stresses so that these slip processes are expected to occur during early stages of deformation. Petraccone, et al. (130), developed a theory for amorphous orientation
in spherulite polymers based upon conformation changes in the tie chains, loops, cilia (one end attached) and unattached chains located between crystalline lamellae within a spherulitic superstructure assumed to undergo affine deformation. They found that for tie chains the orientation function, $f$, is negative at small interlamellar separation, $\ell$, but becomes positive and increases at larger $\ell$. It increases as the number of bonds between boundaries, $N_{B}$, decreases. The calculated responses are shown in Figure 13 of Reference 130. Loops, cilia, and unattached chains are of minor importance for this discussion. The major point here is that $f$ approaches a value of 1 with strains and interlamellar separations similar to those found experimentally in this work. The rate of approach to the value 1 is governed by the lamellar twist parameter, $n$, the interlamellar thickness, and $N_{B}$, the details of which are described in the reference cited. Thus, it is not inconceivable that for the interlamellar spacings reported in this study (Tables 11,12 16), a large fraction of the amorphous tie chains are fully extended at about $40 \%$ strain for LDPE and possibly $25 \%$ strain for HDPE. Further extension induces the mechanisms described by Kausch, Rabinowitz, and many other authors $(43,112,114,128,133)$ of c-axis slip through the lamellae. With further stretching a continuous alteration of the lamellae by this mechanism occurs and the lamellae break up into smaller sections (mosaic blocks) while the c axes rotate toward the stretch direction. The result is a zig-zag lamellae pattern perpendicular to the stretch
direction. This type of pattern has been reported from deformation studies of polyoxymethylene (POM) by Geil (134) and qualitative photographic SAXS studies of the deformation of polyethylene by Tsvankin (135). Tsvankin, however, started with strains of $100 \%$. He made no conjecture as to the smallest strains at which this phenomenon could be observed. Figure 51 gives his concept of the buckling mechanism which this author agrees with but with the addition of an interleaving mechanism (Figure 50) before and during the buckling. The similar mechanism of Petraccone, et al. (130), is given in Figure 52. It includes the arrangement of amorphous tie chains.

Finally in this regard, the work of Peterlin (136) on SAXS studies of deformed high density polyethylene at various temperatures suggests a rigid lattice at room temperature in which plastic deformation primarily proceeds in the interlamellar regions, along spherulite boundaries, and along the boundaries of stacks of parallel lamellae, lamellae, and mosaic crystalline blocks. At room temperature he concludes that the lamellae are brittle, show very little chain tilt and slip, and fracture at low values of strain in agreement with the results presented here. Figure 4 of Reference 136 shows that the long period along the meridian initially increases to $\lambda_{\mathrm{s}}=1.3$ then discontinuously drops to a value below the undeformed long period and remains constant with further strain. This is exactly the effect seen in Figure 37 and, therefore, we are quantifying here the onset of fiber formation, i.e. the transformation of the spherulitic structure into the fiber structure by the process of micronecking by
which every ribbon-like lamella of the original structure is fractured into smaller folded chain blocks and the blocks incorporated into the microfibrils with very nearly complete chain orientation. It should be emphasized that at this point in the deformation, macroscopic yielding is not visually evident! For the HDPE, SAXS results suggest that this transformation point has not yet been reached at $25 \%$ strain.

Studies very similar in nature to Peterlin's were performed by Kakudo and Kasai (33, p. 412; 137,138). They reported extensive WAXD and SAXS results for polyethylene drawn at room temperature. At low elongations elliptical SAXS patterns were presented very similar in shape to those in this report. No elliptical patterns were seen by Peterlin even at elongations as low as $10 \%$ for samples stretched at $120^{\circ} \mathrm{C}$ but a four point pattern, typical of the final fiber structure, evolved immediately. The differences are obviously due to the drawing temperature. At $120^{\circ} \mathrm{C}$ the sample is at a temperature far above that necessary to impart various loss mechanisms. Specifically, the a loss peaks, occurring at about $70^{\circ} \mathrm{C}$, have been associated with inter- and intracrystalline processes (i, p. 181; 139,140). Specifically, the lower temperature $\alpha_{1}$ process involves a slipping of crystalline lamellae or their mosaic blocks past each other while the $\alpha_{2}$ process involves rotation and translation of chains within crystals. Hence, at the higher drawing temperatures the spherulitic structures can more easily transform into the fiber morphologies.

Peterlin concludes that a lamellae thinning process occurs for those lamellae oriented parallel to the strain due to chain tilt. Within the accuracy of the experiments included in this report, no such thinning is observed for LDPE. Using the equation developed by Yoon (106) to describe the chain tilting process [Equation (3) of Reference 106], one can calculate the decrease in crystal thickness due to chain tilt. Since the initial crystal thickness, $c_{0}$, varies as $\sin \beta$ where $\beta$ is the angle which the chains make with the spherulite radius (lamella plane) one can assume that the chain lengths remain constant within the crystal and calculate

$$
\frac{c}{c_{0}}=\frac{\sin \beta}{\sin \beta_{0}}
$$

If we also assume that the chains are aligned perpendicular to the radius along the polar axis then we can assume various values of the compliance parameter, K, and determine the expected decrease in the crystal thickness, c, with strain. For an elongation of $20 \%$, assuming $K=1.2$, the value determined by Yoon, the crystal thickness would be expected to decrease by about $30 \%$. However, if $K=0.5$, then the expected decrease is only $7 \%$, well within the experimental error. Therefore, the ease of $c$ axis tilt from SAXS disagrees with that
found by Yoon by a factor of about 2 suggesting that this process does not contribute as much as expected to the overall deformation process at least for strains up to $20 \%$. At the higher strains studied, calculations similar to those above indicate the necessity for even lower values of $K$. This suggests that at these strains other mechanisms may predominate. Possibly inter- and intralamellar shear processes predominate in which lamellae slide past each other and crack at disordered regions such that the mosaic blocks enter into the microfibrillar structure in a similar manner as for those lamellae perpendicular to the strain. Others (124) have shown that the chain tilt mechanism cannot fully account for the increase in spherulite dimension along the pole during strain. More will be said concerning these mechanisms shortly. A model for deformation of spherulites in terms of lamellae parallel to strain is embodied in Figures 51, 52 and 53. In Figure 53, the strain is along $y$ and the dimensional changes are assumed to be taken up by the amorphous chains solely. Assuming the lamellar blocks cannot move from the imaginary edges confining the stack, a large area develops between separating but compressing lamellae. This would produce an increase in the scattered intensity. Concurrently, according to the dimensions involved in the figure, the adjacent lamellae would impinge on each other at $\lambda_{s}=1.5$ according to the equation

$$
\begin{equation*}
d=a_{0} / \lambda_{s}+c \tag{136}
\end{equation*}
$$

assuming conservation of area $\left(\lambda_{s} \lambda_{z}=1\right)$. Since the intensity is not seen to increase dramatically (some increase is observed) the lamellae must be free to slide past each other while amorphous regions compress and elongate. Lamellae may crack along the $c$-axes as the chains rotate toward the strain direction thereby shortening along the lamellar axes and interleaving to a greater extent.

The slight intensity increase seen must be due, in part, to an increase in the number of lamellae scattering coherently in a given scattering volume due either to compression or to increased parallelness of lamellae with respect to each other. The relatively constant $N$ in LDPE (Table 13a) suggests a similar average parallelness with strain while the increase seen for HDPE suggests greater alignment.

It is known that at low elongations ( $10-20 \%$ ) crystal axis rotation occurs by twinning along the (110) diagonal ( $17,43,114,125,133$ ) and phase transformation $(43,125)$ from the orthorhombic to the monoclinic crystalline form. The relative contributions of these processes depend upon the orientation of the lamellae with respect to strain. Deformation experiments on solution grown linear polyethylene single crystals (114) showed that for draw directions parallel to the b axis or the (110) plane the phase transformation was dominant while drawing parallel to the a-axis resulted principally in twinning. Neither of these mechanisms could fully account for the total applied strain. c-axis slip and chain tilting were invoked, also. Both the twinning and martensitic (stress
induced) transformations in PE have been carefully studied and cataloged using WAXD (141-143). However, this study has dealt mainly with the macroscopic lamellar deformations and since twinning and phase transformations produce small changes in the overall thickness of lamellae, nothing definite can be inferred about these processes.

Direct observation of high density polyethylene spherulites by scanning electron microscopy (SEM) by the group at Maryland (144) has shown that the melt pressed samples exhibited deformation behavior very similar to that proposed here. The increase parallel to the strain axis in the spherulite was equivalent to the macroscopic strain and resulted in an increased separation of the twist bands. Perpendicular to the strain, a decrease in the twist period was observed. A shortening mechanism comprised of either buckling of the lamella or chain slip along the c-axis was proposed!

A valid concern in all of these SAXS experiments is that we are treating the real three dimensional system as a two dimensional crosssection.* Hence, twisting lamellae radiating from the spherulite center parallel to the incident x-ray beam are completely not accounted for in the model but in fact contribute to the overall scattering detected.

[^1]This problem is graphically demonstrated in Figure 54. A lamella whose axis is perfectly parallel to the incident beam will always scatter $x$-rays in contrast to one which is at right angles to it (see Appendix B). Also, due to the different deformation mechanisms lamellae may scatter into the same volume of reciprocal space due to their orientation but may have been subjected to different deformation mechanisms. Therefore, we must keep in mind the limitations of these interpretations and the fact that they reflect average properties. However, because of the internal consistency of the results and the support of the numerous investigations yielding or implying similar results, the concern, although real, may in fact by unfounded. Also, the task of composing a model taking into account all the possible orientations would be massive, expensive, and probably unnecessary in the long run.
3. Relationship to Mechanical Observations.

The deformation of spherulites in polyethylene has been studied by Wang (27) from a mechanical viewpoint based on linear elasticity and continuim micro-macroanalysis. The model consists of a spherical spherulite with the center of anisotropy at its geometrical center and a large homogeneous matrix with the overall isotropic properties of the bulk polymer. Dimensions of the spherulite boundaries deform as does the matrix, which consists of other spherulites, so as to preserve material continuity, i.e., voids do not form between spherulites. The stresses and strains are calculated from the center to the edge of the spherulites for radial and tangential elements parallel and perpendicular
to the polar axis (strain direction). Figures 1 and 2 of Reference 27b illustrate the responses showing generally the overall non-affine nature of the strains and the large stress concentration at the center of the spherulite. Strain in the stretching direction is much larger at the equator than at the poles. Also the tangential strain $\varepsilon_{\theta}\left(0^{\circ}\right)$ and the radial strain $\varepsilon_{r}\left(90^{\circ}\right)$ are both negative indicating a compressive mode along the radii at the particular angles measured from the poles.

By assuming that the HDPE spherulite as a whole deforms affinely and from SAXS data of this report (Table 12), the strains necessary to calculate the appropriate stresses according to Equations (9) - (11) of Reference 27b are obtained. Table 19 lists the values. HDPE is considered because the elastic constants of the polyethylene spherulites are given in Table 1 of Reference 27b for the case of HDPE. We can see that the average stresses vary depending on their position within the spherulite. The largest stress magnitude calculated is for those lamellae perpendicular to the stretch direction along the equator of the spherulite. This has been observed by other authors from microscopy studies of strain distributions $(10,12)$. Note that the experimental strain values are averages since the SAXS and SALS experiments lead to average values themselves.
4. Conclusions.

The picture of spherulite deformation which evolves from this study is one which is consistent with some other works in the field. Crystalline lamellae, however, do not vary in thickness dramatically as
had been thought previously but rather dimensional changes are reflected in the intercrystalline layers. Crystalline lamellae are very susceptible to internal ordering and disordering depending on their initial positions. Microvoid formation may not play as large a part in deformation mechanisms at these strains and temperatures. The onset of fiber formation (destruction of spherulite) has been uniquely characterized by application of a powerful model in SAXS. Also, the use of special morphology samples has facilitated our understanding of spherulite tensile deformations at the level of lamellae. Finally, such determinations will be useful in the accurate mechanical analysis of these structures by various mathematical models.

## D. Future Experiments

The availability of the ORNL-10 meter spectrometer has generated a whole host of possible new experiments we can incorporate in the elucidation of lamella deformation. Some of these are mentioned below. Their order is not meant to specify their relative importance. Also, the availability of Thesis Contracts (T-Contract) from Oak Ridge Associated Universities (ORAU) for students involved in research similar to that described herein helps to defray the total expense of travel to and from the research facilities. ORNL personnel have details concerning this option. Due to the nature of the research agreement with ORNL, it is best if all possible experiments are run by the principal investigator. A complete set of blueprint copies concerning the spectrometer sample chamber is in our office or can be obtained from Dr. R. W. Hendricks.

1. Procurement of lower resolution data for LDPE in order to include the Porod's law region and determine the total integral properly. This would be important for the study of microvoid formation and to test the elliptically symmetric invariant derived here (Chapter 2, Section G). It would involve shortening the spectrometer by removal of tube sections in the beam path and realignment of the electronics and would be dependent upon the cooperative effort of the ORNL personnel and proper timing since this is no small task. An initial attempt to obtain this data failed because of spectrometer down time.
2. Swelling studies in the stretched state should be completed in order to confirm the results here concerning microvoid formation during deformation (see Reference 136). A sample holder for stretched and swollen samples was designed and built to fit directly into the sample chamber of the 10 meter spectrometer. Samples are elongated on the Instron or any appropriate stretching device then clamped in place by small, circular stainless steel clamps which fit directly into the aluminum holder. Solvent is introduced from a small set screw hole and is prevented from escaping by a thick teflon gasket and doubly thick mica windows epoxied in place.

Again, an unsuccessful attempt was made to use this equipment due to rupture at the mica windows caused by the high vacuum inside the spectrometer. The system was fully tested prior to shipment and we suspect that damage may have occurred during that time. Hence, this equipment should be "hand carried" to its destination.

Both HDPE and LDPE as well as the special texture samples should be analyzed in extension by this technique.
3. Because of discrepancies noted in Chapter 4, Section C2, concerning the variability in SAXS patterns and, therefore, mechanisms as a function of temperature of stretching, a study should be performed in this regard. A variable temperature cell including a stretching jig could be made similar to the one used with the Rigaku-Denki spectrometer in our laboratory. Possibly this same one could be modified and used. In the high resolution mode, the spectrometer is suited for complete analysis of HDPE patterns as implied in Chapter 4. Therefore, it may be necessary from an experimental viewpoint to concentrate effort on HDPE and its variations rather than LDPE.
4. We have seen that the onset of fiber morphology begins at a strain depending upon various factors including the crystal and amorphous thicknesses. A mechanism of deformation in which the lamellae fracture into mosaic blocks after the amorphous tie chains are fully extended has been suggested here. In order to test this more fully, use of samples of controlled molecular weight and narrow molecular weight distributions such as those prepared by Mandelkern (145-148) could be studied. Crystalline lamellae and amorphous interlamellae thicknesses could be discerned by application of the Hosemann SAXS model and the nature of the interlamellar tie chain could be characterized possibly by infrared or nuclear magnetic resonance studies. Its influence on the deformation characteristics could
then be discerned. Since there is already some experience gained in our laboratory with these samples, the interpretation of the findings would be simplified $(123,149,150)$.
5. Another powerful advantage of the ORNL spectrometer is its ability to rapidly obtain data acquired either over one interval of time or in short bursts of the order of seconds. This suggests the possibility of following the time dependence of deformation either in relaxation experiments such as those of Stein and his associates (3,151-153) or in dynamic experiments where the electromagnetic response is compared to a mechanically oscillating input (see, e.g., 3,151-153).

The time dependence of spherulite deformation has been studied by Erhardt and Stein (154-156) using a high speed stretching apparatus whose speeds could be varied from 500 to $4000 \mathrm{in} / \mathrm{min}$ in conjunction with a high speed camera to record SALS pictures during the deformational process. They concluded that the velocity of spherulite deformation was of the same order of magnitude as that of the sample straining within the strain rates studied, i.e., no spherulite relaxation processes could be detected with regard to the spherulite as a whole. The rheo-optics of crystalline orientation in various polymeric systems has been studied as mentioned above. For the present work, results of Stein, et al. (152), and Fukui, et al. (157), are particularly interesting. Stein observed the temperature dependence of the orientations of the $a, b$ and $c$ axes of polyethylene from WAXD experiments. Replotting data of Figure 26 in Reference 152 to yield the time at which orientation is a maximum, one obtains the results given in Figure 55. A sharp increase in time for the
b-axis orientation is evident with decreasing temperature. Since the b -axis is aligned along the radius of the spherulite or parallel with the long axis of the lamella, the result suggests a similar dependence for lamella orientation. Fukui has shown a similar result and his Figure 2 is plotted in the same way as Figure 55 above (see Figure 56). His data was obtained using infrared measurements and the samples were annealed to a greater degree than in the Stein work. Relaxation times are much longer but a similar trend is observed. Relaxation times of the order of seconds are evident. The results suggest similar studies using the ORNL facility. Hence, the time dependent behavior of lamellae can be compared to crystallographic axes and suitable deformation mechanisms suggested and compared to existing ones. A variable temperature sample chamber would have to be designed and constructed for this purpose.

For dynamic experiments a variable temperature sample chamber equipped with stress and strain transducers capable of fitting into the evacuated sample chamber of the ORNL spectrometer would, again, have to be designed and constructed. This would require sophisticated, miniaturized mechanical and electrical components. Hendricks has suggested to us that he can control the detector to turn on and off at the very short times involved in sinusoidally straining the sample.
6. In the analysis of SAXS data a relatively new treatment of the direct analysis of curves has been presented by Strobl $(119,158)$. Without the use of model calculations, parameters such as lamellar thickness, c,
and its distribution, the volume fraction of the two phases, the electron density defect per square unit of lamellar interface, and the boundary layer thickness distribution can be obtained. The mathematics is based on the assumption that the interference and structure factor curves can be separated uniquely since fluctuations in $c$ are of the order of $1 / c$. The reader is referred to the appropriate references cited for details of the mathematics.

Results obtained for polyethylene are remarkably good, suggesting densities for crystalline and amorphous phases in HDPE in line with literature values, but for LDPE a lower crystalline density is reported ( $\rho_{c}{ }^{\prime}=0.967 \mathrm{~g} / \mathrm{cm}^{3}$ versus $1.003 \mathrm{~g} / \mathrm{cm}^{3}$ ) and only a slightly different amorphous density ( $\rho_{a}^{\prime}=0.85 \mathrm{~g} / \mathrm{cm}^{3}$ versus $0.86 \mathrm{~g} / \mathrm{cm}^{3}$ ). This result suggests the defective nature of the crystalline phase in LDPE and $i$ ts ramifications as to mechanistic differences in deforming LDPE and HDPE. The detailed mathematical procedure could be applied to the data for stretched samples and $\rho_{c}$ ' and $\rho_{a}{ }^{\prime}$ obtained directly. The procedure must first be rigorously analyzed for application to deformed systems.
7. Finally, additional insight may be gained as to the deformation mechanisms of semi-crystalline polymers by the coupling of SALS and swelling experiments. Since the intensity of scattering ( $H_{v}$ mode) for the unswollen polymer, $I_{u}$, is proportional to $V_{0}{ }^{2}\left(\alpha_{1}-\alpha_{2}\right)_{0}{ }^{2}$ where $V_{0}$ is the volume of a spherulite, swelling by an amount $q_{s}$ with an appropriate solvent will change the scattered intensity $I_{s}$ by

$$
I_{s}=q_{s}^{2} v_{0}^{2}\left[\left(\alpha_{1}-\alpha_{s}\right)_{0}^{2} / q_{s}^{2}\right]
$$

Thus, by cancellation of $q_{s}$ terms we can see that there is no change in scattered intensity, a prediction which has only some preliminary verification (159), but needs further study. Also, since the volume goes as $R^{3}$ where $R$ is the spherulite radius, swelling should change the $R$ as $\left(q_{s}\right)^{1 / 3}$. If we allow the sample to swell by $10 \%$ or $q_{S}=1.1$, then the radius will increase by about $3 \%$. Photographic SAXS obviously does not contain the precision necessary for this determination. However, careful use of the optical multichannel analyzer (OMA) (see Reference 160) should increase the precision. Also, studies at higher temperatures where swelling would presumably increase would be beneficial.

The above simplified analysis has assumed that effects due to amorphous orientation and form birefringence effects are negligible. Deviations from the predictions noted above could be indicative of these effects. Form birefringence especially could be studied using solvents of differing refractive indicies at constant $q_{s}$. Constant $q_{S}$ could be obtained for different solvents by either varying the time of swelling, varying the temperature or using mixed solvent pairs.

## CAPTIONS FOR TABLES

1. Comparison of SAXS theories of Hosemann, Vonk and Tsvankin/ Buchanan.
2. Physical characterization properties of samples studied.
3. Sample preparation conditions.
4. Geometry of Rigaku-Denki SAXS slit spectrometer.
5. Settings for DAC Model 200 spectrometer.
6. Weighting factors versus slit heights used in desmearing calculations.
7. Correlation function tables. Explanation and use described on page 90.
8. Analysis of LDPE,SC by Tsvankin/Buchanan theory.
9. Analysis of HDPE by Tsvankin/Buchanan theory.
10. Labarbe results for LDPE,SC.
11. Analysis of LDPE,SC by Hosemann theory. (a) $\psi=0^{\circ}$, (b) $\psi=90^{\circ}$.
12. Analysis of HDPE by Hosemann theory.
13. Crystallinities from densities and WAXD.
14. Invariant analysis for LDPE in swollen and uriswollen IDPPE. Caiculated values included.
15. Invariant for HDPE from ORNL spectrometer. Calculated values included.
16. Analysis of parallel lamellar sheets via Hosemann scheme.
17. SAXS parameters and observations for the special morphology sample.
18. Effect of $F(\psi)$ on intensity parameters.
19. Results of HDPE applied to Wang calculations.
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TABLE 1

## TABLE 2

| Physical Properties | MPE200/17942 <br> (HDPE) | $\begin{array}{r} \text { M8011 } \\ \text { (LDPE) } \\ \hline \end{array}$ |
| :---: | :---: | :---: |
| Density ( $\mathrm{gm} / \mathrm{cm}^{3}$ ) | 0.9516 | 0.9254 |
| Melt Flow $\left(\mathrm{MI}_{10}\right)^{1}$ | 4.4 | 2.9 |
| Elongation at Yield (\%) | 12.3 | - |
| $\mathrm{CH}_{3} / 100$ | $0.29^{2 a}$ | $\sim 4.5^{2 b}$ |
| $M_{n}^{3}$ | 15,500 | 15,000 |
| $M_{W}^{3}$ | 163,000 |  |
| $M_{w} / M_{n}$ | 10.5 | 11.5 |

1. ASTM-D-1238.

2a. By infrared.
2b. Estimate via density.
3. By gel permeation chromatography.

## TABLE 3

$$
\begin{aligned}
& \text { MPE200/ M8011 } \\
& 17942 \\
& \text { (541A,B, 542Q) } \\
& T_{m}\left({ }^{\circ} \mathrm{C}\right)^{\star} \quad 120-140 \\
& \text { 130-140 } \\
& t_{m}(\min ) \quad 15 \\
& \text { *Subscripts } m \text { and } p \text { refer to melting (plates } \\
& \text { together with minimum pressure applied) and } \\
& \text { pressing (12000 psi added stepwise), respectively. } \\
& { }^{+} \text {Actual thicknesses used in calculations may } \\
& \text { vary somewhat due to sample variations. These } \\
& \text { are clearly noted. }
\end{aligned}
$$

## TABLE 4

|  | Slit Number |  |  | Slit Number |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Target to | 1 | $\underline{2}$ | 3 | Sample | 4 | - | Detector |
| Distance in (mm) | -5.2 | +190 | 245 | 265 | 535 | 575 | 580 |
| Slit Widths (mm) | 0.10 | 0.10 | 0.18 | - | 0.1 |  |  |

## TABLE 5

DAC Model 200 Spectrometer Settings *

$$
\begin{gathered}
H_{V}=1100 \text { Volts } \\
\text { Baseline }=100 \text { Volts } \\
\text { Window }=700 \text { Volts } \\
\text { Time Constant }=0.5 \\
\text { Gain }\left\{\begin{array}{l}
\text { Coarse } 16 \text { Volts } \\
\text { Fine } 2 \text { Volts }
\end{array}\right.
\end{gathered}
$$

## TABLE 6

Slit Length $W(0)$ ..... p
$S_{1}, S_{2}, S_{5}$
10 mm 11.01 ..... 19.51
4 mm ..... 27.52 ..... 48.78
2 mm 55.04 ..... 97.56
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| $8 t^{\circ} 0$ |  | $09^{\circ} 0$ |  | $19^{\circ} 0$ |  | $6^{\circ} 0$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 980＊0 | $99{ }^{\circ} 0$ | $8 \angle 0^{\circ} 0$ | $\angle g \varepsilon^{\circ} 0$ | ZLL．0 | 6カカ・0 |  |
| $96^{\circ} 0$ |  | $\angle D^{\circ} 0$ |  | $96^{\circ} 0$ |  | $L^{\circ} 0$ |
| －LL｀0 | $\left\lfloor\varepsilon \varepsilon^{\circ} 0\right.$ | GLL＇0 | $6 L \square^{\circ} 0$ | $\varepsilon L Z^{\circ} 0$ | LOG ${ }^{\circ}$ |  |
| $8 大^{\circ} 0$ |  | $\angle t^{\circ} 0$ |  | $\underbrace{9 t^{\circ} 0}$ |  | $9^{\circ} 0$ |
| $2 L Z^{\circ} 0$ | Oで＊ | $\angle 82^{\circ} 0$ | $609^{\circ} 0$ | $\downarrow \mathcal{\square} \cdot 0$ | G $\angle 9^{\circ} 0$ |  |
| $09^{\circ} 0$ |  | $8 t^{\circ} 0$ |  | $9 大^{\circ} 0$ |  | $\varepsilon^{\circ} 0$ |
| $\rightarrow \angle \varepsilon^{\circ} 0$ | OLG＊ | $26 大^{\circ} 0$ | $089^{\circ} 0$ | $699^{\circ} 0$ | $979^{\circ} 0$ |  |
| $99^{\circ} 0$ |  | $\varepsilon g \cdot 0$ |  | $6 t^{\circ} 0$ |  | $L^{\circ} 0$ |
| $\overline{9^{\circ} 0}$ |  | $\overline{\varepsilon \cdot 0}$ |  | $1 \cdot 0$ |  | $8 \backslash^{2} 8$ |


| $\begin{aligned} & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & \stackrel{\infty}{0} \\ & \dot{0} \tilde{0} \end{aligned}$ | \% |
| :---: | :---: | :---: |
|  | $\bigcirc$ | $\bigcirc$ |
|  | ${\underset{\sim}{0}}^{\circ}$ | ${ }_{\sim}^{n} 0^{\circ}$ |
|  | $\dot{\circ}$ | $\bigcirc$ |

0.25
$0.203 \quad 0.260$
0.696
$0.196 \quad 0.180$
0.600
$0.187 \quad 0.122$
0.509
$0.174 \quad 0.073$
0.486
0.
$0.159 \quad 0.038$
0.444

|  | $\begin{gathered} \stackrel{O}{1} \\ 0 \end{gathered}$ | $\begin{aligned} & \frac{\sim}{m} \\ & 00 \\ & 00 \\ & \frac{0}{0} \\ & \frac{0}{0} \end{aligned}$ | $\begin{aligned} & \stackrel{\sim}{\sim} \\ & \stackrel{1}{0} \\ & 0 \\ & \stackrel{\sim}{\circ} \\ & \stackrel{0}{\circ} \\ & \stackrel{0}{0} \end{aligned}$ | $\begin{aligned} & \stackrel{\pi}{0} \\ & \dot{0} \\ & \text { m } \\ & \stackrel{0}{\circ} \\ & \dot{0} \end{aligned}$ | $\begin{aligned} & \stackrel{\infty}{\circ} \\ & \stackrel{\sim}{0} \\ & \stackrel{\sim}{m} \\ & \stackrel{0}{0} \\ & \stackrel{0}{0} \end{aligned}$ | $\begin{aligned} & \stackrel{\pi}{0} \\ & \dot{0} \\ & \stackrel{m}{\sigma} \\ & \stackrel{n}{0} \\ & \stackrel{0}{0} \end{aligned}$ | $\begin{aligned} & \dot{0} \\ & \dot{0} \\ & \dot{0} 0_{0}^{2} \\ & \stackrel{0}{0} \\ & \frac{0}{0} \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\stackrel{i n}{0} \mid$ | $\begin{aligned} & \stackrel{n}{0} \\ & \dot{m} \\ & \dot{0} \\ & \stackrel{\sim}{0} \\ & \stackrel{0}{0} \\ & 0 \end{aligned}$ |  | $\begin{aligned} & \stackrel{n}{ } \\ & \dot{0} \stackrel{n}{0} \\ & \text { mo } \\ & \stackrel{0}{-} \end{aligned}$ | $\begin{aligned} & \stackrel{ \pm}{\square} \\ & \dot{0} 0 \\ & \ddot{\circ} \\ & \stackrel{0}{\circ} \\ & \stackrel{0}{0} \end{aligned}$ |  |  |
|  | 여잉 | $\begin{aligned} & \underset{\sim}{\underset{\sim}{*}} \\ & \dot{\circ}: \infty \\ & {\underset{\sim}{0}}_{0}^{0} \\ & \dot{0} \end{aligned}$ | $\begin{aligned} & \tilde{\sim} \\ & \dot{m} \\ & \dot{0} \\ & \stackrel{\pi}{\dot{O}} \\ & \dot{0} \end{aligned}$ |  | $\begin{aligned} & \frac{-}{m} \\ & \dot{0} \\ & \stackrel{m}{m} \\ & \underset{\sim}{-} \\ & \dot{0} \end{aligned}$ |  | $\begin{aligned} & \infty \\ & \stackrel{\infty}{0} \\ & \dot{0} \tilde{m} \\ & \underset{\sim}{n} \\ & \stackrel{0}{\circ} \\ & \dot{0} \end{aligned}$ |
|  | $\mid$ |  | $\begin{aligned} & \stackrel{n}{m} \\ & \dot{m} \\ & 0 \infty \\ & \sim_{0}^{\infty} \\ & \stackrel{0}{0} \\ & \stackrel{0}{0} \end{aligned}$ | $\begin{aligned} & \stackrel{\infty}{\sim} \\ & \dot{0} \underset{\sim}{\sim} \\ & \stackrel{0}{0} \\ & \stackrel{0}{0} \end{aligned}$ | $\begin{aligned} & \stackrel{\circ}{\circ} \\ & \dot{0} \dot{\sim} \\ & \stackrel{\circ}{\sim} \\ & \stackrel{n}{-} \\ & \stackrel{0}{0} \end{aligned}$ |  | $\begin{aligned} & \bar{\circ} \\ & \dot{0} \\ & \stackrel{n}{0} \\ & \text { no } \\ & \stackrel{0}{\circ} \\ & \dot{0} \end{aligned}$ |
|  | $\frac{\infty^{\sigma}}{\infty^{0}}$ | $\begin{aligned} & \text { ® } \\ & \stackrel{0}{0} \end{aligned}$ | $\stackrel{\circ}{\div}$ | $\stackrel{\llcorner }{\stackrel{\circ}{0}}$ | $\stackrel{\stackrel{\rightharpoonup}{\sim}}{\stackrel{1}{\circ}}$ | $\stackrel{\sim}{\stackrel{\sim}{\circ}}$ | $\stackrel{\bigcirc}{\circ}$ |

0.30
0.220 .28
0.08





|  | $\left.\begin{gathered} 10 \\ 0 \\ 0 \end{gathered} \right\rvert\,$ | $\begin{aligned} & \tilde{\sim} \\ & \tilde{m} \\ & \dot{0} \frac{\infty}{6} \\ & \underset{\sim}{0} \\ & \tilde{0} \end{aligned}$ | $\begin{aligned} & \stackrel{0}{\sim} \\ & \stackrel{\infty}{\circ} \\ & \stackrel{0}{\circ} \\ & \stackrel{\circ}{\circ} \\ & \stackrel{0}{0} \\ & \dot{0} \end{aligned}$ | $\begin{aligned} & \stackrel{\infty}{\infty} \\ & \dot{0} \frac{0}{5} \\ & \stackrel{0}{5} \\ & N \\ & \stackrel{0}{0} \end{aligned}$ | $\begin{aligned} & \stackrel{\infty}{m} \\ & \dot{0}-\underset{\sim}{N} \\ & \underset{\sim}{m} \\ & \stackrel{+}{\sim} \\ & \dot{0} \end{aligned}$ |  | $\stackrel{\circ}{\circ}$ $\dot{\circ} \dot{G}$ $\AA^{\circ}$ ロ 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\underset{\sim}{\Sigma}$ $\pi$ $\sim$ $\sim$ $\pi$ 0 | $\begin{gathered} 0 \\ \stackrel{1}{\mid} \end{gathered}$ | $\begin{aligned} & \stackrel{i n}{m} \\ & \stackrel{\infty}{0} \frac{\infty}{6} \\ & \stackrel{N}{0} \\ & \underset{\sim}{0} \\ & 0 \end{aligned}$ | $\begin{aligned} & \infty \\ & \sim \\ & \sim \\ & 0 \\ & 0 \\ & \sim \\ & \sim \\ & \stackrel{\infty}{m} \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & \stackrel{m}{N} \\ & \dot{0} .8 \\ & 1 \\ & 0 \\ & 0 \\ & 0 \\ & \sim \\ & 0 \\ & 0 \end{aligned}$ |  |  | $\stackrel{6}{6}$ <br>  |
|  | $\stackrel{\sim}{\curvearrowleft} \underset{0}{0} \mid$ |  |  |  |  | $\begin{aligned} & \stackrel{\sim}{\sim} \\ & \dot{0} \cdot \stackrel{0}{\sim} \\ & \underset{\sim}{\sim} \\ & \stackrel{\sim}{\sim} \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & n \\ & \infty \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & \text { no } \\ & \underset{\sim}{\sim} \\ & \underset{\sim}{0} \end{aligned}$ |


| $\stackrel{0}{0}$ | $\stackrel{m}{\sim}$ | $\underset{\sim}{\sim}$ | ¢ | ミ | $\stackrel{\infty}{\sim}$ | \% |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $0$ | $\bigcirc$ | $0 \dot{F}$ | $\dot{0}$ | - | - $\frac{m}{m}$ |
|  | $\underset{\sim}{m}{ }^{m}$ | ${\underset{m}{m}}^{\circ}$ | $\underset{\sim}{\underset{m}{m}}$ | mo | $-0^{\circ}$ | م |
|  | $\dot{\circ}$ | $\dot{\circ}$ | $\dot{0}$ | 0 | $\bigcirc$ | 0 |


|  |  | N | $\infty_{0}^{\infty}$ | $\stackrel{10}{\sim}$ | $\begin{aligned} & \text { on } \\ & \text { in } \end{aligned}$ | O |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 20 | $08$ | $0 \frac{0}{j}$ | $\circ \frac{m}{m}$ | $0 \stackrel{0}{9}$ | $0 \times \mathrm{M}$ | - ¢ |
| $0 \cdot 1$ | $\underset{\sim}{m}$ | $\underset{\sim}{m}$ | ${\underset{m}{m}}^{\circ}$ | ${\underset{\sim}{\sim}}^{\circ}$ | ${ }^{\circ} 0^{\circ}$ | $\sim_{\sim}^{\infty}$ |
|  | $\bigcirc$ | ${ }^{\circ}$ | $\dot{\circ}$ | $\bigcirc$ | . | $\dot{0}$ |

$B_{c} \backslash B_{a}$
0.05
0.10
0.15
0.20
0.25

|  | $\begin{aligned} & \text { SSt•0 } \\ & \varepsilon \angle 0^{\circ} 0 \quad 9 L Z \cdot 0 \end{aligned}$ |  |  | $\begin{aligned} & \varepsilon 6 \varepsilon \cdot 0 \\ & H L \circ 0 \quad \varepsilon 0 \varepsilon \cdot 0 \end{aligned}$ |  | $0 \varepsilon^{\circ} 0$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{aligned} & 19 t^{\circ} 0 \\ & \varepsilon L L^{\circ} \quad Z \angle Z \cdot 0 \end{aligned}$ |  | $\stackrel{\angle O t \cdot 0}{\varepsilon 91.0}+\quad+\varepsilon \varepsilon .0$ | $\begin{aligned} & 89 \varepsilon^{\circ} 0 \\ & \angle 8 L^{\circ} 0 \quad 0 \angle \varepsilon \cdot 0 \end{aligned}$ | 92.0 |
|  | $\begin{aligned} & 16 t^{\circ} 0 \\ & \angle t \cdot 0 \\ & 082 \cdot 0 \end{aligned}$ |  | $\begin{aligned} & \angle G L \cdot 0 \quad \angle \varepsilon \varepsilon \cdot 0 \end{aligned}$ |  | $\begin{aligned} & 6 \angle \varepsilon \cdot 0 \\ & \dagger 82^{\circ} \cdot 000 t \cdot 0 \end{aligned}$ | $02 \cdot 0$ |
| $\begin{gathered} 829^{\circ} 0 \\ 0 \angle L \cdot 0 \quad 862 \cdot 0 \end{gathered}$ | $\begin{gathered} 219.0 \\ 96 L^{\circ} 0^{\circ} \text { OZع. } \end{gathered}$ | $\begin{gathered} 0 L G \cdot 0 \\ L \varepsilon \Sigma^{\circ} 0^{\circ} \quad \dagger \vdash \varepsilon \cdot 0 \end{gathered}$ | $\begin{aligned} & 06 t^{\circ} 0 \\ & 982 \cdot 0 \quad 力 \angle \varepsilon \cdot 0 \end{aligned}$ |  | $\begin{aligned} & 20 t^{\circ} 0 \\ & 9 \angle t \cdot 0 \quad 02 t \cdot 0 \end{aligned}$ | GL｀0 |
| $\begin{gathered} 8 G S \cdot 0 \\ 6 L Z^{\circ} \cdot{ }^{\circ} \angle \varepsilon \varepsilon \cdot 0 \end{gathered}$ |  | $\begin{gathered} 97 S \cdot 0 \\ \angle 0 \varepsilon \cdot 0^{\circ} 08 \varepsilon \cdot 0 \end{gathered}$ |  | $\begin{aligned} & 06 \sigma^{\circ} 0 \\ & \angle \angle \nabla^{\circ} 0^{1} \quad 12 \nabla^{\circ} 0 \end{aligned}$ |  | OL｀0 |
| $\begin{gathered} 600 \cdot 0 \\ 092^{\circ} \cdot{ }^{\circ} \quad 1 \angle \varepsilon \cdot 0 \end{gathered}$ | $\begin{gathered} 209 \cdot 0 \\ 20 \varepsilon \cdot{ }^{2} \quad 98 \varepsilon \cdot 0 \end{gathered}$ | $\begin{aligned} & 86 s^{\circ} 0 \\ & \varepsilon 9 \varepsilon^{\circ}<0 t^{\circ} 0 \end{aligned}$ | $\begin{aligned} & 699^{\circ} 0 \\ & 29 t^{\circ} 0^{12 \sigma^{\circ}} 0 \end{aligned}$ | $\begin{gathered} t S S \cdot 0 \\ 28 S^{\circ} 0^{82 t \cdot 0} \end{gathered}$ | $\begin{aligned} & 00 S^{\circ} 0 \\ & 1 \varepsilon \angle \cdot 0 \quad 62 t \cdot 0 \end{aligned}$ | 90.0 |
| $\overline{0 \varepsilon^{\circ} 0}$ | $\overline{92 * 0}$ | $\overline{02 \cdot 0}$ | $\overline{91 \cdot 0}$ | $\overline{01.0}$ | $\overline{90} 0$ | ${ }^{\text {eg }}$ \} { } ^ {  g  } |
|  |  |  |  |  |  |  |


(Gaussian)
0.20
$0.484 \quad 0.371$
0.563
$0.442 \quad 0.318$
0.524
$0.390 \quad 0.245$
0.505
0.487
0.483
0.345
$0.303 \quad 0.134$
0.468
0.267
0.460






$$
\begin{aligned}
& B_{c} \backslash B_{a} \\
& 0.05
\end{aligned}
$$

$$
\begin{gathered}
\underline{0.05} \\
0.538 \quad 0.752 \\
0.500 \\
0 \\
0.533 \quad 0.608 \\
0.460 \\
\\
0.509 \quad 0.453 \\
0.426
\end{gathered}{ }^{0} \begin{gathered}
0.472 \\
0.412
\end{gathered}
$$


0.5330 .610
$0.5355^{0}$
0.5730 .510
0.495




 0.5130 .510
0.495



0.10
$\stackrel{\curvearrowleft}{\circ}$
0.20
0.25
0.30

$$
\begin{gathered}
0.3460 .125 \\
0.408
\end{gathered}
$$

$$
\begin{gathered}
0.4760 .404 \\
0.515
\end{gathered}
$$



$$
\begin{gathered}
0.3000 .112 \\
0.440
\end{gathered}
$$


0.25
$0.530 \quad 0.281$
0.525
$0.460 \quad 0.244$
0.512
$0.397 \quad 0.193$
0.500
$0.343 \quad 0.157$
0.495

| LLOO | $990^{\circ} 0$ |
| :---: | :---: |
| LIL.O OOE.O |  |
| $\begin{gathered} 18 t^{\circ} 0 \\ 0.0 \\ 0 \end{gathered}$ |  |
|  | $\begin{aligned} & 98 t^{\circ} 0 \\ & \mathrm{LSZ} \cdot 0^{0 S t \cdot 0} \end{aligned}$ |
| $\begin{aligned} & 00 \mathrm{O} \cdot 0 \\ & 6 \Omega \cdot 0 \quad \text { LS } \cdot 0 \end{aligned}$ | $\begin{aligned} & 96 t^{\circ} 0 \\ & L \nabla \varepsilon^{\circ} \mathrm{GLG} \cdot 0 \end{aligned}$ |
| $\begin{gathered} 2 L G \cdot 0 \\ 9 z \varepsilon \cdot 0^{\angle L S \cdot 0} \end{gathered}$ | $\begin{aligned} & 0 L G \cdot 0 \\ & L \varepsilon t^{\circ} \quad 989 \cdot 0 \end{aligned}$ |
|  | $\begin{gathered} 225 \cdot 0 \\ 86 \cdot 0 \quad 8+9 \cdot 0 \end{gathered}$ |
| $02 \cdot 0$ | $\overline{\mathrm{GI}} \mathrm{O}$ |
| (ue!ssney) | ${ }^{\text {c }}$ g $69 t \cdot 0=\phi$ |


| 0.10 |
| :---: |
| $\begin{gathered} 0.7210 .460 \\ 0.520 \end{gathered}$ |
| $\begin{gathered} 0.658{ }_{0.594}^{0.545} \end{gathered}$ |
| $\begin{array}{cc} 0.585 & 0.426 \\ 0.480 \end{array}$ |
| $\begin{gathered} 0.5150 .312 \\ 0.466 \end{gathered}$ |
| $\begin{array}{cc} 0.455 & 0.220 \\ 0.562 \end{array}$ |
| $\begin{array}{cc} 0.405 & 0.153 \\ 0.459 \end{array}$ |


| $B_{c} \backslash B_{a}$ | 0.05 |
| :---: | :---: |
| 0.05 | $\begin{array}{cc} 0.784 \quad 0.772 \\ 0.500 \end{array}$ |
| 0.10 | $\begin{gathered} 0.7210 .639 \\ 0.485 \end{gathered}$ |
| 0.15 | $\begin{array}{cc} 0.467 & 0.493 \\ 0.471 \end{array}$ |
| 0.20 | $\begin{gathered} 0.5870 .357 \\ 0.461 \end{gathered}$ |
| 0.25 | $\begin{gathered} 0.522 \quad 0.251 \\ 0.456 \end{gathered}$ |
| 0.30 | $\begin{gathered} 0.4710 .174 \\ 0.452 \end{gathered}$ |

0
0
0








$0.270 \quad 0.091$
0.48


$\frac{\infty^{\sigma}}{\infty^{0}}$
$\stackrel{n}{0}$
0.10
$\stackrel{\curvearrowleft}{\circ}$
0.20
0.25
0.30

TABLE 8
LDPE, SC

| Strain | $\psi(p)$ | $\left.\begin{array}{c} \phi_{C} \\ \pm \\ \hline \end{array} 0.02\right)$ | $\underline{x_{m}}$ | d $\left(\begin{array}{l}\text { ( }\end{array}\right.$ |  | c $\left(\begin{array}{l}\text { ( } \\ \hline\end{array}\right.$ | a ( ${ }^{(1)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1.0 | 0.43 | 0.475 | 1.21 | 123 | 149 | 71 | 78 |
| $\psi=90^{\circ}$ |  |  |  |  |  |  |  |
| 1.1 | 0.37 | 0.51 | 1.21 | 130 | 157 | 80 | 77 |
| 1.2 | 0.38 | 0.50 | 1.21 | 134 | 162 | 81 | 81 |
| 1.3 | 0.45 | 0.46 | 1.21 | 140 | 169 | 78 | 91 |
| 1.4 | 0.41 | 0.48 | 1.21 | 147 | 179 | 85 | 94 |
| 1.5 | 0.53 | 0.43 | 1.21 | 143 | 173 | 74 | 99 |
| 1.6 | 0.50 | 0.44 | 1.21 | 140 | 169 | 74 | 95 |
| 1.87 | 0.42 | 0.48 | 1.21 | 140 | 169 | 81 | 88 |
| $\psi=0^{\circ}$ |  |  |  |  |  |  |  |
| 1.1 | 0.40 | 0.49 | 1.21 | 106 | 128 | 63 | 65 |
| 1.2 | 0.42 | 0.48 | 1.21 | 103 | 125 | 60 | 65 |
| 1.3 | 0.41 | 0.48 | 1.21 | 96.4 | 117 | 56 | 61 |
| 1.4 | 0.41 | 0.48 | 1.21 | 94.6 | 114 | 55 | 59 |
| 1.5 | 0.41 | 0.48 | 1.21 | 90.7 | 110 | 53 | 47 |
| 1.6 | 0.38 | 0.50 | 1.21 | 88.1 | 107 | 53 | 54 |
| 1.87 | 0.40 | 0.49 | 1.21 | 81.1 | 98 | 48 | 50 |

TABLE 9
HDPE, SC

| Strain | $\psi(\mathrm{p})$ | $\begin{gathered} \phi_{c} \\ \pm \pm 0.02) \\ \hline \end{gathered}$ | $\chi_{\text {x }}$ |  | $\underline{x_{m}{ }^{\text {d }}(A)}$ | $c\left(\begin{array}{l} 0 \\ \mathrm{~A}) \\ \hline \end{array}\right.$ | $\mathrm{a}(\mathrm{O})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1.0 | 0.39 | 0.49 | 1.21 | 270 | 327 | 160 | 167 |
| $\psi=90^{\circ}$ |  |  |  |  |  |  |  |
| 1.25 | 0.41 | 0.48 | 1.21 | 285 | 345 | 166 | 179 |
| $\psi=0^{0}$ |  |  |  |  |  |  |  |
| 1.25 | 0.37 | 0.51 | 1.21 | 257 | 311 | 158 | 153 |

> TABLE 10
> LDPE, SC
> (From Labarbe, et a1.)


| $\psi=0^{0}$ |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1.1 | 0.46 | 1.18 | 132.5 | 157 | 72 | 85 |
| 1.2 | 0.47 | 1.18 | 132.5 | 157 | 74 | 83 |
| 1.3 | 0.46 | 1.18 | 131 | 155 | 71 | 84 |
| 1.4 | 0.46 | 1.19 | 110 | 131 | 60 | 71 |
| 1.5 | 0.46 | 1.19 | 102 | 121 | 55 | 66 |
| 1.6 | 0.45 | 1.19 | 102 | 121 | 55 | 66 |

$$
\begin{aligned}
&
\end{aligned}
$$

$$
\begin{aligned}
& \begin{array}{l|lllll}
\text { OSN } \\
\text { UN in in in in in in } & \infty & \text { in }
\end{array}
\end{aligned}
$$

$$
\begin{aligned}
& \begin{array}{llllllll}
\because & 00 & 0 & 0 & 0 & 0 & 0 & 0 \\
+1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0
\end{array}
\end{aligned}
$$

$$
\begin{array}{c|ccc}
\triangleleft & 10 & \infty & 0 \\
+1 & 0 & 0 & 0 \\
0 & 0 & 0
\end{array}
$$

$$
\underset{\sim}{O §}
$$

প্ল

$$
\bigcirc
$$

○

$$
\left.\begin{array}{r|}
0 \\
z \\
\stackrel{0}{0} \\
+1
\end{array} \right\rvert\, \quad \infty
$$

$$
\begin{array}{ll}
\sigma 1 & \stackrel{p}{\sigma} \\
0
\end{array}
$$

$$
\begin{array}{ll}
m & 0 \\
0 & 0
\end{array}
$$

$$
\text { TABLE } 12
$$

HDPE

$$
\begin{gathered}
\varepsilon 0 \cdot 0 \mp z \varepsilon \cdot 0 \\
\bar{J}_{6}
\end{gathered}
$$

$$
\begin{aligned}
& \text { Ln } \\
& 0 \\
& 0 \\
& +1 \\
& \text { m } \\
& 0
\end{aligned}
$$

$$
\begin{gathered}
\stackrel{2}{0} \\
0 \\
0 \\
+1 \\
\stackrel{1}{2} \\
0 \\
0
\end{gathered}
$$

$$
\begin{array}{ll}
0 & \dot{\infty} \\
0 & \dot{0}
\end{array}
$$

$$
\begin{aligned}
& 10 \\
& \infty \\
& 0
\end{aligned}
$$

$$
\begin{aligned}
& \circ \\
& \infty \\
& 0
\end{aligned}
$$

$$
\begin{array}{c|cc}
\text { óN } \\
\text { r+1 }
\end{array} \quad \text { m } \quad \text { m } \quad \text { in }
$$

응
은

$$
\begin{gathered}
\left(\psi=0^{0}\right) \\
1.25
\end{gathered}
$$

$$
\begin{gathered}
\left(\psi=90^{\circ}\right) \\
1.25
\end{gathered}
$$

TABLE 13

| $\begin{aligned} & \frac{\partial}{x} \\ & \frac{1}{3} \\ & 0 \end{aligned}$ |  |
| :---: | :---: |
|  |  |
|  |  |
|  |  |

$$
\begin{aligned}
& \frac{\phi_{C}(D S C)}{} \\
& 0.42 \pm 0.02 \\
& 0.41 \pm 0.03
\end{aligned}
$$

$$
\begin{gathered}
\overline{(98 \cdot 0}={ }^{e^{\prime}} \\
\left.96 \cdot 0={ }^{\circ}{ }^{\prime}\right) \\
+
\end{gathered}
$$

$0.61 \pm 0.01$
0.58
10 •0 $\mp 8 カ^{\circ} 0$
$0.44 \pm 0.1$
0.41
$\rho^{\prime}\left(\mathrm{gm} / \mathrm{cm}^{3}\right)$
$100^{\circ} 0 \mp \angle 26^{\circ} 0$
$10^{\circ} 0 \mp 26^{\circ} 0$
Sample
LDPE:
S241A
(STowly Cooled)
S42Q
S39Q
Keller Sp. Text.
(Prep. from S39Q)
0.918
TABLE 14
LDPE, SC

Sample State
Unswollen (u)
Swollen (s)
Ratio (s/u)
Unswollen (u)
Swollen (s)
Ratio (s/u)
$\underline{\text { Sample }}$
S40
$\phi_{V}=0.48$
S41B
$\phi_{V}=0.47$

TABLE 15
HDPE, SC

$$
\left\langle\Delta n^{2}\right\rangle \times 10^{4}\left(\mathrm{eu} / \mathrm{A}^{3}\right)^{2}
$$

| Strain | Azimuthal <br> Angle | Experimental |
| :---: | :---: | :---: | | Calculated <br> (Eqn. 71, <br> Table 14) |
| :---: |
| $0 \%$ |


| 『l | O | $\bigcirc$ | $\begin{aligned} & \infty \\ & 0 \\ & 0 \\ & \hline \end{aligned}$ |
| :---: | :---: | :---: | :---: |
| $\begin{array}{cc} \tilde{F} \\ \sigma_{0} & \dot{0} \\ \pm & 1 \end{array}$ | 3 | $\stackrel{\infty}{\sim}$ | $\begin{aligned} & 3 \\ & 0 \end{aligned}$ |
| 001 | 0 | $\bigcirc$ | $\stackrel{\circ}{\circ}$ |
|  | +1 | +1 | +1 |
|  | $\stackrel{\square}{0}$ | $\cdots$ | $\bigcirc$ |



| 0¢m | $\sim$ | $\sim$ | $\stackrel{\sim}{n}$ | $\sim$ |
| :---: | :---: | :---: | :---: | :---: |
| Of <br> ס¢ | $\infty$ $\sim$ $\sim$ | $\stackrel{\sim}{\circ}$ | $\stackrel{\sim}{\sim}$ | $\stackrel{i n}{\sim}$ |
|  | $\bigcirc$ |  | $\stackrel{\sim}{\sim}$ | $\stackrel{\square}{\circ}$ |

$\frac{\text { Parameter }}{\Sigma I(X, Y)^{a}}$
$I\left(\psi=0^{0}\right)^{b}$
Meridional Spread ${ }^{c}$
$\langle N\rangle$ Hosemann ${ }^{d}$
**Slight decrease accounted for on basis of change in linear crystallinity; therefore,
for this argument, essentially constant.
*An increase would be predicted if microvoid formation were included.
${ }^{\text {a }}$ Chapter 4, Section A5; ${ }^{\text {b }, ~}{ }^{\text {chenapter } 2 ;}{ }^{c}$ Reference 31 , p. 334 .

TABLE 18

| $\lambda_{S}$ | $\left\langle\Delta n^{2}\right\rangle_{r e l}$ | $F\left(90^{\circ}\right)$ | $\underline{\Delta \eta^{2}}{ }^{2} \times F$ |
| :---: | :---: | :---: | :---: |
| 1.0 | 1.0 | 1.0 | 1.0 |
| 1.1 | 0.86 | 1.6 | 1.38 |
| 1.25 | 0.66 | 2.2 | 1.45 |
| 1.4 | 0.46 | 2.55 | 1.17 |

## TABLE 19

|  | Strains |  | $\begin{aligned} & \text { Stresses } \\ & 0^{10} \text { dynes } / \mathrm{cm}^{2} \end{aligned}$ |  |
| :---: | :---: | :---: | :---: | :---: |
| Orientations | ${ }^{\varepsilon} \mathrm{r}$ |  | ${ }^{\text {or }}$ | $\underline{\theta}$ |
| $0^{0}$ | 0.25* | -0.02* | 0.96 | -0.6 |
| $90^{\circ}$ | -0.02* | $0.04{ }^{+}$ | -0.28 | 1.05 |

*From SALS
${ }^{+}$From SAXS, Table 12

## CAPTIONS FOR FIGURES

1. Lamellae for which stress is (a) perpendicular, (b) parallel, and (c) at an angle to the lamellae planes.
2. SAXS photograph from LDPE stretched to elongation ratios, $\lambda_{S}$, given. Stretch direction, S.D., as shown.
3. Graphic representation of the distribution of points in a linear paracrystalline lattice. From Reference 33.
4. Random arrangement of lamellar "clusters".
5. Electron density profile including finite transition thickness, E. $\rho_{c}$ and $\rho_{a}$ are electron densities of the crystalline and amorphous regions, respectively.
6. Intensity versus number of parallel rods for finite number of parallel rods $(-)$ and for 50 rods with random angular disorder (0). Values of random number limits are shown.
7. Stack of four lamellae, one of which is angularly disordered.
8. Geometry of Rigaku-Denki SAXS spectrometer. Slit mode.
9. Weighting function, $W(u)$ versus $u$ at various slit heights.
10. Schematic of ORNL 10-Meter SAXS spectrometer.
11. Tsvankin/Buchanan calibration curves.
12. Computer generated two-dimensional SAXS contour plots of LDPE,SC at various stages of strain $\lambda_{s}$. For plots $a-h, \lambda_{s}=1.0-1.6$, 1.87, respectively. S.D. horizontal.
13. SAXS contour plot of LDPE, SC before sensitivity, background, and sample transmission corrections.
14. SAXS contour plots for LDPE,Q. For plots $a-d, \lambda=1.0,1.1,1.25$, 1.50, respectively.
15. Ratios of long spacings perpendicular and parallel to strain versus stretch ratios. Affine prediction $\left(M_{1} / M_{2}\right)_{a}$ also included (solid line).
16. Lamella orientation function, $f_{\ell}$, versus strain ratio, $\lambda_{s}$, for LDPE. Affine prediction, solid line, as well as that including lamellar twisting, $n$, given.
17. $H_{V}$ SALS of deformed LDPE,SC. Strain ratio and direction as shown.
18. Spherulite, $\lambda_{3}$, versus sample, $\lambda_{S}$, extension for LDPE, SC from $H_{V}$ SALS.
19. SAXS contour plots for HDPE. For plots $a$ and $b, \lambda_{s}=1.0$ and 1.25, respectively.
20. Background and Lorentz correction effects on unstretched LDPE. Data obtained with ORNL facility. No sensitivity correction applied.
21. SAXS intensity (corrected) versus scattering angle for LUPE,SC. Experimental points are omitted for simplicity. (a) Lamellae perpendicular to strain; (b) lamellae parallel to strain. Stretch ratios: $1.0-1.1--\quad 1.2--, 1.3-1.4$

-     - $1.5-0-, 1.6-0-0-0-$.

22. SAXS intensity (corrected) versus scattering angle for LDPE,Q.
(a) Lamellae perpendicular to strain.
(b) Lamellae parallel to strain. Elongation ratios as shown.
23. SAXS intensity (corrected) versus scattering angle for HDPE. $0^{0}$ and $90^{\circ}$ designate lamellae parallel and perpendicular to strain at $\lambda_{\mathrm{s}}=1.25 .0 \%$ is unstretched sample.
24. Reduced long spacing, $d / d_{0}$, versus strain ration, $L / L_{0}$, for samples studied.
25. SAXS intensity versus scattering angle at various azimuthal angles for LDPE,SC at $30 \%$ strain. Azimuthal angles, $0^{\circ}$-, $10^{\circ}$ 00, $20^{\circ}--\ldots, 30^{\circ}-10^{\circ}-0-0,50^{\circ}-0-0-$ $60^{\circ}---, 70^{\circ}-0-, 80^{\circ}-0-0-0,90^{\circ}-0-0-$.
26. Lorentz corrected curves of Figure 25a.
27. Background subtracted, Lorentz corrected SAXS curves for $30 \%$ stretched LDPE,SC. Curves a-d represent azimuthal angles of 0 , 30, 60 and 90 degrees, respectively. Slit heights: 10 mm -, 4 mm ———, 2 mm ——....
28. Observed Bragg spacing versus slit height at various azimuthal angles.
29. Comparison of corrected intensity versus scattering angle for unstretched LDPE,SC from slit desmeared and joint-like geometry.
30. Same as Figure 29 except $60 \%$ strain. (a) $0^{\circ}$ azimuthal angle, (b) $90^{\circ}$ azimuthal angle.
31. Comparison of Tsvankin/Buchanan fit (points) of corrected intensity versus scattering angle for LDPE,SC unstretched (line). ORNL spectrometer.
32. Same as Figure 31 but for HDPE.
33. Experimental (line) and calculated (points) correlation function of LDPE, SC.
34. Corrected SAXS intensity versus angle for LDPE, SC. Experimental (-), calculated ( ) via Hosemann analysis.
35. (a) Same as 35 but for HDPE.
(b) $\lambda_{S}=1.25, \psi=0^{0}$.
(c) $\lambda_{s}=$ $1.25, \psi=90^{\circ}$.
36. Linear crystallinity versus elongation ratio for LDPE,SC. From application of Hosemann analysis.
37. Reduced long periods, $d / d_{0}$, and amorphous thicknesses, $a / a_{0}$, versus strain ratio, $\lambda_{S}$, for LDPE,SC from Hosemann calculations.
38. Hosemann $N$ versus elongation ratio for LDPE, SC.
39. Corrected SAXS intensity versus scattering angle for swollen and unswollen LDPE.
40. Pood's law plot of HDPE.
41. Total intensity versus strain for LDPE. From ORNL spectrometer.
42. Density versus elongation ratio of LDPE,SC. From hydrostatic weighing.
43. Geometry of parallel lamellar sheets.
44. SAXS three-dimensional perspective plot of parallel lamellar sheet.
45. SAXS contour plot for H29, parallel lamellar morphology.
46. SAXS contour plots for S39 parallel lamellar morphology. Stretch direction perpendicular to lamellar planes. Curves add represent $\lambda_{S}=1.0,1.1,1.25,1.40$, respectively.
47. $\quad f_{\ell}$ versus \% strain for parallel lamellar morphology. Strain perpendicular to lamellar planes.
48. Intensity versus scattering angle for 539 at various strain ratios. $\lambda_{\mathrm{s}}=1.0 —, 1.1--1.25--1.4 \ldots--$.
49. Reduced long periods, $d / d_{0}$, and amorphous thicknesses, $a / a_{0}$, versus strain ratios for parallel lamellar sheets. Affine prediction shown (---).
50. Proposed deformation mechanism. Stretch direction perpendicular to lamellar planes (along z).
51. Tsvankin (135) deformation mechanism.
52. Petraccone (130) deformation mechanism.
53. Proposed deformation mechanism. Stretch direction parallel to lamellar planes (along y).
54. Effect on SAXS from lamellae lying parallel to incident $x$-rays, $I_{0}$, and twisting about the spherulite radius. Tensile, $F_{t}$, and compressive, $F_{c}$, forces are shown as well as crystallographic axes.
55. Temperature versus time at which orientation is maximized. From data of Stein, et al. (152).
56. Temperature versus time at which orientation is maximized. From data of Fukui, et al. (157).
57. Intensities at first $(-)$ and second (---) order maxima versus disorder angle for 50 rods.
58. $F(\psi)$ versus $\psi$ for various elongation ratios, $\lambda_{s}$.
59. Optical diffraction mask. 1.5X magnification of original ( 10 cm ).
60. Computer generated calcomp plot of Figure 59.
61. Optical diffraction apparatus.
62. Optical diffraction analogs (interference) from corresponding masks.
(25)
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GLOSSARY OF SAXS TERMS

| This Work | Hosemann | Vonk | T/B | Meaning |
| :---: | :---: | :---: | :---: | :---: |
| $\bar{x}_{d}, d$ | $z_{n}, \bar{x}_{d}$ | D | c | Long spacing |
| $\bar{x}_{c}, c$ | $x_{n}, \bar{x}_{y}$ | C | a | Crystal thickness |
| $x_{a}, a$ | $y_{n}, x_{z}$ | A | $\ell$ | Amorphous thickness |
| $\bar{x}_{E}, E$ | $\bar{x}_{E}$ | E | $\varepsilon$ | Transition thickness |
| $\lambda$ | $\lambda$ | $\lambda$ | $\lambda$ | X-ray wavelength |
| $\theta$ | $\theta$ | $\theta$ | $\theta$ | Scattering half angle |
| $\stackrel{s}{s},{\underset{\sim}{s}}^{1}$ | $\begin{aligned} & \underset{\sim}{b}, \stackrel{n}{n} \\ & \frac{2 \pi}{\lambda} \sin \theta \end{aligned}$ | $\begin{aligned} & \stackrel{s}{2}_{2 \pi}^{\lambda} \sin \theta \end{aligned}$ | $\begin{aligned} & \stackrel{s}{4}_{4 \pi}^{\lambda} \sin \theta \end{aligned}$ | Scattering vector |
| $\rho_{\alpha}$ | ${ }^{\rho}{ }_{\alpha}$ | ${ }^{\rho}{ }_{\alpha}$ | ${ }^{\rho}{ }_{\alpha}$ | Electron density of phase, $\alpha$ |
| $\rho_{\alpha}{ }^{\prime}$ | - | - | - | Mass density of phase, $\alpha$ |
| $\mathrm{I}, \overline{\mathrm{I}}$ | $\overline{\mathrm{I}}, \mathrm{ISN}$ | i | I | Scattered intensity |
| $F_{\alpha}$ | $F_{\alpha}, f_{\alpha}$ | - | F, A | Structure factors |
| $H_{\alpha}, P_{\alpha}$ | $\mathrm{H}_{\alpha}{ }^{2}$ | $P_{a}, P_{c}{ }^{2}$ | - | Thickness distribution functions |


| $g_{\alpha}, B_{\alpha}$ | $g_{\alpha}$ | $B_{\alpha}$ | - | Thickness distribution <br> parameters |
| :--- | :--- | :--- | :--- | :--- |
| $\overline{\left(\Delta x_{i}\right)^{2}}$ | $\Delta^{2}{ }_{\alpha}$ | - | - | Mean squared electron <br> density fluctuations |
| $\phi$ | - | $\phi$ | $k$ | Linear crystallinity |
| $\phi_{C}, \Phi$ | - | - | - | Volume crystallinity |
| $W_{C}$ | - | - | - | Weight average crystallinity |

[^2]
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## APPENDIX

I. SCATTERING FROM ANGULARLY-DISORDERED RODS

Consider a system of $N_{r}$ rectangular rods whose centers are arranged along a lattice line whose long axes (termed "axes" or "axis") lie perpendicular to the line as shown below.


The length and width of a rod are given by $L_{r}$ and $W_{r}$, respectively, and each rod is identical. We now allow a certain probability that a given rod axis may deviate from the lattice line normal by an angular amount $\pm \psi_{n}$.

The scattering amplitude from a given rod, $E_{n}$, may be calculated from Equation (A-1).

$$
\begin{equation*}
E_{n}=k w_{r} L_{r}\left[\frac{\sin \left(\frac{a_{n} W_{r}}{2}\right)}{\left(\frac{a_{n}}{2}\right)}\right]\left[\frac{\sin \left(\frac{b_{n} L_{r}}{2}\right)}{\left(\frac{b_{n} L_{r}}{2}\right)}\right] \tag{A-1}
\end{equation*}
$$

and $K$ is a constant, and

$$
\begin{align*}
& a_{n}=\left(\frac{2 \pi}{\lambda}\right) \sin \theta \sin \left[\psi_{n}-\mu\right] \\
& b_{n}=\left(\frac{2 \pi}{\lambda}\right) \sin \theta \cos \left[\psi_{n}-\mu\right] \tag{A-2}
\end{align*}
$$

where $\mu$ is the azimuthal angle of observation of the scattered rays and $\lambda$ is the wavelength of the incident monochromatic radiation.

For an array of $N$ lamellae, the scattering amplitude, $E_{N}$, may be represented by

$$
E_{N}=\sum_{n=1}^{N} E_{n} \exp \left[-i k\left({\underset{\sim}{n}}_{n} \cdot \underset{\sim}{s}\right)\right]
$$

where $\underset{\sim}{R}$ is shown in the above figure and is given by

$$
\begin{equation*}
\underset{\sim}{R}=n d \underset{\sim}{j} \tag{A-4}
\end{equation*}
$$

d is the distance between adjacent rod centers, or the long spacing, $k=(2 \pi / \lambda)$, and $i=\sqrt{-T}$.

The scattering vector, $\underset{\sim}{s}$, is given by

$$
\begin{equation*}
\underset{\sim}{s}=(1-\cos \theta) \underset{\sim}{\underset{\sim}{j}}-\sin \theta \sin \mu \underset{\sim}{j}-\sin \theta \cos \mu \underset{\sim}{k} \tag{A-5}
\end{equation*}
$$

where $\underset{\sim}{i}, \underset{\sim}{j}$ and $\underset{\sim}{k}$ are the unit vectors along the three orthogonal axes, $x, y$, and $z$.

Performing the dot product and substitution into ( $A-2$ ) yields

$$
E_{N}=\sum_{i=1}^{N} E_{n} \exp [i k n d \sin \theta \sin \mu]
$$

According to (A-1) and $(A-2), E_{n}$ depends on $\psi_{n}$ where $\psi_{n}=\psi_{n-1}+$ $m \delta$. $\delta$ is the angular disorder which is specified in a given calculation.
m can be either $+1,0$, or -1 for a given rod. It is determined by defining limits (lower Zl , upper $\mathrm{Z2}$ as in "DRODS") such that for random numbers falling between $\mathrm{Z1}$ and $\mathrm{Z2} \mathrm{~m}=0$ while below Zl and above $\mathrm{Z2}$ $m= \pm 1$, respectively.

The effect of angular deviations may be cumulative since deviations with the same integer $m$ are simply added; the total angular deviation of a given rod is dependent on that of the previous one.

The final intensity of scattering from the array, $I_{N}$, is given by

$$
\begin{equation*}
I_{N}=K_{1} E_{N} E_{N}^{*} \tag{A-7}
\end{equation*}
$$

where $K_{1}$ is a constant, and $E_{N}^{*}$ is the complex conjugate of the amplitude of the array. $E_{N}$ and $E_{N}^{*}$ are calculated individually then multiplied in the program "DRODS" given at the end of this section.

This calculation has been performed assuming values of $W_{r}=80 \AA^{\circ}, L_{r}=1,000 \AA$ and $d=200{ }^{\circ}$. No distribution parameters have been included. Also, the scattered intensity has been observed at $\mu=$ $90^{\circ}$ throughout; i.e., along a line parallel to the lattice line axis in reciprocal space. Finally, in all cases where angular disorder was varied, $N=50$ was chosen as a reasonable value to study since larger values gave very similar results and because of computing costs. Also,
$N$ was systematically decreased in one instance with $\delta=0$ to study its effects on the intensity scattered from a perfect array.

Figure 57 shows the effects of varying the angle of disorder, $\delta$, on the scattered intensity of the first and second order maxima. In this calculation, $m$ was allowed an equal probability of being $+1,0,-1$. A rapid decrease in intensity is observed in going from perfectly-ordered $\operatorname{rods}(\delta=0)$ to $\delta=3 \times 10^{-4}$ degrees between adjacent rods. The intensity reaches an asymptotic limit and remains there at subsequently higher values of $\delta$. The ratios of the intensities of the first and second order peaks (at $200 \AA$ and $100 \AA$, respectively) remain relatively constant throughout the decreasing portion of the curves. The minimum in $\mathrm{I}_{7}$ at $3.5 \times 10^{-7}$ radians and the strange shape of the $\mathrm{I}_{2}$ curve in this region remain unexplained at this time. However, we feel they are insignificant relative to the major trends seen.

Thus, the total scattered intensity decreases but does not disappear in a set of $N$ rods containing a certain amount of angular disorder with respect to each other. In a real system of lamellae, the disorder would probably vary by an amount greater than the $3 \times 10^{-4}$ degrees observed here if disorder were to occur at all. Therefore, the controlling factor in determining the observed intensity may not be the value of $\delta$ but rather the number of disordered rods relative to the size of the stack. Figure 6 shows the intensity, $I_{7}$, as a function of the number of parallel rods in a perfect stack where $N$ is systematically varied from 0 to 50 . The relationship is given by the solid line.

Superimposed on this curve are points obtained from calculations where $N=50$, the value of $\delta$ in the local region of Figure 57 and only the probabilities of the amounts of $m=+1,0,-1$ are varied. For instance, taking the uppermost point on the curve obtained with a probability that $10 \%$ of the rods would angularly deviate, or every sixth rod would deviate, yields an intensity of scattering which would be comparable to the case of scattering from an array of approximately 41 perfectly-aligned rods. Yet, on the average only five rods will be perfectly aligned at any given position throughout the stack of 50 rods. Another example is the case where the rods have an equal probability of orienting in the $+1,0,-1$ orientations. Here the average number of parallel rods along any position in the stack of 50 approaches a value of about one since it is expected that only every third rod may, in fact, be normal to the lattice line. Other examples are shown in Figure 6 and calculation of the average numbers of parallel rods is straightforward and left to the reader's enjoyment. A check on these average values was done by outputing the results of the random number generator and the limits set to allow either $m=+1,0$, or -1 . An average of ten calculations of Equation (A-7) was performed to ensure a statistically average intensity. The average numbers of parallel rods were determined by actually counting those bundles of rods parallel to each other and perpendicular to the lattice line and the numbers of rods within a bundle, and averaging the results over all 500 rods ( 50 rods calculated 10 times). Results were as expected. Thus the average $N$ values quoted above are accurate.

The computer printout of the Fortran IV program, "DRODS", is given on the next page, followed by a sample output of the intensity data.

C THIS ORORRAI CALCULATES，OUTOUT，TAPE！T＝INPUT，TARE11＝OUTPUTI
C ANGULAFLY DISORDEREO ROOS AT AAYTERED INTFNSITY OF A SERIES OF AMIY UESIREO AVIMUTHAL ANOLE．S．K．
GN1＝100．＊STAス̈TTNG ANGLE TN：TFPMS OF $11 / 0$
C $N$ O $=10 \cap$ OTSTCPOING ANGLE IN TFRMS OF UTO
C $N N=1 \cap \cap . * T F=S I 7$ ：IN TERIIS JF（JI＋NN）／D．FTC．
$C I 2=$ MU．ROOS IN TUNDLF
C A Z＂II＝A ZINUTHAL ANGLE IN JE F．，DELTA＝UISOODER PARAMETER IN RAUIANS
$C H=$ PDU $H$ ICIH IN ANGSTRMS，$X L=$ DOO LENGTH IN ANGSTRMS
C $D=$ LONG DERTOR．IN ANGSTPNS，ZI ANU Z？ARE LOWER ANO UPPER LIMITS O
C，THE $\triangle N D O M$ YUMBFKS AND ARE USFU TO SET N AVT． TIMENSION OSI（200），EN（ 200$), E(207), E C(200), F(200), S C A T I(2 \cap O)$ TYPE COMPLEX EX，EXC，E，EC $\Lambda=2.0 * 3.1415 / 1.5416$
1 EAD（10，＊）N1，N2，NN
IF（EOF（10））8ワ， 3
？尸Ёn（1ח，＊）AZMU，ПELTA，H，XL，D，Z1，Z2，I？
WPITE $(11, E) N 1, N つ, N N$ ．I？
© FORMAT $(4$ I5）
WOITE $(11,7)$ AZMU，DELTA，W，XL，D，Z1，7？
7 FOFMAT（2F10． $1,3 F 7$ ．ก，2F5．2）
WPITE $(11,5)$

$1, L X, * \operatorname{LO}(I N T) *)$
$A$ 7MU $=4$ ZMU／57．？？ 579
$3070 \quad J=11, N 2, I N N$
SCAT $=0.0$
SCATI（I）$=0.0$
$T \Delta=J / 107.0$
$T A=T A / D$
THETA＝TA
SIMTA $=1.5412 * T A$
$j=1.0 / T A$
7 C $65 \quad M=1,1 \eta$
$0(K)=0.0$
$X=$ RTIME（D）
$X=$ RANF $(X)$
$00<5$ ？$<=1, I ?$
$R(K)=$ QANF（O）
iF（？（K）．LT•71）290，？1！
$2 \cap 0 \quad \neg(K)=-1 \cdot$ ？
GO TO 25 ？

$22 م$ ？（ K$)=0.0$
？OTO ？$T 0$
$230 \circ(k)=1.0$
25ח こONTIVUE
$\therefore$ SI（I）$=0.0$
MSI（1）$=$ ． 0
ก○ 4 ก $I=2, I 2$
$\because=I$
$"=I-1$
${ }^{+} F(D(1)$ ．FC．P（K））200，2न？
误 ，次 $I(I)=0.7$
50 T？200
270 DSI（I）＝PSI（M）＋F（K）＊MELTA

```
    290 GONTINIE
    PSI(1)=0.?
    AW = A W + XL+SINTA
    OL = DSI(I)-AT:1U
    4N=AW*SIN(PA)
    BN=AW*COS(DA)
    ANN= FV+W/2.0
    3NN: = BY*YL/?.?
    IF(ANN.ER.0.0) 100,110
    100 SA=1.0
    GO TO 120
110 SA= (SIN(ANN))/ANN:
120 TF(BNN.EO.O.0) 130,140
130 SO = 1.0
    rn TO &%?
140 SP= (SIN(BNN))/BNN
150 EONTTNUE
    EN(iM)=W*XL*SIN(SA)*SIN(SO)
    XN! = I-1
    ONS = A*XN=D+STNTA*SIN(ATMU)
    EX = COS(FNS) + (0.0,1.\cap)*SIN(DNS)
    EXC=COS(RNS)-(0.0,1.O) &SIN(RNS)
    =(M)=EN(M1)+EX
    EC(M)= FN(M)*EXO
    4ח ~ONTIMUE
    #UM=5.0
    SUMC = 0.0
    DC 50 T=1.I2
    SUM = SUM + E(I)
    SUMC = SUMC +EC(I)
50 CONTINUE
    SCATI (M)=SUN:+SUNC
65 CONTINUE
    DC 500 V=1,10
    SCAT = SCAT + SCATI(N)/10.D
500 CONTINUE
    B}=4L\capG(rSC.T)
    GL=G1?.303
    HRITE (11,E0) THETA,S,SCAT,G,GL
    60 FOFMAT (1X,F1?.5,5X,F12.5,FX,F12.?,5X,F5.?,5X,F5.2)
    70 SONTINUE
    GO Tn 1
80 CONTINUE
    STOP
    = 4!B
```


II. EFFECT OF LAMELLAR TWISTING ON SAXS ("THE VENETIAN BLIND PROBLEM")
A. The concept of twisting in lamellar structures has much experimental verification $(7,43,144)$. The question then arises as to the influence of the twisting on the nature of the SAXS patterns and their subsequent interpretation. An approach to illuminating this problem was undertaken by Dr. F. P. Warner* and myself by considering the geometry involved in cooperative rotation of lamellae about a given axis within them perpendicular to the incident $x$-rays and the influence on the resulting projection of electron density.

As viewed from the axis of the incident x-rays, this geometry parallels that encountered in opening and closing a Venetian blind and has been referred to as the "Venetian Blind Problem". The geometry is given below.
 of Technology, Loughborough, England.

The position of the rotation axis will not affect the final results to any great extent since it will primarily shift the electron density profile along the vertical. The rotation point, RP, as shown was chosen for ease of geometric calculations. $C$ and $A$ are the dimensions of the crystalline and amorphous thicknesses, and $L$ is the length of the crystal along the axis of the incident $x$-rays prior to rotation. Two limiting cases of rotation are defined strictly for ease of computer calculations. In the first, $\tan \omega<\frac{C}{L}$, such that the projection of the edges of adjacent crystals do not coincide while in the second case, $\tan \omega \geqslant \frac{C}{L}$ and the opposite is true. $\omega$ is the angle by which the lamellae have rotated about RP relative to the direction of incident $x$-rays. When $\omega=0$, the transition boundary width, $E$, is also zero.

Thus, for case $I$, the new dimensions at a given rotation angle are given by

$$
\begin{align*}
& C^{\prime}=C \cos \omega+L \sin ^{3} \omega \\
& A^{\prime}=A+C-C \cos \omega+L \sin ^{3} \omega \\
& E^{\prime}=L \sin \omega \tag{A-8}
\end{align*}
$$

while for the case of $\omega>\tan ^{-1}\left(\frac{c}{L}\right)$, Case II,

$$
\begin{align*}
& C^{\prime}=C+A-C \cos \omega \\
& A^{\prime}=C \cos \omega \\
& E^{\prime}=C+A-L \sin \omega \tag{A-9}
\end{align*}
$$

These equations were incorporated into the Hosemann program calculation (TTSC) to determine the variations of $C^{\prime}, A^{\prime}$, and $E^{\prime}$ with $\omega$ and to calculate the appropriate scattering curves. The program is included at the end of this section. Initial dimensions were specified such that $C=120 \AA, A=80 \AA$, and $L=500 \AA$. The Gaussian width parameters, $g_{a}$ and $g_{C}$, were set to the nominal values of 0.15 , and the average number of lamellae in a stack was set equal to 100. It should be emphasized that the "cases" studied are arbitrary and only distinguished for convenience in performing the computer calculations. Rotational angles were varied from 0 to 20 degrees in increments of 4 degrees; 20 degrees being the angle at which the crystals physically tough for these dimensions.

Rotation, or twisting by an angular amount, $\omega$, did not change the crystalline and amorphous thicknesses to any great extent. However, the transition width, $E$, varied from 0 to $56 \AA$ as shown in the subsequent table. This had the predictable effect of lowering the calculated
intensities in the tail of the scattering curve. The computer printout and program are given in this appendix.

A relative mean squared electron density difference may be calculated using Equation (71) in the Theoretical Section. Values of $E$ are obtained directly from the computer program or from Equations (A-8) and $(A-9)$. The mean squared electron density difference between the crystalline and amorphous zones may be estimated by

$$
\begin{equation*}
\left(\frac{L-L(\text { in amorphous region })}{L}\right)^{2} \tag{A-10}
\end{equation*}
$$

for angles greater than $12^{\circ}$; the approximate angle at which adjacent crystal edges may intersect along the line parallel to the incident $x$-rays. Here, $\tan \omega>\frac{C}{L}$. The following table gives the expected results.

| $\underline{\omega}$ | $E\binom{0}{A}$ | $\begin{aligned} & \left.c^{-}-\rho_{a}\right)^{2} \\ & {[\text { Eqn. }} \\ & (A-10)] \end{aligned}$ | $\begin{array}{r} \left(\phi_{c} \phi_{a}-\right. \\ \left.\frac{E}{3 D}\right) \\ \hline \end{array}$ | $\left\langle\Delta n^{2}\right\rangle$ rel |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 1.0 | 0.24 | 0.24 |
| 4 | 34.9 | 1.0 | 0.18 | 0.18 |
| 8 | 69.6 | 1.0 | 0.12 | 0.12 |
| 12 | 96. | 0.59 | 0.08 | 0.05 |
| 16 | 62. | 0.34 | 0.14 | 0.05 |
| 20 | 29. | 0.22 | 0.19 | 0.04 |

One can see that for the dimensions chosen, the relative mean squared electron density fluctuation decreased by a factor of five at a twist angle of 12 degrees. Since real lamellae systems probably have larger lateral dimensions than those studied here, the intensity drop is likely to occur at even smaller twist angles.

It is evident, then, that the twisting of lamellae can be discussed in terms of its effects on the apparent transition zone thicknesses and, therefore, characterization of the twisting of lamiellae in various regions of the spherulite on deformation cannot be uniquely described by this particular model approach. Conversely, changes in the apparent transition zone thickness on stretching, as observed in the Keller-type samples, cannot be ascribed strictly to molecular interpretations of changes in electron densities, but must also include the possibility of
lamellae twisting. External evidence must be incorporated to sort out the problem. This has been done in the Discussion section of this work.

PROQRAM IYSC（INPUT，OUTPUP，TAPEI＝INPUT，TAPEZミOUTRUT）
DIMENSION SIG（SOO），SIC（300），S1（300）
DIMENSION T（SOO），IDENT（5）
DIMENSION F 300 ），ZS（300）
TYPE COMPLEX FC2，FC，FA2，FA，SIC1，SIC2，SIC3，SICSISICO
PYPE COMPLEX CEA，CEB
THIS PROGRAM COMPUTES SAXS CURVES VIA THE HOSEMANN TREATMENT
AND COMPARES THEM TO THE EXPERIMENTALEY DETERMINEO ONE，
ET，EQUATIUNS USED WITHIN THIS PROGRAM MAY BE FONND IN W，WENIG． ET，AL，J，AFPh，PHYS，VQL， 46 NO，10； 4194 （U9MK），
THE PROGRAM WAS INITIATED BY F．PIWARNER AND COMPLETED BY S，K，BACZEK ON $10=14=70$ ）IT CALCULATES A CURVE AT ANY NUMEER OF SCATTERING PO！NTS DETERMINED BY THE DIMENSION STATEMENTS AY THE BEGINNING OF THE PKOGRAM，PHE NUMBER OF CURVES ORE COMRARSS DEPENDS ON THE MAS REMIINED YERY THE GXC，GXA，AND RN VALUES．THE NOTATION
REFERRED PO ABOVE AND THAT USED IN THE HOSEMANN．PAPER
MEANING：A UEVIATION TS THEREFORE，SHOULD BE OSVIOUS AS TO
PHIS NUH\＆ER SHOULO BE MS CALCULATED FROM NORMALIFED DATA AND
THIS IS DOME GY GYSTEMATEGALEY VAMYANG THE PARAMFENCE IN A FIT． A SET OF DATA，PROGRAM TSST DATA，IS．INEGUDEDH：

$$
\text { GOOD bUCK. } 1
$$

2 READ（1：110）（IDENT（1）：1＝1：5）
110 FORMAF（5A10）
IF（EOF（1） 300,3
115 WRIPE（2；1，5）（IDENT（I），151，5）
FORMA（1H1，1X，SA10）
READ（1，${ }^{\text {P }}$ SMIN，SS，SMAX
READ（1，\％KL：DTI，DTF，DTS

READ（1，）XCI，XA1
READ（1，＊）GXE1，GXCM，DGXC
READ（1，＊）GXAZ1，GXAM，DGXA
READ $1 ;$ ；KNI， 1 KNM，DRN
$M N=(S M A X=S M 1 N+S S) / S S$
DTEDTI
DO $250 \quad N \equiv 1$ ；NUT
SINDP＝SIN（3，4 4 （DT／180，0）
$\operatorname{COSDT}=\operatorname{Cos}(3,142 \oplus D T / 180,0)$

IF（22．6I，日．H）GO YO 321

$X A=X C 1 \neq X A 1(X C 1 \oplus C O S D T) \neq X 5 *(S!N D T * * 3,0\}$
$X B=X L+S I N D T$
GO 10322
$321 \times C=X C 1$ क $X A 1$（XC1 COSDT）
$K A=X C 1$ © CUSUT
$X B=X C I * x$ AI禺 $x!$ SINDT
322 CONTINUE
WRIPE $(2,0) \quad X B$


$$
\begin{aligned}
& \text { PRINゃ*, MN } \\
& 30 \text { Pl\#3:14129 } \\
& \text { Pl2mpl*p! } \\
& W C=X C /\{X C X A\} \\
& \begin{array}{l}
I G C=1 \text { (GXCM-GXC1)/DGXC } \\
\text { (GA }=1+(G X A M=G X A 1) / D G X A
\end{array} \\
& \text { IRN }=1 \text { - (RNM - RN1) PDRN } \\
& \text { GXC GXE1 } \\
& \text { DO 200.1EX=1, IGC } \\
& D \times C=G X E \bar{G} \times \underset{\sim}{G}+X C+X C \\
& \text { GXA GXAZ1 } \\
& \text { DO } 210 \text { IEY 2.IGA } \\
& \text { DXA } \quad \text { GXA GGXA } X A \rightarrow X A \\
& \text { RN RN1 } \\
& \text { DO 220 ! } 4 N X \equiv 1,!R N \\
& \text { SD }=0,0 \\
& \text { SIT O: O } \\
& \text { S SMIN } \\
& \text { DO S MEI:MN } \\
& \text { T(M) = } 5
\end{aligned}
$$

$F A=F A 1$ FA2
S!BIE(1, U-FC)*(1,0~FA)/(1,0~FC*FA)

> S!CO=(I:UヵFCI/ $11,0-F C+F A)$
> SIC
> SIC3-FA\& S C
> SIC3ERN*LLOQ(SIC3)
> SICA=CEXP (SIU3)
$S!(M)=\{S I C\{M i / P N)+S\{B \mid M\}$
IF KXB. EO, OTOI GO FO 320
$F F=1,(1410+P(2 \pm S * S * \times 3)$
$\begin{aligned} & \text { CEI }{ }^{2} \text { IIOOCEA } \\ & \text { ZS(M) FFFEEI }\end{aligned}$
GO PO 30
$32025(H)= \pm, \square$
530 CON INUE
$S!(M)=S!(M) \mathbb{Z} S(M)$
SIT $\exists$ SIT SI IM)
$5=5-55$
5 CONTINUE
WRIPET2.?OI XL, DF

$$
\begin{aligned}
& \text { WRIPE (Z:60) WG, AN, XCIGXG:YA,GXA }
\end{aligned}
$$



DO $410 \mathrm{M}=11 \mathrm{MN}$
$1 \equiv M$
$S!(M)=\{S!(M) \leq S!T)+100,0$
410 CONPINUE
DO $120 \mathrm{M} \exists 1$ MN
$I=M$
WRI\#E(2, I0) I(M).SI(M)
10 FORMAT $1 \cup \mathrm{UX}, F=20,6,5 \mathrm{X}, F 13,59$
$\$ 20$ CONTINUR
WRIPEP2,12)

RN RN DRN
220 CONPINUE
210 CONPINUE
$G X C=G X C \quad$ UGXC
200 DT=ロT ${ }^{2}$ QTS
250 CONFINUE
GO PO 2
$\$ 00$ STOR
END
VENEPION BLINDS THE M!ND
TRANSITION BOUNDARY $=$ ..... 25
CRYSTAL LENGTH $=500.0 \mathrm{~A}$
RUTATION ANGGE $\Xi$ O.ODEGREES


TRANSITION BOUNDABY $=96.0$ A

CRYSTAL LENGTH $=500,0 \mathrm{~A}$
RUTATION ANGLE $=12,0$ DEGREES
$W C=.413$
$X C=82,6$
$X A=117,4$
.001000
.002000
.003000
.004000
.005000
.006000
.007000
.008000
.009000
.010000
.011000
.012000
.013000
$N=100: 0$
GXE = 11?0
GKA = 1150
1,09057
1,10764
1.62772

4,405\%3
88,64843
2,12078
.39299
.15067
.09795
. 007 A2
.00422
.01430
-0s176
.014000
.015000
.016000
.017000
.018000
.019000
.020000
.021000
.022000
.023000
.024000
.025000

.00467

- 08407
.00049
- 0 5892

102272
.00990
.00174
.00008
.00171
.00399
.00590
.00705
B. A Semi-Empirical Approach to Lamellae Twisting.*

Let us assume that the distribution of lamellar twist angles $(\omega)$ about the radial or b-axis direction in a polyethylene spherulite may be described in terms of

$$
\begin{equation*}
P(\omega)=A+B \cos 2 \omega \tag{A-10}
\end{equation*}
$$

where $A$ and $B$ are the Fourier coefficients. The function is even and symmetric about zero. The distribution is normalized such that

$$
\begin{equation*}
\int P(\omega) d \omega=1=\int_{0}^{2 \pi} A d \omega+B \int_{0}^{2 \pi} \cos 2 \omega d \omega \tag{A-11}
\end{equation*}
$$

or $A=1 / 2 \pi$. The average value of the lamellae twist angles, $\overline{\cos ^{2} \omega}$, is given by

$$
\overline{\cos ^{2} \omega}=\int P(\omega) \cos ^{2} \omega d \omega
$$

[^3]which, after substitution of $(A-10)$ and the subsequent mathematical operation, leads to
$$
\overline{\cos ^{2} \omega}=\frac{1}{2}(1+B \pi)
$$
which rearranges to
\[

$$
\begin{equation*}
B=\frac{1}{\pi}\left(2 \overline{\cos ^{2} \omega}-1\right) \tag{A-12}
\end{equation*}
$$

\]

According to the semi-empirical approach of Yoon (106) the coefficient B is given by

$$
\begin{equation*}
B=\frac{1}{\pi}\left[1-\exp \left(-n\left(\lambda_{s}{ }^{2}-\lambda_{s}^{-1}\right) \sin ^{2} \psi\right)\right] \tag{A-13}
\end{equation*}
$$

where $\eta$ is a compliance parameter associated with the ease of twisting about the radial direction and is obtained from WAXD methods described in the reference. For random twisting of lamellae, $n=0 . \lambda_{S}$ is the strain ratio and $\psi$ is the particular azimuthal angle of observation of the scattered $x$-rays.

The SAXS intensity, $I$, is proportional to the number of lamellae scattering at $\omega=0$, i.e., at a "Bragg" angle to the incident beam. Thus,

$$
\begin{aligned}
I & =K P(\omega=0)=K(A+B) \\
& =\frac{K}{\pi}\left[\frac{3}{2}-\exp \left(-n\left(\lambda_{s}^{2}-\lambda_{s}^{-7}\right) \sin ^{2} \psi\right)\right]
\end{aligned}
$$

Therefore, the ratio of the intensity of scattering from a non-random set of twisted lamellae to a random array is given by

$$
\frac{I}{I_{\text {Random }}}=\frac{I(n)}{I(n=0)}=\frac{\frac{K}{\pi}\left(\frac{3}{2}-\exp \left[-n\left(\lambda_{s}^{2}-\lambda_{s}^{-1}\right) \sin ^{2} \psi\right]\right)}{\frac{K}{\pi}\left(\frac{3}{2}-1\right)}
$$

which reduces to

$$
\begin{equation*}
\frac{I}{I_{\text {random }}}=F(\psi)=3-2 \exp \left[-n\left(\lambda_{s}^{2}-\lambda_{s}^{-1}\right) \sin ^{2} \psi\right] \tag{A-14}
\end{equation*}
$$

From (A-14) one can see that experimentally determined intensities must be divided by an amount $F(\psi)$ to compensate for the increase in intensity by this amount. Conversely, calculated intensities could be multiplied by this amount.

A plot of Equation (A-14) is given in Figure 58 for various values of strain ratio and for azimuthal angles, $\psi$, from 0 to 90 degrees. $\eta=$ 1.2 according to Yoon. The limiting value of 3.0 is readily observed at the higher elongation ratios. As an example, for $\lambda_{s}=1.6$, the intensity must be corrected by a factor of about 2.8 for lamellae oriented 90 degrees to the strain while at $\lambda_{s}=1.1$ a factor of 1.6 is necessary. Physically, this is rationalized according to the Yoon theory by the fact that lamellae perpendicular to the strain undergo a "detwisting" in which a greater proportion of lamellae planes in the two-dimensional electron density projection can now scatter $x$-rays in a constructive manner $(n \neq 0)$. The greater the strain, the more pronounced the effect. Conversely, lamellae parallel to the strain undergo an untwisting to account for the increase in spherulite length, but retain their twisting randomness $(\eta=0)$. Therefore, $F(\psi)=1$ throughout the strain range for these lamellae. Intermediate values are obtained for intermediate azimuthal angles and strains as described in the plot.

An attempt was made to incorporate the $F(\psi)$ correction into the Tsvankin intensity relationship given in Equation (37) as

$$
I=N\left[\left|F^{2}\right|-|F|^{2}\right]+|F|^{2} I_{1} F(\psi)
$$

It was quickly realized that this correction factor would have to be included for each strain and azimuthal angle studied and that a set of calibration curves for each set of conditions $\left(\lambda_{s}, \psi\right)$ would have to be generated. The task was too large for the results obtained and the attempt was abandoned.

A simpler and more direct approach would seem to be inclusion into the overall intensities calculated by the Hosemann equations or into direct experimental curves. This is mentioned in the Discussion section and will not be repeated here except to say that again the distinction between lamellar twisting and the diffuse boundary effects becomes somewhat difficult to separate. According to this method, however, the intensity is proportional to the number of lamellae scattering at any azimuthal angle, $N(\psi)$. This number is given by

$$
N(\psi)=N(\psi)_{\text {apparent }} F(\psi)
$$

where the apparent number of lamellae scattering coherently, $N(\psi)$ apparent, is proportional to the intensity of scattering. This would tend to affect the intensity of the entire scattering curve, not just the tail. The latter would be the predominant effect if only the value of $E$ were varying. The line of reasoning is completed in the Discussion section for the particular samples studied.

## III. OPTICAL DIFFRACTION ANALOGS

The history and usefulness of optical diffraction analogs to scattering and diffraction processes is well documented in a book by Taylor and Lipson (161) and has been used by many workers (6,162-164). Experimentally, a broad beam of parallel monochromatic light impinges perpendicularly on an opaque mask punched with clear holes or conversely a transparent mask covered with opaque structures. The resulting scattering of light by the holes or structures and the mutual interference of the scattered waves generate the optical transform which is then recorded in some fashion. This technique was used in a very decisive manner (162) to interpret the SAXS from drawn fibers. It was incorporated into this study to verify if in fact the slightly-anisotropic patterns observed photographically from stretched LDPE could be explained by internal changes in the lamellar/interlamellar dimensions. The procedure is as follows.

Chartpak pattern film, type PT055, and graphic tape, type 1501, were used to design the masks. They were chosen because of their very accurate preparation and fine edges when viewed microscopically. The "undeformed" spherulite dimensions were 10 cm in diameter and 1 cm bundles of 5 black lines each. An actual mask is shown in Figure 59. Deformation of the pattern was accomplished using the affine scheme considering constant volume on deformation. Therefore

$$
\tan \phi_{7}=\lambda_{y}^{3 / 2} \tan \phi_{0}
$$

and

$$
\begin{equation*}
r_{1}=r_{0} \lambda_{y}\left[\lambda_{y}^{3} \cos ^{2} \phi_{7}+\sin ^{2} \phi_{7}\right]^{-1 / 2} \tag{A-15}
\end{equation*}
$$

where $\phi_{0}$ and $r_{0}$ are the original, "undeformed" angle and distance from the origin specified in a polar coordinate system, $\phi_{7}$ and $r_{7}$ are the corresponding values after uniaxial deformation by a strain ratio, $\lambda_{y}$ along the $y$ axis.

The beginning and end points of each black line were determined by measuring the distances and angles in one quadrant on polar coordinate paper. Thus, the lengths of rods varied as well as the distances between them in the deformed structure. This data was then fed into a program written around Equation (A-15). The program is given at the end of this section. The results for the first quadrant were output to a Calcamp plotter which drew the "deformed" structure and mirrored it to the other three quadrants. Finally, the technician, Mrs. Stanley Baczek, meticulously placed individual pieces of Chartpack tape over each line. A computer printout of a deformed mask is given in Figure 60.

These masks were then photographically reduced thirty-two times using Kodalith $5 \times 7$ sheet film and a back-lit frosted mylar covered ground glass table as a light source. Reductions were done in steps of $4 X, 4 X$, and finally $2 X$. Typical exposures were $f / 16$ at 2 to 8 seconds depending on the optical density of the mask being photographed.

Reduced masks were then placed into an apparatus whose diagramatic details are shown in Figure 61 and which resembles that of Taylor and Lipson (see Reference 37, p. 129 for diagram). Scattering patterns were recorded on Polaroid type 57 film at typical exposures of $1 / 125 \mathrm{sec}$ at $\mathrm{f} / 8$ using a 0.9 neutral density filter. The scattering from two masks is shown in Figure 62.

Determination of the repeat period giving rise to the scattering maxima and their orders verified that they were due to interference effects from adjacent parallel lines, i.e., the long period as defined in our one-dimensional models. For the undeformed case, many maxima were noted. In the example shown, only three are visible, but this, of course, depends on the exposure and power of the beam. Visual observation of the pattern revealed at least nine rings.

Upon deformation to $60 \%$ strain in the manner prescribed, only a broad, diffuse anisotropic scattering was observed. Obviously since only one or two maxima are commonly seen for polyethylene in the unstretched state, the disorder of lamellae in terms of the bundles as envisioned here and in the Hosemann analysis must be greater than in our simple model. Also, one could predict from the interference pattern
shown in Figure 62 that upon stretching a rather well ordered structure in the prescribed manner, a loss of higher order maxima would occur. Evidence for this is seen in the scattering patterns for HDPE where two orders are visible in the unstretched state while only one remains after about $25 \%$ strain at any given azimuth. If the blocks were to deform positionally as entire units, retaining their internal integrity then this should not be the case. In fact, for this extreme case, the pattern would retain its circular symmetry!

No attempt was made to consider the statistics of the scattering centers nor to determine the intensity profiles from these models. Since our laboratory has recently acquired a one-dimensional Optical Multichannel Analyzer (OMA) (Princeton Applied Research), this technique could be extended to a more elaborate study similar to that presented here for the analysis of SAXS data. This indeed would be a controlled situation in which the theoretical models could be scrutinized with respect to a large, fully-characterized physical model.

PROGRAM חEFORY (INPUT, OUTPUT, TADE5 = INPUT, TAPEE)
CALL PLOTS(5)
CALL PLOT (4.0.5.5.0, -3)
READ (5, 1\%)ELRTIO
10 FORMAT (F5.2)
2U.REAR15,3U)R1, THETA1,R2,THETA2
3? FORMAT (4F5.2)
IF (EOF (5)) 1UE,47
40 CONTINUE
$E P=E L P T I O$
IF (THETA1.EQ. 30. ©) THETA1 $=39.99$
IE (THETA2.EQ.9.. E) THETA2 29.99 .99
X1 = THLTA1/ラ7.29578
$\times 2=$ THETA2/57.29578
$P 1=01 / 25.4$
$R 2=R 2 / 25.1$
$X 11=\Lambda \operatorname{TAN}\left((E O * * 1.5) * \operatorname{TAN}\left(x_{1}\right)\right)$
$X 21=A \operatorname{TAN}((E D * * 1.5) * T \wedge N(y ?))$


$X 12=$ P11* CnS (X11)
$Y 12=R 11 * S I N(X 11)$
$X 22=R 21 * \operatorname{COS}(X 21)$
$Y 22=221 * S I N(X 21)$
CALL PLOT $\left(X_{12}, Y 12,3\right)$
CALL PLOT $(\times 22, Y \geq 2,2)$
CALL FLOT $(-X 12, Y 12,3)$
CALL PLOT (-X22,Y22,2)
CALL PLOT $(-x 12,-Y 12,2)$
CALL PLOT $(-X 22,-Y 22,2)$
CALL PLOT (Xi2,-Y12,3)
CALL PLOT (X22,-Y22,2)
GO TO ??
10゙J CALL OLOT(j. J,0.2,9g9)
STOP
FND
IV. ADDITIONAL COMPUTER PROGRAMS

## A. TCSC

Hosemann, Telex
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## B. ECFT (H109)

Vonk Experimental Correlation Function, Batch; Adapted by F. P. Warner
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## C. TCFI (H112)

Vonk Theoretical Correlation Function, Batch; Adapted by F. P. Warner

PFOGFAM H112 (INPUT, OUTPUT, TAPE1 = INPUT, TAPE2=OUTPUT)
G THEORETEFAL ROFRELATEON FUNGTEON
OIMENSION PA (300), PC(3EU), TEKST(20), S(200,4), T(4), B(300,19)
DIMENSION PCA (300), PAA (3CO)
DOIJBLE $X, C, Y, B$
FEAD $(1,1)$ NO
1 FORYAT (I2)
HO 36-KK=1, NO
FEAD (1, 2) TEKST,LZ, C., BA,CA, BCA,CB, BCP
2 FORMAT (10AB, 110 AE, /I 4,6 F 8.4 )
$V V=10.0 * * 2$
FEAO $(1,4)$ NDC, NDA, NABC, NC, HA
4 FORMAT (5I2)
$00-3-I=1,-300$
$P A(I)=0.0$
$3-P C(I)=0.0$
WRITE $(2,32)$ TEKST, C, BA, CA, BCA, CB, BCB
32 FORMAT-1H1,1EA8, $11 X, 10 A 8,1 \%, 1 X,-13 H S P E G I F I G$ EATA, $1 / 10 X, 6 H \quad C=, F$ $1[.5 / 10 X, 6 H B A=, F 10.6, / 10 X, 6 H C A=, F 10.6, / 10 X, 6 H B C A=, F 10.6, / 1$ $2 \cdot X,-6 H-C B=, F 16 \cdot 6, A(1-X,-6 H B C B=, F 10-6)$
IF (NDC.NE.4) GO TO 49
HR-ITE $(2,50)$
50 FORMAT (//,2X,2HYC,8X,3HPCI,/)
$Y C=0.0$
DO $42 \mathrm{~N}=1$, NC
$00-4-3-M=1,30 \Omega$
43 PCA $(M)=0.0$
PC.S=E. 0
PCXS $=0.0$
BO $41-M=1,3 r \cdot$
$X=F L O A T(M-1) * \operatorname{COC1}$
$P G A(H)=$ OISTBN(BGA $,-E, X, Y G)$
$P C S=P C S+P C A(M)$
$P C X=P C A \cdot(M) * X$
$P C X S=P C X S+P C X$
41 CONTIHUE
PCI $=(P C S-0.5 * P C A(1)) * 0.01$
PEXI = REXE: 0.01
$A \cup X C=P C X I / P C I$
$Y C=Y \cdot C+(A V X C-C)$
WRITE $(2,45)$ YC,PCI
45 FORMAT (2F8.4)
42 CONTINUE
SGALE-1=PGI
49 IF (NDA.NE.2) FO TO 44
WPITE $(2,51)$
51 FORMAT (//,2X,2HYA,8X,3HPAI,/)
$Y A=3.0$
กO $46 \quad N=1$, NA
CO $-4-7-M=1,-300$
47 PAA $(M)=0.0$
$P A S=E \cdot R$
$P A X S=0.0$
[0 4 ? $M=1,3 ?$
$X=F L O A T(1-1) * C .01$
$P A A(H)=D T S T B N(G A, 1 \cdot \theta-G, X, Y A)$
$P A S=P A S+P A A(M)$
$P A X=P A A(M) * X$
PA.XS=PAXStPA.X
48 CONTINUE
PAT = (PAS-E.5*PAA(1))*E. ก1
$P A X I=P A X S * 0.01$
$A V \times A=P A X I / P A I$
$Y A=Y A+(A \vee X A-(1, C-C))$
HAIIE $(2,52)$ YA,PAI
52 FORMAT (2F8.4)
46 CONTINUE
SCALE2=PAI
$-44-00-14-I=1,300$
$X=F L O A T(I-1) * 0.01$
$I Z=I$
GOTO $(6,7,8,5)$, NOC
5 CONFINUE
$P C(I)=O I S T B N(B C A, C, X, Y C)$
$P C(I)=P G(I) / S C A L E 1$
GOTO 9
6 FONIINUE
IF (I.EQ.1) GO TO 9
$P G(I)=Q A L O G(B G A, G, X)$
GOTO 9
7-CCNTINUE
$P C(I)=D I S T B N C(C, C A, B C A, C B, B C B, X, Y C)$
PCIIL $=$ PCIII/SCALEA
GOTO 9
8-CONTINUE
$P C(I)=S Q D I S B(B C A, C, X)$
9 CONTINUE
GOTO $(10,11,12,13)$, NDA
-1.CONITNUE
IF (I.EQ.1) GO TO 14
$P A(I)=$ DALOG $(B A, 1 \cdot 0-C, X)$
GOTO 13
11 CONTINUE
$P A(I)=D I S T B N(B A, 1,0-C, X, Y A)$
$P A(I)=P A I I \angle S C A L E 2$
GOTO 13
12 GONTINUE
$P A(I)=\operatorname{SQDISB}(B A, 1 \cdot 0-C, X)$
1-3-CONTINUE
IF (PC(I).LT,VV,AND.PA(I).LT,VV,AND.X,GT.C) GOTO 15 -14-CQNIINUE
$15 \mathrm{I}=\mathrm{IZ}$
DO $-17-11=1,4$
$0016 \mathrm{I} 2=1,30 \mathrm{G}$
$S(I-2, I I)=C \cdot 1$
16 CONTINUE
$T(I 1)=0 \cdot 0$
17 CONTINUE
DO 19 I $1=1,35^{\circ}$
D0 18 I $2=1,19$
$8(T 1, I 2)=3.0$
18 CONTINUE
19 CCNTINUE
$20 \quad I=I-1$
$X=F \operatorname{OAT}(I-1)=.01$
GO-FO-(22, 2-3,24-,-21),-NOG
21 CONTINUE
$F C=Q I S T B N(B G A, C, X+0$, V. $5, Y, Y$ )
$F E 1=\operatorname{DISTBN}(B C A, C, X+0.0025, Y C)$
$F C .3=$ DISTBN (ECA $, C, X+0.3075, Y C)$
$F C=F C / S C A L E 1$
FE1=FG1/SEALEE
FC $3=F C, 3 / S C A L E 1$
GO TO 25
22 CONTINUE
$F C=$ OALOG (BCA, $C, X+E . O C 5)$
$F C 1=$ DAL OG (BCA, $C, X+0.0025)$
$F E-3=$ QAL-OG $(-8 E A-C,-X+G-R C 75)$
GOTO 25
23 CONTINUE
$F C=D I S T B N C(C, C A, B C A, C B, B C E, X+0.005, Y C)$
$F C 1=$ DISTBNC (C, $C A, E C A-, E B, B C B, X+0.00-25, Y C)$
$F: 3=D I S T B N C(C, C A, B C A, C B, B C B, X+0.0075, Y C)$
$F G=F E / S E A L E 1$
FC1 =FC1/SCALE1
FE-3 $=$ FE3/SEALE1
GOTO 25
24 CONFINUE
$F C=$ SQDISB $(B C A, C, x+0.005)$
FE-1=SAOFSB (DEA, $, x+0,0025)$
FC $3=\operatorname{SOOISB}(B C A, C, x+0.0075)$
-25 CONTINUE
IF (NABC.NE. 1) GO TO 27
$01=0.0025^{*}\left(P C(I)+P C(I+1)+2 \cdot E^{*} F C+4 \cdot 0^{*}(F C 1+F C 3)\right) / 3 \cdot 0$
$03=0.0025^{*}\left(X^{*} P C(I)+(X+0 . C 1) * D C(I+1)+2.3^{*} F C^{*}(X+0.005)+4.0 * F C 1^{*}(X+0\right.$

GOTO 29
27 CONTINHE
$D 1=0 . \mathrm{IC}_{0} 25^{*} C .5^{*}(P C(I)+F C 1+F C 1+F C+F C+F C 3+F C 3+P C(I+1))$
$\mathrm{D} 3=0.0025^{*} 0.5^{*}\left(X^{*} \mathrm{PC}(\mathrm{I})+(X+0.01)^{*} \mathrm{FC}(\mathrm{I}+1)+2 . \mathrm{B}^{*} \mathrm{FC} *(X+0.0 \mathrm{C}-5)+2 . \mathrm{B}^{*} \mathrm{FC} \mathrm{C}^{*}\right.$
$1 X+0.0025)+2.0^{*}$ FC $^{*}(X+0.0(75))$
-2-8-EONTENHE
$T(1)=T(1)+D 1$
$T(3)=T(-3)+D 3$
$0029 L=1,4$
-29-S(I,L) $=T(L)$
IF (I.NE.1) GO TO 20
De-3n- $-=1,-I 2$
$X=F L O A T(L-1) * i j .01$
$S(L, 1)=S(L, 1) / C$
$S(L, 3)=S(L, 3)-C * S(L, 1) * x$
30 CCONFINUE
CALL CONV $(S(1,1), P A, P(1,2), 0.01)$
CALE FONV $(S(1,-2), S(1-, 1), G(1,-3),-E, B 1)$
CALL CONV (PA,PC, B(1, 6),0.01)
CALL CONV $(B(1,6), B(1,6), B(1,7), 0.01)$
CALL CONV $(3(1,6), B(1,3), F(1,10), 0.01)$
CALL CONV $(9(1,7), B(1,3), E(1,13), 0.01)$
CALL CONV $(B(1,13), G(1,5), 7(1,14), 0.01)$
EALE GONV $(3(1,14), 8(1,6), B(1,-15),-(E-1)$
$F=C *(1.0-C)$
$0031 \mathrm{I}=1,300$
$S C=S(I, 3) / G x+2$
$S 2=3(I, 3)+B(I, 16)+B(I, 13)+B(I, 14)+B(I, 15)$
$B(I, 19)=(C /(1,0-C)) *(50+52-1.0)$
31 CCNTINUE
IF (NDC.NE-4) GO-TO 37
WRITE (2,39) YC,SCALE1
39 FORMAI ( $/ 10 X,-6 H$ YC =, F10. $6, \angle 10 X, 10 H$ SCALE1 $=$, E10. 6$)$
37 IF (NDA.NE.2) GO TO 38
WRITE (2,40) YA,SCALE?
40 FOPMAT (/10X,5HYA $=, F 10.6, / 10 X, 1$ UH SCALE2 $=, F 10.6)$
38. $K=1$
$K V=1$
WFITE $(2,33)$
33 FOPMAT $(141,2 X, 1 H X, 6 X, 2 H P C, 8 X, 2 H P A, 8 X, 2 H Q C, 8 X, 2 H I C, 0 X, 2 H B 2,8 X, 2 H B$ $1,8 X, 2 H 86,8 X, 2 H B 7,7 X, 3 H B 10,7 X, 34 B 13,7 X$, ЗHGAM)
$34 K=K+K V$
$X=F L$ QA.T $(K-1) *[.3 .1$
WFITE $(2,35) \quad X$, PC $(K), P A(K), S(K, 1), S(K, 3), B(K, 2), B(K, 3), B(K, 6), B(K$ 17), $B(K,-10), D_{-}(K,-13),-3(K,-1.9)$
35 FCRMAT ( $1 \mathrm{X}, \mathrm{F} 5.2,2 \mathrm{X}, 11 \mathrm{~F} 10.6$ )
IF (K.EQ.11) $K V=2$
IF (K.EO. 31) KV=5
IF (K.Eก.81) K.V=10
IF (K.LT.291) GO TO 34
57 CONTINUE
58 CONTINUF
IF (KK.EQ.NO) STOP
36 CONTINUE
END
D. SAXSC

Schmidt Slit Desmearing Program, Batch

․ $A F=S$ = $=$ (UNCH)
CITT-LENGTH COLLIMATLCN CGHEECTIUR: FGF GAUSSIAN WEIGHTING FUNCTIUN

THS FHCKHA" SAXSC IS USEN FOR COREECTING SMALL ANGLE X-RAY SCATTERING THTEMSITY E!OH A FINTTE SLIT SYSTEH WITH A GAUSSIAN WEIGHTING FUNCTION THE DPCRFTURE ANO INPUT (P, WOSCHMIOT, ACTA CRYSTA.19,938 (1965)) TH: ANGULAN DGTA LNCFEMENTA ADE EXDLAINEC AS FOLLOWS.
A:-GIVEM EOV SCATTERI!:G AIS,A, MमNUTES. THE INTENSITY VALUES F(I) SY: BOL * WILL EE USED TO CE FKUN A THFOUGH A* IMAX. (THE FORTRAN FOR INTENSITIES AT WHICH EXPT: MULTIPLICATION. ZEROES ARE USEO FOR F(I) IHTENSITY VALUSS ARE PUT OX EACMENTAL DATA ARE NOT AVAILABLE., FIVE THE FHORI AM CALCULATES CORR-CAFQ IN (5ミ13.7). FORMAT THFOURH WI*A NILLIKADIANS HITH ANEN INTENTIES FROH JO*A MILLIRAOIANS COFOERTED IMFENSITTES ARE CH AN: ANGULAR INCREMENT NZ*A MILLIRADIANS. THEOUCH N3*A MILLIKAOIANS WITH ANL NEXT FROM (N1 + N4)*A MILLIRADIANS (NE + N6) *A MILLIFADIANS THPOUGH INCREMENT N4*A, ANU THEN FROM FFOVIDED N二 DOES MOT EXCEFC IUAX. COFPETLED HINANS WITH AN INCREMENT NS*A,
 OF THE NUHOEF:S O: CAKO 3 EELOH. MILLIPADTANS, REGARDLESS OF THE VALUES CUV $V$ BEING COFRECTEO.)

IH THE USE OF THIS PROGRAM, THE CAROS AKE ARPANGEN AS FOLLOWS. CADD 1. A CAAO 2. JO ANE IMAX. THE VALUE OF 30 ON THIS CARO MUST EQUAL THE SHALlECT JO VALUE USEO WITH ANY OF THE SCATTERING EQLAL THC LARGEST IHAX VALUL USED FUR ANY OF THE CURVES BEINT CORPECTEN.)
CARO 3. N1, N2, N3, N4, N5, N5 CAEU 4e IN AND IMAX FOR THE FIFST CUKVE CAFD. 5 . THE FIRST CARD OF THE SET OF CAFDS WITH THE INTENSITIES
F(I) THE OTHE? CA?LS FOR THTS CURVE THEN FOLLOW, FUR EXAMPLE, IF THERE ARE 80 $F(T)$ IN $\because H F I F S T$ CUFVE, IMAX $=80$, ANO THERE 16 CAKBS IN THE SET. FOR EACH SUCCEGDING CURVE, THE SET OF F(I) CAEQS IS PRECEDED EY A CARD GIVING JO AND I?AX FCP THIS CURVE.

AFTEP THE LAST CURVE HAS GEEN CORRECTEO, IHE COMPUTER GIVES A STATEMENT INOICATING THAT THE END OF THE DATA HAS EEEN REACHED. USUALIY IT IS MOST COLVENIENT TO HAVE THE VALUES OF NU AND NS BE AT LEAST AS LARGE AS N1 ANG NZ, RESPECTIVELY, WITH N2 ANO NL BEING NO LESS THATN H 4 ANO NG, RESPECTIVLLY, YOWEVEF, THESE CONEITIONS ARE NOT NECESSAAY. FOF EXAMPLE, IF COKIECTED VALUCS ARE DESIREO ONLY FOR A SINGLE HNGULAR INCOEMENT, THE APFFOPRIATE VALUES OF VI AND NZ CAN BE CHOSEN, AND M. F , N4, NS, ANO NG CAN ALL BE SET EQUAL TO ZERO, OP THESE POSITIONS CAN $\because$ GEFT EIANK ON CARE 3.

THE IAGGEST VALUES ALI OWEL FCF YHE NUMGEFS ON CAFDS 2, 3, ANO 4 ARE L_TERHIHEW FY THE DIMEISTON STATEMEHT AT THE BEGINNING OF THE PKOGRAM. (THIS STAT.YZNT CAN BE CHANGEU GHEN NECESSARY.) NO IMAX VALUE ON CARDS
20 ? 4 C,AN ZXREEL JEQ, ANI NO INFUT CURVES CAN HAVE MORE THAN 4 UO DATA DRJMTE, ACRUR[LAR, TO THE EIMENEION STATEMENT USED IN THIS PKOGKAM. WITH

TATEMGW, ROORECTLO INTENSTTIES CAN BE CALCULATER AT LP TO 50 ANGLES.

The AlGGLE AT WHICH CORRECTED DATA APE COTAINED ARE SPECIFIEU BY THE NLMBEFE OW CARES 2，3，ANL 4.

THE WITH OF IHE CAUESIAN WEICHTIMG FUNCTLON IS LETERMINED BY THE
 C！LLIHATIC！SYSTEI：WITH 50 CN．BETWEEN SUCCESSIVE SLITS ANO WITH THE X－ OAY EEAM I！：IFORMIY ILLUMINATING THE ENTIOE LENGTH OF THE ENTRANGE SLIT，SL IS EQUAL TO THE SLIT LENGTH IN CENTIMETERS．THE CONSTANT SL MUST BE SPEC－ IFTED FOR EACH SLIT SETTING FOK WHICH COREECTIUNS ARE CALCULATEO． IN CUR CASES，THE HJOTH UF THE GAUSSIAR WEITHTING FUNCTION IS
THEORETICALLY CALCILATEU FY THE METHOD OEPGRTEQ BY R．W．HENDRICKS AND P．W． CCHMIET（1のに5）．WE HAリE A SEPARATEO PFOGFAM CALLED WEIGHT FOF THIS CLLCHILATIC！！。

THE CONSTANTS LC，LI，AND L2 LN THE INPUT AND OUTPUT STATEMENTS MUST QE DEFINEO AT THE REGINNING OF THE PROCRAM．

TN STE 103 ，ALOG IS A NATURAL LOGAFIJHM．THIS NOTATION MAY HAVE TO RE THANGEL FOF SOME COMPUTERS．
THE ANGLE S＝2＊SIN（THETA）／SLAH WHERE SLAM＝LAHBDA IN ANGSTRONS

COMDUTATION OF LEAST SOUAKES FIT TIJ
［HNENSICN i（220，100），F（20C）
CLEVHRT T
OTHENSION FA（2？0）
PIMENSION IMA（4），JMM（4），AT（4）
HIMENSLON TGENT（5）
GOLALE PKECISIUN SL，FLELH，SOPI，A，SJ1（220），SJ2（220），
1 SJ3（？20），E，r，L，E，DO，EE，H，UIJ，V32IJ，V33IJ，
2 アヲ1IJ，「こLS1，UEL52，LEL53，חEL42，VV
Lここち
$L 1=61$
$P I=3.1415927000$
A1＝2．0 2＊ $180.00 \div 60.00$
$S C D I=1.77245395100$
PLLH $=S 00 I * 11.00800$
SLAH $=1.5 L 17$
1 FOFMAT（FG．4，IL）
2 FCFMAT（2I4）
3 FOF MAT（5IL）
1．FGFMAT（／，LX，1GHANGLE（ $S$ ），$\subseteq X, 10 H A T G L E(F I N), 3 X, 14 H C O R R C C T E D$ INT，， 19X， 14 HMEASURED INT．，2RHLORENTT－GEON．CORRECT．INT．）
5 FCF MAT（5E13．7）
6 FCH：1AT（／ $1 X, F 12.6, \delta X, F 12.6, L X, E 23.8,2 X, E 18 . E, 5 X, E 18.6)$
7 FOFHAT $(5 x, F 13.6, \equiv 15 \cdot 6,5 x, F 10,6,2=15.6)$
EEAR（LO，1）A，IFA
R－AU $(1 \cup, 2)$ JR，IMAX
：EAG $(L 0,3) \mathrm{V}, \mathrm{N}, \mathrm{N}, \mathrm{N} 3, \mathrm{NL}, \mathrm{N} 5$ ，NE
$\therefore=\left(2.00^{2} 2=? I\right) / R 1$
$N!=N$ ！
$1 H!=N 2$
$100=10$
$1.1=0$
IF IFA RTG ？YOU WAMI OATA LORENIZ CCPRECTEG ONLY
IHIFA．GB．$\because$ IG TO 200
$130[10125 \mathrm{~J}=\mathrm{JC}, \mathrm{N}, \mathrm{NN}$
$i M=I M A X-J+i 2$
$J J=J J+1$
no 1!? $I=5,1$ ?
$S J 1(I)=0 . ?$
$5 J 2(I)=0.0$
$1325 J 3(I)=0.0$
$B=J$
$I H 1=I M+1$
[iO $134 \mathrm{I}=11$, IM1
$c=I-10$
$0=0 * C+203 \times C * 8$
$E=(r-100) *(c-10 i j)+200 * 3 *(C-100)$
DE=n30 T (D)
EE = DSOET(E)
133 SJ1 (I: $=[\operatorname{LOF}((C+8+0 r) /(C+3-100+E \Xi))$
$S J ?(I)=(C+8-0.500) * S J 1(I)-10+E E$
$1 J i^{2} S J 3(I)=3.500 *((C * E) * * 2-100 / 300 * 0.500 * B * * 2) * S J 1(I)$
$1-\mathrm{C} .750$ 2* $(C+E) * 00+(0.750$ C* $(C+E)+0.2500) * E E$
$H=A$ * PDEL.4
$K A=0$
DO OU5 I = 10, IM
$C=I-12$
UIJ=DFXP(-(H*H)*(C+C+2חC* $\left.\mathrm{U}^{*} \mathrm{C}\right)$ )/(H*SQPI)
V32IJ=SJ2(I-1: -2[j*SJ2(i-2) +SJ2(I-3)
$V 33 I J=5 J 3(I)-300 * 5 J 3(I-1)+300^{*} 3 J 3(i-2)-S J 3(I-3)$
T31IJ=U1 $\mathrm{J}^{3}(S J 1(I-1)-S J 1(i-2)+V 32 I J+V 33 I J)$

$1011(I-3)-5 J 1(I-4)$
$0 E-52=S J 2(I+1)-500 * 5 J 2(I)+1000^{*} 5 J ?(I-1)-1000 * 5 J 2(I-2)$
$1+500^{*} \operatorname{SJ2}(I-3)-S J 2(I-4)$

$1+5\left[0_{1}^{*} 5 J 3(I-3)-S J 3(I-4)\right.$
$0 E L 42=S J 2(T)-400 * S J 2(I-1)+F \cap O * S J 2(I-2)-400+5 J 2(I-3)+S J 2(I-4)$
VV $=-20 C^{*} 0 E L 51+0 E L 52+902 * 0 E 142+700 * D E L 53$
$T(I, J J)=T 31 I J+(5 . * U I J * V V) / 126$ 。
$K A=?$
IF (KA.LJ.4) GC TO 605
$K A=K A+1$
$I M A(K A)=I$
JJN゙ (KA) = JJ
$A T(K A)=T(I, J J)$
$4 \cap$ FGFMAT(5X, 2I $4,=15$. E)
505 CONTINHE
105 CONTINUE
IF (N - N3) 11., 111, 111
$110 \mathrm{~N}=13$
$N N=N / l_{1}$
$J \Gamma=N i+N 4$
Ju1 = JJ-1
GC TJ 100
111 IF ( $4-N 5$ ) 112, 202, 20n
$112 N=N 5$

```
            NN=N5
            J0}=1N3+N
            J0? = JJ - 1
            rO TO 1.7n
    C SLIT L ENGTH rOHRECTION
        200 FEAD (1.0,2) JO, IMAX
        IF(EOF(LD)) 7CC,701
        701 DEAI(LO,1!r1) STRATE,NAZIH
        10.11 FCF:4T(F5,2,I4)
        WKITE(L1,1LOO) STFATE,HAZIF゙
    1000 FUH HAT(1H1,*STYETCH FATIO =*F6,3,5x,*AZIMUTHAL ANGLE=*I4)
        REA!(LU,1C口2) (InENT(I), I=1,5)
    100? FORMAT (5A1O)
        WHITE (L1,1003) (IDENT (I),I=1,5)
        WFITE (52,10D3) (ICENT (I),I=1,5)
    1003 FCDM4T(1X,541ח)
        RE\capij (LU,5) (F(I), I=1, IMAX)
    C SLIO IS VALUE OF CONSTANI LIOULD SCATTO VIL VONK
    C
    C
    C
        & K&GU(l.O,8) SLIO,NPNCH,TR
    THEYALUE OF 2O.? IN CFAC IS AN ARBITRARY NORMALIZNT CONSTANT
    CF\capC=(1.J/TR)*(20.0/UINT)
    OC SOO I= 1,IMAX
    800F(I)=(F(I)-SLIQ)*CFAC
        TF(IFA.GT.C) r:C TO 60!
        WKIT三 (L1,4)
    If (JE-N1) 201, 204, 204
    201 NN = N2
        JJ=(JO-JחE)/N2
        IF (N1 - IMAX) 202, 203, 203
        202. N=N1
        GC TO 220
        203N=IMAX
        GO TO 22?
    204 IF (NE -N3) 205, 208, 208
    205 N:N=N4
    JJ=J01+(JE-N1)/N4
    IF (iN3-IMAX) 236, 207, 207
    206 N=N2
    GC T? 220
    207 心= צMAX
        GC TO ?2?
    208 NN=NO
    JJ=Ni2+(JU-N.j)/1,6
    IF (:5, - I(AX) 209, 210, 21J
    ?79 iv = v%
    HO IO? ??
    ?10 N= I** 
    222 DG ? 3: J=J0, N, 1N
    IMAX:= IMAX + 12-J
```

```
        JJ=JJ+1
        SU:" = 0.?
        [IC 2?5 I = 10, IMA K I
        K=J+I - 12
    225SLY = S1JiM + F(K)*TT(I,JJ)
        XA = A* X
        X=XA/SLA涪
        r= xA*57.29578*60.0
            FA(J)=SU:1
            AC=(FLOAT (J)*A)**2
            FA(,)=FA(J)*AC
                            HRTTE (L1,\sigma) X,Y,S|li,F(J),FA(J)
                            PUNCHED OUTPUT FOF HIOG, COPR. FUNICT. ANAL.
                            IF(NPNICH.EO.1) 235,230
    235 CONTINUE
            FA(J)=FA(J)*10JCC0.0
        IF(FA(1).LI, S)?40,?45
    2+C FA(.1)=0.0
    245 RONTINUE
        NHIT:(52,504) FA(J)
    504 FCPMAT (1.jFE.1)
    230 CONTINUE
        IF (N - IMAX) 251, 200, 200
    251 IF(N-N3) 252, 261,261
    252 J0 = N1 +N/4
        HOTO 205
    261 IF(N-N5) 252, 200, 200
    ?62 JE = N3+N6
        GO TO 258
    60G WKITE(L1,6\cap1)
    601 FOF MAT(* PCKGO COFR. INT.*,5X,*LOPENTZ-GEOM. CORR. INT. *)
    AE=(FLCAT (I)*A*2.0)**2
    FA(I) =F(I)*AB
    5 0 1 ~ W F I T E ( L 1 , 5 0 2 ) ~ F ( I ) , F A ( I )
    532 FCFHAT(/E18.6,7X, 519.6)
    50? CCVTINIS
    G0 10 2J0
    700 CCNTINUE
        STOR
        ET!R
```


[^0]:    Submitted to the Graduate School of the University of Massachusetts in partial fulfillment of the requirements for the degree of

    DOCTOR OF PHILOSOPHY
    July, 1977
    Polymer Science and Engineering Department

[^1]:    *Personal discussions with Dr. F. Khoury, National Bureau of Standards.

[^2]:    ${ }^{1} \mathrm{~S}_{\mathrm{T}}$ used for $\mathrm{T} / \mathrm{B}$ notation in text.
    ${ }^{2} p_{a}$ and $p_{c}$ denote general functional forms.
    $H_{\alpha}$ refers to specific Gaussian types.

[^3]:    *The mathematical derivation was accomplished by Professor R. S. Stein.

