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 Optimal selection of features is very difficult and crucial to achieve, 

particularly for the task of classification. It is due to the traditional method of 

selecting features that function independently and generated the collection of 

irrelevant features, which therefore affects the quality of the accuracy of  

the classification. The goal of this paper is to leverage the potential of  

bio-inspired search algorithms, together with wrapper, in optimizing  

multi-objective algorithms, namely ENORA and NSGA-II to generate an 

optimal set of features. The main steps are to idealize the combination of 

ENORA and NSGA-II with suitable bio-search algorithms where multiple 

subset generation has been implemented. The next step is to validate  

the optimum feature set by conducting a subset evaluation. Eight (8) 

comparison datasets of various sizes have been deliberately selected to be 

checked. Results shown that the ideal combination of multi-objective 

algorithms, namely ENORA and NSGA-II, with the selected bio-inspired 

search algorithm is promising to achieve a better optimal solution (i.e. a best 

features with higher classification accuracy) for the selected datasets.  

This discovery implies that the ability of bio-inspired wrapper/filtered system 

algorithms will boost the efficiency of ENORA and NSGA-II for the task of 

selecting and classifying features. 
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1. INTRODUCTION 

Enormous dataset normally consists of a large number of attributes. These attributes are 

repetitive/irrelevant on a regular basis and influence the data mining model. In cases where the rule has so 

many constraints, with a wide number of characteristics, the rule becomes more complicated and difficult to 

understand. By understanding this problem, it is important to the the number of features to be used in  

the creation of information mining models. In realistic situations, it is proposed that the obsolete and redundant 

measurements should be removed in order to minimize processing time and labor costs. In [1] claimed that  

a dataset with a large number of attributes is known as a dataset with a high dimensionality. This condition 

would lead to the curse of the dimensionality theorem, where the time of measurement is the exponential 

function of the number of dimensions. In addition, the high dimension of space searching leads to  

the redundancy of features in the model. The ultimate solution is to reduce the search dimension while 

preventing the loss of vital information in the results. Large number of attributes in each potential rule can 

https://creativecommons.org/licenses/by-sa/4.0/
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create ambiguous representation, making it difficult to understand, use, and exercise. The complexity of  

the attribute can then be minimized by reducing the number of attributes and removing irrelevant attributes that 

will increase processing time and boost storage performance.  

Feature selection (FS) is defined in [2] as the process of removing features from the database that are 

irrelevant to the task to be performed. Feature selection promotes data comprehension, reduces calculation and 

storage requirements, reduces computational process time, and reduces the size of the data collection, making 

model learning easier. FS has become increasingly popular in applications in genomics, health sciences, 

economics, banking, among others [3-5] as well as in psychology and social sciences [6, 7]. 

Feature selection algorithms categorized into 2 main group: supervised, unsupervised and  

semi-supervised; this relies upon whether the training set is, or not, labelled. Feature selection models are also 

categorized into filter, wrapper and embedded models. The first ones apply statistical measures to assign  

a score to each feature; features are ranked by their score, and either selected to be kept or removed from  

the data set. Filter models do not interact with learning algorithms, and they can be univariate (when features 

are evaluated one by one) or multivariate (when they are evaluated in subsets). Wrapper methods define  

the selection of a set of features as a search problem, where different combinations are prepared, evaluated and 

compared to other combinations. Finally, the underlying idea of embedded models is learning which features 

best contribute to th accuracy of the model while the model is being created. 

Feature selection consists of four stages, typically referred to as subset creation, subset evaluation, 

stop criterion, and result validation.During the phase of subset evaluation the goodness of a subset produced 

by a given subset generation procedure is measured. Examples of subset evaluation measures for multivariate 

filter methods are the distance [8], the uncertainty [9], the dependence [10], and the consistency [4], while 

wrapper methods mostly use the accuracy [11]. The stopping criterion establishes when the feature selection 

process must finish; it can be defined as a control procedure that ensures that no further addition or deletion of 

features does produce a better subset, or it can be as simple as a counter of iterations. Finally, in the phase of 

result validation the validity of the selected subset is tested.  

A recent overview, categorization and comparison of existing methods for selecting features is shown 

in [12]. A significant downside to these techniques is that they only consider a single criterion when looking 

for a subset, and do not seek to limit the number to attributes chosen; they can then be referred to as  

single-objective feature selection methods. However, the single mechanisms do not suffice when the number 

of features is particularly high, and a separate feature selection process does improve the performances of  

the learned model. 

Evolutionary (or genetic) computation uses a simple evolutionary metaphor. The problem, according 

to this metaphor, plays the function of an atmosphere in which a population of individuals resides, each 

representing a potential solution to the problem. The degree of adaptation of each person to his or her 

environment is expressed by a measure of adequacy known as fitness function. Unlike evolution in nature, 

evolutionary algorithms have the ability to slowly evolve solutions to the problem. Algorithms begin with  

an initial population of random solutions and, in each iteration, the best individuals are selected and combined 

using variation operators, such as crossovers and mutations, to create the next generation. The cycle is repeated 

until each of the stop criteria is met. Some problems involve multi-objective optimization (MO) in particular 

where there is an implicit tension between two or more problem objectives; the selection function, in which 

one must optimize the accuracy of the classifier and reduce the number of features, is an example of such  

a problem.  

Multi-objective evolutionary algorithms [13, 14] have proven to be very successful in finding optimal 

solutions to multiple objective problems. Multi-objective evolutionary algorithms are especially suitable for 

multi-objective optimization because they look for multiple optimal solutions in parallel and are able to find  

a set of optimal solutions in their final population in a single sprint. When an optimal solution set is available, 

the most suitable solution can be chosen by applying a preference criterion. The goal of a multi-objective search 

algorithm, therefore, is to discover a family of solutions that are a good approximation to the Pareto front. 

In the case of multi-objective feature selection, each front-end solution may represent a subset of features with 

an related trade-off between, for example, accuracy and model complexity. 

In multi-objective feature selection methods, two common methods are known as ENORA and 

NSGA-II. ENORA (evolutionary non-dominated radial slots based algorithm) is one of the multi-objective 

evolutionary algorithm selection techniques for random search [15, 16] with the following two objectives: 

minimizing the number of selected features and minimizing the root mean squared error (RMSE) of  

the Random Forest (RF) model, a well-known regression model learning algorithm [17]. In addition,  

the multi-objective evolutionary algorithm known as the NSGA-II (non-dominated sorted genetic  

algorithm) [18] is considered a norm in the multi-objective evolutionary computing community, both in terms 

of the hypervolume statistics of the last population and in terms of the RMSE of the chosen person.  

The NSGA-II wrapper solution is introduced for the identification of designated persons in [19].  
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A change in the dominant relationship is implemented in [20] to consider an arbitrary large number 

of goals and is used in a combination of NSGA-II, logistic regression, and naive Bayes with Laplace correction 

as classification algorithms. In [8], the selection of a multi-objective function is applied to a diagnostic issue 

in the medicine. For an application in engineering, a multi-objective algorithm that minimizes the error 

identification rate, undetected identification rate and the number of selected features is proposed in [9]. In [21] 

a multi-objective Bayesian artificial immune system is used for the selection of features in classification 

problems, with the goal of reducing both the classification error and the cardinality of the subset of features. 

In [10] a wrapper approach is proposed to optimize the data mining algorithm error rate and the model size of 

the learning algorithm using NSGA and NSGA-II. A multi-objective estimation of the distribution algorithm 

is proposed in [11] for the selection of a function subset based on a common modeling of objectives and 

variables. Figure 1 shows the complete flow of ENORA/NSGAII adapted from [22]. 

 

 

 
 

Figure 1. Flow chart of an ENORA/NSGA-II adapted from [22] 

 

 

A multi-objective approach to the collection of function subsets using ACO and fuzzy has been 

proposed [23]. ACO was used in research to effectively solve the fuzzy multi-objective problem. Their work 

shows that the proposed approach can produce better subsets and achieve higher classification accuracy. ACO 

was also used with a genetic algorithm to pick a function for pattern recognition in [24]. The method consists 

of two interesting models, the visibility density model (VMBACO) and the pheromone density model 

(PMBACO) for the optimal solution for selecting and de-selecting features. Promising results have been 

obtained where the proposed approach demonstrates robustness and adaptive efficiency relative to other 

approaches. Similarly, the ant colony optimization (ACO) algorithm was used in the medical field to identify 

important features for the diagnosis of Raman-based breast cancer [25]. Experimental results demonstrated that 

ACO has the capability to boost the diagnostic accuracy of Raman-based diagnostic models. Similarly, ACO 

was used in the area of network security to detect intrusion [26]. Figure 2 presents basic pseudo-code of  

an ant algorithm. 

New meta-heuristic algorithm artificial bee colony (ABC) [27] has been used for the collection of 

features in computed tomography (CT Scan) images of cervical cancer that help to recognize existing cancers. 
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For the handling of high dimensional problems, [28] suggested a new method of selection of features based on 

ABC with gradient-boosting decision tree. The research result has shown that the proposed method effectively 

reduces the size of the dataset and achieves superior classification accuracy by using the selected features. 

Similarly, the hybrid approach [29] used the ABC algorithm with a differential evolution algorithm to address 

the high dimensional problem. The developed hybrid approach demonstrates the ability to pick good features 

for the classification tasks and thus increases the run-time efficiency and accuracy of the classifier.  

A multi-objective artificial bee colony (MOABC) model has been developed [30]. The developed algorithm 

was incorporated with a fuzzy approach to evaluating the relevance of the function subsets. Experimental 

findings indicate a substantial contribution to seeking a successful subset of features. Figure 3 demontrates 

basic pseudo-code of bee algorithm. 

 

 

  
  

Figure 2. The basic pseudo-code of an ant algorithm Figure 3. The pseudo-code of a bee algorithm 

 

 

Bat algorithm has been used effectively in engineering [31]. Multi-objective binary bat algorithm 

(MBBA) proposed by [32] modified bat position update strategy that works better with binary problems and 

also implemented mutation operator to boost local search capability and support the diversity of algorithms. 

The experimental results show that the proposed MBBA is a competitive multi-objective algorithm that 

outperforms NSGA-II. Bat algorithm has also been used in the area of renewable energy [33], which has great 

potential for application of the proposed algorithm to the wind power network. Similarly, in the medical sector, 

a modified bat algorithm (MBA) for feature selection developed by [34] performed significantly well to remove 

unwanted and repetitive data on breast cancer prior to diagnosis. In [35], the hybrid binary bat enhanced particle 

swarm optimization algorithm (HBBEPSO) was developed and claimed to have the ability to scan the feature 

space for appropriate combinations of features. Figure 4 outline the basic pseudo-code of bat algorithm. 

A multi-objective algorithm based on a cuckoo search algorithm has been applied to the optimization 

problem [36-38]. In the dimensional reduction problem, a new multi-objective cuckoo search algorithm [39] 

has been developed to search the space attribute with minimal correlation between the selected attributes. 

Experimental findings have shown that the proposed multi-objective CS method has successfully outperformed 

particle swarm optimization (PSO) and genetic algorithm (GA) optimization algorithms. For example, a hybrid 

rough set based on a modified cuckoo search algorithm has been proposed [39]. The algorithm developed 

demonstrates the ability to reduce the number of features in the reduction set without losing the accuracy of 

the classification. In [40] also proposed a prediction algorithm for heart disease based on the cuckoo search 

system. Two algorithms, namely cuckoo search algorithm (CSA) and cuckoo optimization algorithm (COA), 

have been used for subset generation and the results show that both algorithms have achieved better predictive 

accuracy on selected datasets. Figure 5 summarise the general pseudo-code of Cuckoo algorithm. 

Firefly algorithm has been invented by Yang [41] and has been used in many areas, especially in  

the selection of apps. New firefly algorithm based on the Ada-boost method has recently been developed in  

the medical field [42] to diagnose liver cancer. The developed hybrid method used by firefly algorithm to 
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improve the resulting Ada-boost algorithm can help physicians recognize and classify safe and unhealthful 

individuals. It can also be used in medical centers to improve accuracy and speed and reduce costs. In  

addition, [43] proposes the collection of features in the Arabic text classification based on firefly algorithm.  

The proposed algorithm has been successfully applied to various combinatorial problems and has achieved 

high precision in the development of the Arabic text classification. In the multi-objective question, the firefly 

algorithm was successfully applied to the scheduling problem field, such as in [44-46]. Figure 6 presents  

the basic pseudo-code of firefly algorithm.  

 

 

 
 

Figure 4. The pseudo-code of a bat algorithm 

 

 

 
 

Figure 5. The pseudo-code of a cuckoo search algorithm 
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Figure 6. The pseudo-code of a firefly algorithm 

 

 

In this paper, we suggest an optimal combination of a selection mechanism based on evolutionary 

subset generation. Wrapper and filtered approaches have been used. Bio-search algorithms have been combined 

with ENORA and NSGA-II to perform the optimum collection of apps. Inspired by the ability of bio-search 

algorithms to select features, the purpose of this paper is to present optimized ENORA and NSGA-II algorithms 

by deploying bio-search algorithms to obtain an optimum number of attributes for selected datasets.  

The key concept is to incorporate integrated algorithms by numerous reductions between multi-objective 

algorithms and bio-search algorithms for the collection of features. Description of the execution steps are listed 

in the next section.  

 

 

2. RESEARCH METHOD 

Methodology of this paper is represented in Figure 7 has been presented in the form of the workflow. 

It consists of series of steps and mention in details through out this section. 

− Step 1  

Data collection: datasets were selected from UCI Machine Learning Repository [47] (refer Table 1 

for profile of the selected datasets). These datasets consist of various sizes and mix domains in order to examine 

the capability of algorithms to perform attribute selection. 

− Step 2 

Data handling: missing values in the dataset has been pre-processed to be ready for experimentation. 

Dataset that has missing value (symbolized as ‘?’ in original dataset) should be replaced either with 0 or mean 

value. Both methods have been tested and a result indicates insignificant difference in terms of performance. 

This research decided using value of “0” to be replaced for missing values.  

− Step 3 

Load clean datasets: all datasets have been trained and tested using WEKA software. WEKA also has 

been used to do the data pre-processing in step 2. In WEKA software, the detailed parameter setting for all 

algorithms has been set up to be further experimented in step (4) and step (5) as shown in Table 2.  

− Step 4 

Subset generation (1): in this step, two (2) reduction processes which are ENORA and NSGA-II 

algorithms with filtered method have been executed. The output of this first subset generation considered not 

an optimal subset and need to be furthered reduced. The extended reduction is needed to get an optimal 

reduction which been done in step (5). 

− Step 5 

Subset generation (2): in this step, the output in step (4) will be furthered reduced with five (5)  

bio-search methods (ant, bat, bee, cuckoo and firefly) + wrapper used in order to search for the optimal 
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attributes. This experiment process reflects research done in [48] which claimed that balance of exploitation 

and exploration need to be accomplished for efficient space searching. This second generation of the subset 

considered an optimal subset. 

− Step 6 

Subset evaluation: in this step, the output of subset generation (1) and subset generation (2) will be 

evaluated through classification performance. This step is to confirm the performance of subset generation with 

good classification accuracy in order to produce an optimal feature selection model. 

− Step 7 

Production of optimal feature selection model: In this final step, various combinations of bio-search 

methods and reduction algorithms were carefully selected to perform a feature selection model. Optimal 

numbers of reductions with good classification accuracy are the criteria for choosing the best selected list. 
 

 

 
 

Figure 7. Methodology of the research 

 

 

Table 1. Profile of the selected datasets 
Size Dataset #Attr #Inst #Class 

Small Breastcancer 9 367 2 
Small Parkinson 22 197 2 

Small Ozone 72 2536 2 

Medium Clean1 166 476 2 
Medium Semeion 265 1593 2 

Large Emails 4702 64 2 
Large Gisette 5000 13500 2 

Large Arcene 10000 900 2 

 

 

Table 2. Details parameter setting 
Searc Algo Population Size Specific setting 

Ant 20 Evaporation rate: 0.9 | Pheromone rate: 2.0 | Heuristic rate: 0.7 

Bat 20 Frequency: 0.5 | Loudness: 0.5 

Bee 30 Radius Damp: 0.98 | Radius Mutation: 0.80 

Cuckoo 20 Pa rate: 0.25 | Sigma rate: 0.70 

Firefly 20 Beta zero: 0.33 | Absorption Coefficient: 0.001 

ENORA 100 Generation: 10 
NSGA-II 100 Generation: 10 

*Fixed setting for all bio-search algorithms: Iteration: 20, Mutation Probability: 0.01 
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3. RESULTS AND DISCUSSION 

Table 3 shows the comparison of reduction performance between ENORA vs NSGA-II in the first 

subset generation and second subset generation. It can be seen that ENORA+filtered method managed to reduce 

the attributes for seven (7) datasets (Ozone, Parkinson, Clean1, Semeion, Emails, Gisette, Arcene) except for 

Breastcancer datasets where the original attributes remained. Semeion, Emails, Gisette and Arcene datasets 

achieved more than 95% reduction. Similar situation with NSGA-II where the first subset generation achieved 

more attribute reduction than ENORA. Emails dan Gisette datasets have reached almost 100% reduction which 

is extreme cases to be considered in the first subset generation. However, the massive reduction using ENORA 

and NSGA-II of these attributes with filtered approach still does not approve the optimal selection. Even though 

the performance of NSGA-II better than ENORA in term of much less selected attributes in first reduction, this 

condition still not promising to get the optimal set of attributes.The second subset generation need to be 

executed to obtain absolute optimal reduction set. Extended experiment has been conducted to optimize  

the ENORA and NSGA-II algorithms with five (5) bio-search algorithm and wrapper method. A result shows 

more reduction happened for all datasets. Extreme case has been discovered by Ozone dataset where twelve 

(12) attributes in the first reduction with ENORA have been reduced to only one (1) attribute in the second 

reduction. Same result also been achieved with NSGA-II. Further experiment been conducted to optimize  

the ENORA and NSGA-II algorithms with five (5) bio-search algorithm and wrapper method. Results shows 

superior reduction for all datasets for ENORA and NSGA-II. Ozone dataset maintain the same result as all 

searching space has been fully explored. Overall, all bio-search algorithms succeeded to acquire near-optimal 

solutions (optimal features) in second subset generations. This result confirmed the adaptive behavior of  

bio-search algorithm with wrapper methods to perform optimal features selection for ENORA and NSGA-II 

algorithms. Also, the ability of random search function that exists in the bio-search algorithms gives more 

advantages to select the best optimum features. For reduction purposes, it can be concluded that bio-search 

algorithms with wrapper method can be used to reduce attributes from all sizes of data. 
 
 

Table 3. Comparison of attribute reduction: ENORA vs ENORA + Bio-Search 

Dataset 
#Attr 
Ori 

Subset Generation (1) Subset Generation (2) 

#Attr 
# Attr [ENORA +  

(Wrapper + Bio Search)] 

# Attr [NSGA-II +  

(Wrapper + Bio Search)] 

ENORA 
+ Filtered 

NSGA-II + 
Filtered 

Ant Bat Bee Cuc Fly Ant Bat Bee Cuc Fly 

Breastcancer 9 9 (0.0%)* 9 (0.0%)* 7 7 7 6 7 7 7 7 6 7 

Parkinson 22 9 (59.1%)* 7 (68.2%)* 5 6 6 7 6 5 3 5 5 5 
Ozone 72 12 (85.7%)* 6 (91.7%)* 1 1 1 1 1 1 1 1 1 1 

Clean1 166 22 (86.7%)* 19 (88.6%)* 14 13 14 14 14 15 17 15 15 14 

Semeion 265 5 (98.1%)* 7 (97.4%)* 4 4 4 4 4 4 6 6 6 4 
Emails 4702 79 (98.3%)* 40 (99.1%)* 18 24 11 13 34 8 11 4 7 14 

Gisette 5000 66 (98.7%)* 49 (99.0%)* 23 28 18 15 31 14 20 13 18 20 

Arcene 10000 391(96.1%)* 216(97.8%)* 101 37 36 37 133 93 86 56 80 84 

* % of reduction from original attributes 

 
 

Table subset generation (2) shows the comparison of classification accuracy of ENORA with various 

classifiers for classification perfomance. Surprisingly that attributes selected from all datasets by ENORA in 

the first reduction does not improve the classification accuracy which maintained the same accuracy results of 

the original datasets (refer to Table 4). Clearly, attributes selected in second subset generation by ENORA and 

bio-search algorithms with wrapper method successfully increased the classification accuracy. All five (5) 

algorithms (ant, bat, bee, cuckoo and firefly) proved to have good classification accuracy for all datasets except 

Gisette dataset. But it is still considered acceptable since the percentage of reduction achieved more than 50% 

(refer to Table 4) then still maintaining good classification accuracy for Gisette dataset. Generally, it can be 

seen all bio-search algorithm performed well to achieve better classification accuracy with various classifiers. 

The highlighted column in Table 5 shows the selected best performance of classification results which reflects 

the model to be developed (refer to Table 6). 

Table 7 shows the comparison of classification accuracy of NSGA-II with various classifiers for 

classification perfomance. Interestingly to highlight that attributes selected from all datasets by NSGA-II in 

the first subset generation show inconsistent results which improved the accuracy for the half of the datasets 

(refer to Table 4). Another half shows decrement of classification accuracy. Obviously, the first subset 

generation results by NSGA-II algorithm need to be optimized in order to get better classification accuracy.  

In second subset generation, NSGA-II and bio-search algorithms with wrapper method shows significant 

increment for all datasets. The highlighted column in Table 5 shows the selected best performance of 

classification results which reflects the model to be developed (refer to Table 6). Table 6 shows the IDEAL 
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feature selection model on various sizes of datasets. This model which consist of combination list of algorithms 

can be a guideline for searching optimal number of attributes based on dataset size. 

 

 

Table 4. Subset generation (1) classification accuracy: original data,  

ENORA, NSGA-II using DT, NB and k-NN 

Dataset 

No Reduction  1st Reduction 1st Reduction 

Accuracy (%) [ENORA + Filtered] Accuracy (%) [NSGA-II + Filtered] Accuracy (%) 

DT NB k-NN DT NB k-NN DT NB k-NN 

Breastcancer 96.2 96.2 95.8 96.2 96.2 95.4 96.2 96.2 95.4 

Parkinson 84.8 83.3 92.4 89.4 90.9 92.4 87.9 90.9 87.9 

Ozone 93.3 71.9 92.4 93.7 80.5 92.2 93.9 89.4 93.5 

Clean1 85.8 85.2 83.3 75.9 82.1 80.2 82.1 86.4 86.4 

Semeion 94.5 93.0 97.6 92.4 91.3 92.4 93.4 90.6 93.4 

Emails 72.7 86.4 72.7 77.3 86.4 86.4 77.3 77.3 77.3 

Gisette 91.5 91.5 92.9 88.2 85.0 85.6 86.8 86.2 85.9 

Arcene 70.6 76.5 91.2 85.3 79.4 88.2 85.3 79.4 88.2 

 

 

Table 5. Subset generation (2) classification accuracy: ENORA using DT, NB and k-NN 

Dataset 

2ndReduction 

[ENORA + (Wrapper + Bio Search)] Accuracy (%) 

Decision Tree (DT) Naïve Bayes (NB) k-Nearest Neighbour (k-NN) 

Ant Bat Bee Cuc Fly Ant Bat Bee Cuc Fly Ant Bat Bee Cuc Fly 

Breastcancer 96.2 96.2 96.2 96.2 96.2 96.6 96.6 96.6 96.6 96.6 95.4 95.4 95.4 96.2 95.4 

Parkinson 87.9 89.4 89.4 89.4 89.4 90.9 90.9 90.9 93.9 90.9 90.9 92.4 92.4 92.4 92.4 

Ozone 93.9 93.9 93.9 93.9 93.9 93.9 93.9 93.9 93.9 93.9 93.9 93.9 93.9 93.9 93.9 

Clean1 80.9 80.9 80.9 80.9 80.9 84.0 84.0 83.3 84.0 84.0 82.1 82.7 82.7 82.1 82.1 

Semeion 92.4 92.4 92.4 92.4 92.4 91.3 91.3 91.3 91.3 91.3 92.4 92.4 92.4 92.4 92.4 

Emails 77.3 77.3 77.3 72.7 77.3 86.4 86.4 86.4 86.4 86.4 86.4 86.4 86.4 86.4 86.4 

Gisette 84.4 87.1 86.2 83.5 87.6 85.3 85.3 86.2 81.8 85.9 83.2 86.2 86.5 82.9 86.8 

Arcene 88.2 88.2 76.5 88.2 94.1 88.2 88.2 91.2 88.2 88.2 85.3 85.3 82.4 88.2 91.2 

 

 

Table 6. Ideal feature selection model 
List Dataset size Multi-objective algo Reduction algo Bio-search algo Classifier 

1. 
Small 

ENORA 

Wrapper 

Cuckoo NB 
2. NSGA-II Ant, Cuckoo, Firefly NB 

3. 
Medium 

ENORA Bee, Bat k-NN 

4. NSGA-II Ant, Cuckoo NB 
5. 

Large 
ENORA Firefly k-NN 

6. NSGA-II Bat DT 

 

 

Table 7. Subset generation (2) classification accuracy: NSGA-II using DT, NB and k-NN 

Dataset 

2ndReduction 

[NSGA-II + (Wrapper + Bio Search)] Accuracy (%) 

Decision Tree (DT) Naïve Bayes (NB) k-Nearest Neighbour (k-NN) 

Ant Bat Bee Cuc Fly Ant Bat Bee Cuc Fly Ant Bat Bee Cuc Fly 

Breastcancer 96.2 96.2 96.2 96.2 96.2 96.6 96.6 96.6 96.6 96.6 95.4 95.4 95.4 96.2 95.4 

Parkinson 87.9 84.8 87.9 87.9 87.9 93.9 86.4 90.9 93.9 93.9 90.9 86.3 90.9 90.9 90.9 

Ozone 93.9 93.9 93.9 93.9 93.9 93.9 93.9 93.9 93.9 93.9 93.9 93.9 93.9 93.9 93.9 

Clean1 84.0 83.3 83.3 83.3 83.3 87.0 84.6 85.8 87.0 84.6 85.2 82.1 84.6 81.5 84.0 

Semeion 92.6 93.4 93.4 93.4 92.6 93.2 93.2 93.2 93.2 93.2 93.2 93.2 93.2 93.2 93.2 

Emails 77.3 77.3 77.3 77.3 77.3 77.3 77.3 77.3 77.3 77.3 77.3 77.3 77.3 77.3 77.3 

Gisette 88.2 88.2 88.2 88.8 88.2 86.5 86.2 86.5 86.5 86.5 85.9 85.3 85.9 85.3 85.9 

Arcene 85.3 91.2 76.5 76.5 82.4 85.3 82.4 88.2 85.3 85.3 85.3 88.2 88.2 91.2 91.2 

 

 

4. CONCLUSION AND FUTURE WORK 

In summary, the impact of this paper on data mining can be seen as leading in particular to alternative 

optimization techniques. This alternative technique provides a better understanding of the implementation of 

various bio-inspired algorithms in the exploration and utilization of the search space, in particular for  

the optimization of multi-objective algorithms. This paper explores a new ideal feature selection model that 

has been compared and evaluated on eight (8) datasets. The ideal lists for the selection of features have been 

determined on the basis of the produced good classification accuracy with the relevant features. However,  

the limitation of algorithms needs to be addressed. One of the limitations is the computational cost (longer 
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computation time), and it takes time to discover the formulation of the list. The next research work to be 

explored would therefore be the study on different bio-search algorithms and the formulation of the correct 

setting of parameters for new optimization techniques. 
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