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Abstract. Medical images are often of very high resolutions, far greater
than can be directly processed in deep learning networks. These images
are usually downsampled to much lower resolutions, likely losing useful
clinical information in the process. Although methods have been devel-
oped to make the image appear much the same to human observers, a lot
of information that is valuable to deep learning algorithms is lost. Here,
we present a novel dictionary learning method of reducing the image
size, utilizing DAISY descriptors and Improved Fisher kernels to derive
features to represent the image in a much smaller size, similar to tradi-
tional downsampling methods. Our proposed method works as a type of
intelligent downsampling, reducing the size while keeping vital informa-
tion in images. We demonstrate the proposed method in a classification
problem on a publicly available dataset consisting of 108,309 training
and 1,000 validation grayscale optical coherence tomography images. We
used an Inception V3 network to classify the resulting representations
and to compare with previously obtained results. The proposed method
achieved a testing accuracy and area under the receiver operating curve
of 97.2% and 0.984, respectively. Results show that the proposed method
does provide an accurate representation of the image and can be used as
a viable alternative to conventional downsampling.

Keywords: Dictionary Learning - Deep Neural Network - DAISY de-
scriptors - Improved Fisher Kernels - OCT

1 Introduction

Routinely collected medical images are usually high resolution, far exceeding
computational capabilities, meaning that these images must be downsampled to
much lower resolutions for most deep learning applications. Any downsampling
will inevitably lose information [5]. There is a need for data efficient, intelligent
downsampling techniques which can downsample images while keeping as much
relevant information as possible.
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Traditional image downsampling techniques focus on making the image ap-
pear the same to a human observer (for example, bicubic interpolation [7]).
However, there is often a difference between features that humans and algo-
rithms perceive to be important. We aim to develop a new method that is data
efficient and preserves the features that a deep neural network finds useful in
challenging tasks.

This paper proposes a novel method largely inspired by Albarrak et al. [1],
which aims to provide a better method of image downsampling. Albarrak et al.
[1] proposed a method of volumetric image classification, which involved decom-
posing 3D volumetric images into homogeneous regions and then representing
each region with a Histogram of Oriented Gradients (HOG). They then used
Improved Fisher Kernels (IFK) [13] to create one feature vector for each image.
Contrary to Albarrak et al. [1], our method utilizes DAISY descriptors to pro-
vide a 2D representation of images in a 3D space. IFK is then used to choose the
best value in the third dimension of the DAISY feature maps, finally resulting
in a 2D image. This method results in a 2D representation, which is of a sig-
nificantly smaller size than the original image. The representation can then be
passed through a deep learning network for classification. The method is illus-
trated in Figure 1. Our method is demonstrated on a publicly available dataset,
consisting of Optical Coherence Tomography (OCT) images [6]. We compare
our results with their published results obtained previously on this dataset and
achieve improved accuracy.

Our main contribution can be summarised as follows. First, we propose a
new dictionary learning approach for intelligent image downsampling based on
DAISY descriptors and Fisher Vectors; second, we demonstrate that the pro-
posed approach is compatible with deep learning algorithms; third, we show
promising results in OCT images to improve disease classification.

The remainder of the paper is organized as follows. Section 2 gives a brief
outline of previous work. Section 3 describes the methods used to create the
image representation. In section 3, we apply our method to a dataset of OCT
images and give results compared to previously obtained results. Finally, section
4 briefly discusses our findings and conclusions.

2 Previous work

There are a variety of well-established image downsampling techniques, includ-
ing nearest neighbor, bilinear, and bicubic interpolation [7]. Downsampling tech-
niques mainly focus on reducing image dimensions while still providing an accu-
rate representation of the image. Other downsampling methods, such as adaptive
downsampling [9], focus on enabling the image to be reconstructed to the origi-
nal size. Previously, these methods have been evaluated based upon how similar
they are to the ground truth, using performance measures such as peak signal
to noise ratio and root mean square error. However, these performance measures
fail to evaluate how well the method captures features that may be useful in a
classification task.
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Fig. 1. The proposed framework. Previously, large images would need to be down-
sampled to avoid an out of memory error. The new framework aims to avoid random
downsampling by introducing a more data efficient approach. The new image represen-
tation may not be more intuitive to a human observer; however, it may be more useful
for a classification algorithm.

Methods such as Histogram of Oriented Gradients (HOG) [19], Scale Invari-
ant Feature Transformation (SIFT) [10], dictionary learning [1], and deep learn-
ing [3], have been proposed as a method of reducing image dimension before
classification. These methods have some success in producing excellent classifi-
cation performance. A modified version of DAISY has previously been used in a
logo classification problem [8], where it was used to produce edge maps. A linear
support vector machine (SVM) was then used for classification. This method
produced state-of-art results, which were superior to other SIFT-like methods.
We differ from this method by using Fisher vectors to reduce the DAISY repre-
sentation back to an image; this allows us to use already well-developed image
classification algorithms.

3 Methods

The proposed new dictionary learning image representation consists of two steps.
The first step utilizes DAISY descriptors to describe the image densely in three
dimensions, creating a dictionary. The second step uses Fisher kernels to choose
the most significant value in the third dimension of the DAISY features. This
produces a much smaller image that resembles the original to some degree. While
the generated image may not be insightful to human graders, its enhanced fea-
tures may be more useful to a computer than the original image.

3.1 DAISY

DAISY is an efficient image descriptor [16], which works in a similar way to
the more widely known algorithms, SIFT, and GLOH [15]. DAISY descriptors
are named because of the flower like pattern they produce. DAISY begins by
selecting a dense grid of uniformly spaced pixels, calculating orientation maps
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for each of the chosen pixels and convolving them with Gaussian kernels. This
produces a vector for each chosen pixel. The DAISY algorithm results in a 3D
tensor, with the first two dimensions storing the horizontal and vertical location
of the chosen pixels and the third dimension storing the descriptor values. A
visual representation of DAISY is shown in Figure 2. The use of Gaussian kernels
makes this algorithm efficient to compute, and it is well suited to providing dense
representations [15].

For an image of size (I1, I2), and given parameters step size s, radius r, rings
p, histograms h, and orientations o, the DAISY algorithm returns an array of
size (D1, Dy, D3), where

I_2 I_2
D1’71 TW’ DQP TW’ Dy =(pxh+1)xo.
S S

In our experiments, the DAISY algorithm was implemented using scikit-
image 0.15.0[17], with a step size of 5, a radius of 5, one ring, 8 histograms,
and 4 orientations. These parameters were chosen after some initial testing on a
small subset of 5000 images, more intensive testing may provide better parameter
choices. Each direction consisted of 298 pixels, resulting in a 298 x 298 x 36 feature
map.

Fig. 2. Visual representation of DAISY descriptors on an example image. A sparse
representation is used so that the pattern is easily observed.

3.2 Fisher vectors

The Fisher Kernel combines generative statistical models with discriminative
methods, making it both generalizable and flexible [13]. It has previously been
applied to a variety of problems, including image representation. Since its cre-
ation, the Fisher kernel has been improved to provide higher accuracy in real-
life classification, using L2 normalization and changing the linear kernel with
a non-linear additive kernel. [13]. This Improved Fisher Kernel (IFK) is used
here to reduce the image dimension further. In brief, for a set of feature vectors
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F = (x1,...,2y) in D dimensions, such as those extracted by DAISY, we fit a
Gaussian Mixture Model (GMM) with K kernels, I = (ug, Xk, ek = 1,.. ., k).
The GMM calculates posterior probabilities for each feature vector:

exp [~ (@ — p) " T (w0 — )]

DPnk = — .
S K exp [~ (@0 — m) T (@0 — )]

Then for each kernel k and dimension d, the mean and covariance are calculated:
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In order to reduce computation, we apply Fisher vectors with one kernel,
giving ¢; = 1. A Fisher Vector is calculated per image, meaning that mg4; = 0, Vd.
Hence, for our application, Fisher Vectors can be described with one vector:
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This vector is then used to reconstruct a grayscale image. This is a special case
of IFK; otherwise, we can use more kernels and which would produce a longer
feature vector.

4 Experimental and Results

4.1 Data

The proposed method is demonstrated on a publicly available dataset consisting
of OCT images [6]. OCT is a similar concept to ultrasound; however, it uses
light instead of sound to produce a cross-sectional view of tissue composition
with micrometre resolution [2]. In this dataset, each image is labeled as either
normal, Choroidal Neovascularisation (CNV), Diabetic Macular Edema (DME),
or drusen, corresponding to the disease that they display. CNV is a leading retinal
disease that can cause irreversible sight loss. There are various causes of CNV,
with the main form of CNV being wet age-related macular degeneration(AMD)
[4,18]. DME, also called Diabetic Macula Oedema (DMO), is a common cause
of vision loss in patients with diabetes. DME is characterized by intraretinal
fluid, causing a thickening in the retinal layers [11]. Drusen are subretinal lipid
deposits and are indicative of AMD [12]. Examples of each of the four classes
are shown in Figure 3.

The training dataset consists of 37,205 CNV images, 11,348 DME images,
8,616 drusen images, and 51,140 healthy images. The testing dataset comprised
of 250 images from each class and was collected from patients separate from the
training dataset[6]. Same as used by Kermany et al. we use this as a validation
dataset to evaluate performance.
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Fig. 3. Examples of the four classes in the OCT dataset. Arrows indicate the prominent
features that lead to the diagnosis.

4.2 Experiments setup

All experiments were conducted on a Linux machine using Ubuntu 18.04, with
a Titan X 12GB GPU and 32GB of memory. Python 3.6 and Keras 2.2.4 were
used to implement the method and in the deep learning network. For compar-
ison, we followed the work of Kermany et al. [6] who used an Inception V3
network [14], pretrained on Imagenet, with the Adam optimizer to classify the
images according to the disease they displayed. Inception V3 is a popular deep
learning network consisting of 159 layers. The Inception V3 is based on previ-
ous Inception networks, introducing new design principles to increase accuracy
while reducing computational complexity, such as. During the training of the
classification model, early stopping, with a patience of 10 epochs, and model
checkpoints were used to prevent overfitting and to select the best model. Class
weights were used to balance the training dataset.

4.3 Results

The output of the DAISY algorithm was a 298x298x36 tensor. A Fisher vector
generalized mixed model was then applied in the third dimension, with kernel
dimension 1. The final output resulted in a final size of 298x298, which is close
to our target of 299x299. Each image took an average of 2.1s to process offline
in this way. We used the classification method described by Kermany et al. [6],
which allowed us to compare our results directly with theirs.

To assess the performance of the proposed method, accuracy, macro-average
multi-class area under the receiver operating characteristic (AUC), sensitivity,
and specificity were calculated and compared with previously reported results
by Kermany et al. [6], shown in Table 4.3.

5 Discussion and Conclusions

This novel method aims to reduce image size while keeping important informa-
tion useful to the classification. DAISY descriptors provide a dense representa-
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Table 1. Multiclass classification performance metrics in the testing dataset. Values
in bold indicate the best score for that metric.

Method Accuracy| AUC |Sensitivity|Specificity
Kermany et al. [6]| 96.6% - 97.8% 97.4%
Our model 97.2% (0.984| 97.1% | 99.1%

tion of the image and Fisher kernels further reduce the size of that representation
of that image. The results presented here achieve improved accuracy and speci-
ficity over the previous results by Kermany et al. [6], which utilized traditional
downsampling methods. This demonstrates that the proposed method success-
fully captures useful information in images and may provide a better alternative
to traditional downsampling methods. Our method achieves improved specificity
at the expense of some sensitivity. Principal Component Analysis was used as
an alternative to the Fisher kernels, however we were not able to obtain good
results and these are not presented here. DAISY has the advantage of providing
dense representations, while also being computationally inexpensive. The use
of DAISY descriptors may also provide a more robust representation against
both photometric and geometric transformations compared to other descriptor
algorithms, as observed by Tola et al. [15].

The biggest current limitation of this method is the time taken to process the
images; speed increases may be possible if DAISY descriptors can be calculated
on a GPU. The effect of DAISY hyperparameters such as step size and radius
are yet to be fully explored, and improved results may be possible. More work
needs to be carried out to confirm if the proposed method generalizable to other
imaging modalities such as color fundus, which will contain more features than
OCT.

In conclusion, we have successfully demonstrated that our new method may
provide a viable alternative to downsampling images before training a deep learn-
ing network. Our method has increased accuracy over previous work when tested
on a publicly available dataset. Future work will concentrate on further optimiz-
ing the model in terms of speed and optimal parameters and in seeking other
applications.
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