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A B S T R A C T

This thesis is focused on the iteration of transcendental entire
and meromorphic functions within a particular domain of the
complex plane called a direct tract. Many new results are given
on the rates of escape and the dimension of points of bounded
orbit in a direct tract, as well as the geometry of direct tracts.

First, we study iterates of points within one of these tracts.
The points that escape to infinity are of particular interest in the
iteration of entire functions due both to their simple definition
and, in contrast to rational functions, the interesting phenomena
and structures they exhibit. We expand on work of Rippon and
Stallard to show that in many cases there exist points that escape
to infinity within a direct tract as slowly as desired. In order
to accomplish this, we develop several tools based both on the
expansion of the hyperbolic metric and estimates on the function
value in these direct tracts.

Next, we relate the geometry of a direct tract to how well
behaved the entire function is inside this direct tract. We consider
a particular type of direct tract, called a logarithmic tract. Many
results are known for functions with this type of direct tract, so
the ability to identify them from their geometric properties is
important. In particular, we give new descriptions of when a
direct tract is a logarithmic tract or contains logarithmic tracts.

Finally, we show that, for functions with a specific restriction
on the geometry of the direct tract, the Hausdorff dimension of
the set of points with bounded orbit in the Julia set is strictly
greater than one. To do this, we prove new results related to
Wiman–Valiron theory.
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1
I N T R O D U C T I O N

The subject of this thesis lies in the area of complex dynamics,
which more broadly sits between complex analysis and dynam-
ical systems. The field of complex dynamics was established
in the early 20th century by Pierre Fatou and Gaston Julia and
has been widely studied since. An introduction to the history of
complex dynamics, including the life of Fatou and Julia, can be
found in [2]. In this thesis, we more specifically study the iter-
ation of transcendental entire and meromorphic functions. We
will be concerned with the behavior inside a particular domain,
called a tract.

1.1 complex dynamics

A function f : C → C is a transcendental entire function if it
is holomorphic and not a polynomial. Complex dynamics is
concerned with the behavior of the iterates fn of f, that is, f
composed with itself n times, for n = 0, 1, 2 . . ..

Under iteration the complex plane C splits into two dynami-
cally interesting and important sets named after the originators
of the field, the Fatou set F(f) and its complement, which is
known as the Julia set J(f). Loosely speaking, the Fatou set is
the domain where points have stable behavior under iteration
and the Julia set is where chaotic behavior occurs. Formally, F(f)
is the set of points z ∈ C such that {fn} forms a normal family
on a neighborhood of z, and J(f) is its complement. A family of
transcendental entire functions F on a domain D ∈ C is called
normal if every sequence (fn) in F has a subsequence which
converges locally uniformly in D to either an entire function
or infinity. The Fatou set is open, while the Julia set is closed.
Both the Fatou set and the Julia set are completely invariant, that
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2 introduction

is z ∈ F(f) if and only if f(z) ∈ F(f) and similarly for J(f). This
gives the property that F(fn) = F(f) and J(fn) = J(f) for all
n ∈ N. For a survey of the iteration of entire and meromor-
phic functions, see [10]. For a survey of the iteration of rational
functions, see [8] and [46].

1.1.1 Fixed and periodic points

If z0 ∈ C, then we call z0 a fixed point if f(z0) = z0 and z0 a periodic
point if fp(z0) = z0 for some p ∈N. The smallest such p is then
called the period of the point z0. Much of the local behavior
about these points is determined by what is called the multiplier
of a periodic point, which is defined to be (fp) ′(z0). A periodic
point is then called attracting, indifferent, or repelling depending
on whether the modulus of the multiplier is less than, equal to,
or greater than 1 respectively. We further differentiate the cases
where the modulus of the multiplier is 0 and the case where it
is equal to 1. In the first case the point is called superattracting.
In the latter case, the multiplier is of the form e2πiα, where
0 6 α < 1. We call z0 a rationally indifferent periodic point if
α is rational and irrationally indifferent otherwise. Rationally
indifferent fixed points are also called parabolic. Finally, we call
a point pre-periodic if fn(z0) is periodic for some n ∈ N. For a
more detailed discussion of fixed points and their properties,
see [8].

Many of these points only occur in either the Fatou set or the
Julia set respectively. Attracting periodic points only occur in
the Fatou set, while repelling and rationally indifferent periodic
points only exist in the Julia set. Irrationally indifferent points
can occur in both the Julia set and Fatou set, with very different
dynamical behavior occurring depending on which set they fall
in.
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1.1.2 Singularities of the inverse function

There is a very strong connection between the dynamics of a
function and the singularities of the inverse function. First, we
distinguish the following two kinds of singularities:

• If there exists z such that f ′(z) = 0, then f(z) is called a
critical value and z is known as a critical point.

• If there exists a curve Γ : [0,∞) → C with |Γ(t)| → ∞ as
t → ∞ and f(Γ(t)) → a as t → ∞, then a is called an
asymptotic value. Further, we call Γ an asymptotic path.

The critical and asymptotic values are collectively known as
the singular values of an entire or meromorphic function and
sometimes denoted by sing(f−1).

Due to the importance of the singular values in the dynam-
ics of an entire function, two specific classes of functions are
routinely studied with restrictions on their set of critical and
asymptotic values. The Speiser class S is the class of transcen-
dental entire functions with a finite number of singular values.
The Eremenko-Lyubich class B is the class of transcendental entire
functions with a bounded set of singular values. Many impor-
tant results have been proven for each of these classes, as they
are in many ways the simplest entire functions to study.

1.1.3 The Fatou set

Connected components of the Fatou set, Fatou components, can
have varied and interesting behavior and have been the subject
of major study. Let U be a Fatou component and denote by Up
the component of F(f) in which fp(U) is contained. A Fatou com-
ponent U is called periodic if there exists a p such that Up = U.
However, if U is not periodic, but Un is periodic for some n ∈N,
then we say that U is pre-periodic. A Fatou component which is
not periodic or pre-periodic is called a wandering domain. Impor-
tantly, wandering domains do not exist for rational functions by
a major result of Sullivan [70]. This argument was generalized
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to functions in the class S by Eremenko and Lyubich [27], and
Goldberg and Keen [33], independently.

If f is an entire function and U is periodic, there is a well
known classification of the behavior of the iterates fn inside the
periodic Fatou component U, essentially due to Cremer [24] and
Fatou [29, 30, 31]. We have one of the following four possibilities:

• U contains an attracting periodic point z0 of period p, then
fnp(z) → z0 for all z ∈ U and we call U an immediate
attracting basin of z0.

• The boundary of U contains a parabolic periodic point z0
of period p, where fnp(z)→ z0 as n→∞ for all z ∈ U. We
call U a Leau domain or a parabolic basin.

• U contains an irrationally indifferent periodic point and f
can be conjugated by an analytic homeomorphism to an
irrational rotation in D. In this case, we call U a Siegel disc.

• There exists a point z0 ∈ ∂U such that fnp(z)→ z0 for all
z ∈ U as n→∞, but fp(z0) is not defined. In this case, we
call U a Baker domain.

Baker domains do not exist for rational functions. Further, if
U is a periodic Fatou component of a rational or meromorphic
function f, then there is a further possibility that does not occur
for entire functions, and so plays no role in this thesis:

• U contains an irrationally indifferent periodic point z0 of
period p and f can be conjugated by an analytic homeo-
morphism to an irrational rotation in an annulus. In this
case, we call U a Herman ring.

1.1.4 The Julia set

The Julia set has many interesting properties in its own right.
Near points in the Julia set, we have what is known as the
blowing up property. Any open neighborhood about a point in
the Julia set will "blow up" to cover the entire plane except at
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Figure 1.1: The Julia set of Fatou’s function, z+ 1+ e−z, in black. The
Fatou set, in gray, is a Baker domain in which points tend
to infinity.

most one point. More formally, if U is an open set that intersects
the Julia set then there is an exceptional set E(f) so that for any
compact set K ⊂ C \ E(f) there exists N ∈N such that

fn(U) ⊃ K,

for all n > N; see, for instance, [8, Theorem 4.2.5]. Note that for
a transcendental entire function, E(f) contains at most one point.
As a result, backward iterates of a point in the Julia set are dense
in the Julia set. Further, the Julia set is either the entire complex
plane, or J(f) has empty interior. For example, the Julia set of the
exponential function is the entire complex plane [47]. In general,
the Julia set is a perfect set, that is a closed, nonempty set which
does not contain any isolated points [10, Theorem 3]. A major
result of Baker [3] is that the Julia set contains non-degenerate
continua (non-empty compact connected sets). These continua
were first studied by Devaney and Tangerman [25] who showed
that they take the form of Cantor bouquets for functions such
as f(z) = λez for a suitable value of λ. In fact, the Julia set is a
Cantor bouquet for many functions, including the exponential
function and Fatou’s function z+ 1+ e−z; see, for example, [55].
Cantor bouquets are loosely a union of curves for which a cross
section gives a Cantor set. See Figure 1.1 and Figure 1.2 for two
figures illustrating how these sets look.
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Figure 1.2: The escaping set of 14 exp(z) in black. The Fatou set, an
attracting basin, is in white.

1.2 the escaping set

The escaping set

I(f) = {z : fn(z)→∞}

has a critical role in the study of transcendental entire and mero-
morphic functions. This set was first investigated in earnest
by Eremenko [26], who proved many important foundational
properties of the escaping set. A significant result in [26] is that
the escaping set is always non-empty. In fact, there always exist
points that lie in both the escaping set and the Julia set. The
proof that the escaping set is non-empty makes use of Wiman-
Valiron theory, which describes the behavior near points where
the maximum modulus is attained; see Section 1.6.1 for more
details. Further, Eremenko showed that the boundary of the
escaping set is the Julia set. This gives an explicit link between
the escaping set and the Julia set. For many functions, the Julia
set is the closure of the escaping set. In particular, Eremenko
and Lyubich [27] showed that this is true for all functions in the
class B; see the end of Section 1.4. An example of the escaping
set for the exponential function is shown in Figure 1.2. A de-
tailed description of the properties of the escaping set for the
exponential function is given in [25].
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Eremenko also showed that the closure of the escaping set
has no bounded components. This leads to arguably the most
famous conjecture in the iteration of transcendental entire func-
tions, Eremenko’s conjecture. He conjectured first that I(f) can-
not have bounded components. Second, that I(f) cannot have
bounded path-connected components, that is every point z ∈ I(f)
can be joined to∞ by a curve in I(f). One can see that the sec-
ond conjecture is stronger than the first. Rottenfusser, Rückert,
Rempe, and Schleicher [63] show that the answer to the sec-
ond stronger conjecture is negative and in fact in a dramatic
way. They construct an entire function whose Julia set has only
bounded path-connected components. Moreover, the functions
they construct are in the class B. The first conjecture, though, is
still open.

1.3 rates of escape

Major progress on Eremenko’s first conjecture has been made
by considering different rates of escape. A key breakthrough
was the following from [60].

Theorem 1.3.1 (Rippon and Stallard, 2005). If f is a transcendental
entire function, then I(f) has at least one unbounded component.

This theorem was proved by studying the so called fast escap-
ing set, A(f).

1.3.1 Fast escape

The fast escaping set was first introduced by Bergweiler and
Hinkkanen [13] and can be defined by

A(f) =
⋃
L∈N

f−L(AR(f))

where
AR(f) = {z : |fn(z)| >Mn(R) for n ∈N}
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as in [60]. Here,

M(R) = max
|z|=R

|f(z)| for R > 0

denotes the maximum modulus of f at radius R (also denoted
M(R, f)) and R is such that M(r) > r for all r > R. Note that
Mn(R) denotes iteration of M(R).

In a sense, points in A(f) escape as fast possible, as the orbit
of a point in this set always beats the maximum modulus after
some number of iterations. For many functions, J(f) is a Cantor
bouquet for which all the curves belong to A(f), apart from
some of the endpoints (see [55]). An example of such a function
is f(z) = 1

4e
z, see Figure 1.2.

The fast escaping set also has many interesting properties.
For example, J(f) ∩A(f) 6= ∅ and J(f) = ∂A(f). Note that Ere-
menko’s original proof in [26] that I(f) is non-empty, in fact,
shows that J(f)∩A(f) is non-empty. Further, in order to prove
Theorem 1.3.1, Rippon and Stallard show that all the compo-
nents of A(f) are unbounded. This leads to the natural question
of whether A(f) is the same as I(f), as, while implausible, it
would mean a positive answer to Eremenko’s conjecture. How-
ever, there exist points which escape arbitrarily slowly and are
never in the fast escaping set.

1.3.2 Slow escape

Motivated by their work on the fast escaping set, Rippon and
Stallard [59] proved the following theorem showing there always
exist points in the Julia set that escape as slowly as desired.

Theorem 1.3.2. Let f be a transcendental meromorphic function.
Then, given any positive sequence (an) such that an →∞ as n→∞,
there exist

ζ ∈ I(f)∩ J(f) and N ∈N

such that
|fn(ζ)| 6 an, for n > N.
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In Chapter 2, we generalize this result to show that there
exist points that escape arbitrarily slowly in a particular type of
domain, called a direct tract, provided we have some restrictions
on the geometry of this domain.

Rippon and Stallard [59] further show that a two sided slow
escape result is possible if there are restrictions on the minimum
modulus.

Theorem 1.3.3. Let f be a transcendental meromorphic function
with a finite number of poles. Then f has the property that, for
all positive sequences (an) such that an → ∞ as n → ∞ and
an+1 = O(M(an, f)) as n→∞, there exist ζ ∈ J(f) and C > 1 such
that

an 6 |fn(ζ)| 6 Can, for n ∈N,

if and only if there are positive constants c, d, and r0 such that d > 1
and

for all r > r0 there exists ρ ∈ (r,dr) such that m(ρ, f) 6 c,

where
m(r, f) = min

|z|=r
|f(z)|, for r > 0,

denotes the minimum modulus.

They also introduce the notion of the slow escaping set,

L(f) = {z ∈ I(f) : lim sup
n→∞

1

n
log |fn(z)| <∞}.

This set has many interesting properties similar to the escaping
set. In particular:

• L(f) is completely invariant under f,

• L(f) is dense in J(f), and

• ∂L(f) = J(f).

It should be noted that there is a whole alphabet of other
sets based on different rates of escape that have been studied,
such as the quite fast escaping set Q(f) studied, for example,
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in [62] and the set of points that escape faster than iterating a
polynomial, Z(f), studied in [56] and introduced in [45]. This
idea was generalized even further by Rippon and Stallard [61]
to consider sets of points whose orbit lies within a prescribed
sequence of annuli, leading to the notion of an annular itinerary.

Slow escape has also been studied in other contexts. In par-
ticular, by Nicks [49] for quasiregular mappings and by Warren
[75] for quasimeromorphic maps.

1.4 direct tracts

The name ‘tract’ to describe a domain on which a function
tends to an asymptotic value, say a, inside the domain was
first introduced by Valiron [74], who introduced the ‘tract of
determination a’ based on what he called paths of determination.
However, these ideas had been studied before, with Boutroux
[20] calling the collection of asymptotic paths a ‘langue’. These
ideas were also studied in different settings with Maclane [43]
describing tracts as nested components of {z : |f(z)| > R} for
functions f defined in the unit disc.

In this section, we first give a more detailed discussion of sin-
gularities of the inverse, as well as define direct and logarithmic
tracts.

1.4.1 Singularities of the inverse

We recall the classification of the singularities of the inverse
function due to Iversen [37] as well as the definition of a tract,
following terminology found in [16]. Let f be an entire function
and consider a ∈ Ĉ. For R > 0, let UR be a component of
f−1(D(a,R)) (where D(a,R) is the open disc centered at a with
radius R with respect to the spherical metric) chosen so that
R1 < R2 implies that UR1 ⊂ UR2 . Then either

⋂
RUR = {z} for

some unique z ∈ C or
⋂
RUR = ∅.

In the first case we have that a = f(z) and we have the follow-
ing two possibilities:
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Figure 1.3: The Julia set of e2z−1
ez−1/z . Points in black escape to infinity in

a logarithmic tract. The attracting basin of zero is drawn in
gray. The remaining points are drawn in white and contain
infinitely many Baker domains.

• f ′(z) 6= 0 and we call a an ordinary point.

• f ′(z) = 0 and we call a a critical value of f. We call z a
critical point of f.

In the second case, f has a transcendental singularity over a. The
transcendental singularity is called direct if f(z) 6= a for all
z ∈ UR, for some R > 0. Otherwise it is indirect. Further, a direct
singularity is called logarithmic if f : UR → D(a,R) \ {a} is a
universal covering. For example, the exponential function has
a logarithmic singularity over 0 and a logarithmic singularity
over ∞, while the tangent function has ∞ only as an indirect
singularity. The Julia set of a less trivial example is illustrated in
Figure 1.3. Note that these UR are called tracts (or a tract over a)
for f. More generally, we use the following definition of a tract,
as we often restrict f solely to the tract, and do not require that
f is entire or even defined outside of it.

Definition 1.4.1. Let D be an unbounded domain in C whose
boundary consists of piecewise smooth curves and suppose
that the complement of D is unbounded. Further, let f be a
complex valued function whose domain of definition contains
the closure D of D. Then D is called a direct tract of f if f is
holomorphic in D, continuous in D, and if there exists R > 0
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Figure 1.4: The direct tract of sin(z) sinh(z) in white for a fixed bound-
ary value.

such that |f(z)| = R for z ∈ ∂D while |f(z)| > R for z ∈ D. If, in
addition, the restriction f : D → {z ∈ C : |z| > R} is a universal
covering, then D is called a logarithmic tract. We further call the
value R the boundary value of the direct tract.

Every transcendental entire function has a direct tract. More-
over, all direct tracts of a function in the Eremenko-Lyubich class
B are logarithmic tracts, for sufficiently large R in the above.
Recall from Section 1.1.2 that the much studied class B consists
of those transcendental entire functions for which the set of
critical and asymptotic values is bounded.

The geometry of these direct tracts can be varied and quite
wild. In general, direct tracts need not be simply connected and
they need not have an unbounded boundary component, in-
stead possibly comprising the plane with holes removed around
zeros of the function. For example, the function sin(z) sinh(z)
in Figure 1.4 has a multiply connected direct tract which is not
logarithmic and in fact has no unbounded boundary component.

1.4.2 Logarithmic tracts

For many purposes, logarithmic tracts are easier to work with
than general direct tracts. Many important results are known
for functions with logarithmic tracts. Barański, Karpińska, and
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Figure 1.5: The direct tracts of exp(z2) in white with boundary value 2.

Zdunik [6] showed that, if a meromorphic function f has a
logarithmic tract, then the Hausdorff dimension of the Julia set
of f is strictly greater than 1. Rottenfusser, Rückert, Rempe, and
Schleicher [63], as well as Bergweiler, Rippon, and Stallard [16],
proved results on the structure of the escaping set for functions
with a logarithmic tract. Also, one can construct orbits of points
that escape slower than any given sequence within a logarithmic
tract, as we describe in Chapter 2.

We study logarithmic tracts in detail in Chapter 3 and give
geometric conditions on a given tract to be logarithmic and to
contain logarithmic tracts. In particular, we show that a simply
connected direct tract bounded by a single curve which tends
to ∞ at both ends is a logarithmic tract. An example of this
is illustrated in Figure 1.5 which shows a function with two
logarithmic tracts.

The main tool to study logarithmic tracts is the logarithmic
transform, first introduced by Eremenko and Lyubich [27]. Let
D be a logarithmic tract, f be holomorphic in D, and suppose
that f(D) = C \D(0, 1) with f(0) ∈ D(0, 1). Then we can lift via
the exponential function in order to obtain a map from logD to
a right half-plane. That is, the following diagram commutes.

logD H

D C \D(0, 1)

F

et et

f
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Here exp(F(t)) = f(exp(t)) for t ∈ logD, F is a conformal iso-
morphism, and H = {z : Re(z) > 0}. We call this map F the
logarithmic transform of f. Eremenko and Lyubich [27] used this
logarithmic transform in order to prove the following useful
expansion estimate. Note that in the following lemma we have
normalized the function f as above.

Lemma 1.4.2. Let D be a logarithmic tract of f. Then, for z ∈ D, we
have ∣∣∣∣zf ′(z)f(z)

∣∣∣∣ > 1

4π
log |f(z)| .

This gives more knowledge of the behavior of an entire func-
tion in a logarithmic tract than for an arbitrary direct tract and
has been a major tool in studying properties of entire functions
with logarithmic tracts. For example, this result was used by
Eremenko and Lyubich [27] to show that I(f) ⊂ J(f) for f ∈ B.

1.5 hausdorff dimension and the pressure func-
tion

The Hausdorff dimension (sometimes known as the Hausdorff–
Besicovitch dimension) was first introduced by Felix Hausdorff
in order to assign a dimension to fractal sets that better describe
them than an integer dimension. Loosely speaking, the Haus-
dorff dimension measures how well a set can be covered by
discs. For a basic introduction to the Hausdorff dimension and
its properties, see [28] and [19]. For a more in depth discussion
of the Hausdorff dimension related to transcendental entire and
meromorphic functions, see [69].

1.5.1 Hausdorff dimension definition

Following [28], let K and Ui for i ∈N be non-empty subsets of
Rn. If K ⊂ ∪∞i=1Ui with 0 < |Ui| 6 δ for each i, then we call {Ui}
a δ-cover of K. We then define

Hs
δ(K) = inf

{ ∞∑
i=1

|Ui|
s : {Ui} is a δ-cover of K

}
,
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where δ > 0 and s is a non-negative number. We then decrease
the possible covers of K by letting δ tend to 0. We call

Hs(K) = lim
δ→0

Hs
δ(K)

the s-dimensional Hausdorff measure of K.
As s increases there is a threshold where Hs(K) changes from

being infinite to taking the value 0. The value of s at which this
change takes place is called the Hausdorff dimension of K and is
defined to be

dim(K) = inf{s : Hs(K) = 0}.

1.5.2 Hausdorff dimension of the Julia set of entire functions

The Hausdorff dimension of the Julia set, dim J(f), of transcen-
dental entire and meromorphic functions has been widely stud-
ied. Misiurewicz [47] proved that the Julia set of the exponential
function is the entire plane, and hence dim J(f) = 2 in this case.
Major work was done by McMullen [45], who gave examples
for which dim J(f) ∩ I(f) = 2 but the Julia set is not the entire
plane. It was shown by Baker [3] that the Julia set of every
transcendental entire function contains a continuum and hence
dim J(f) > 1. It was further shown by Stallard [68] that for each
d ∈ (1, 2) there exists a transcendental entire function for which
dim J(f) = d.

More is known if one restricts to a specific class of entire
functions. Many results have been proven for functions in the
Eremenko–Lyubich class B. For example, if f is a function of
finite order in the class B, then I(f) (⊂ J(f)) has Hausdorff
dimension 2; see [4] and [65]. Stallard [67] proved that for all
entire functions in the Eremenko–Lyubich class B, dim J(f) > 1.
This was then improved by Barański, Karpińska, and Zdunik [6]
who showed that, for a meromorphic function with a logarithmic
tract, the Hausdorff dimension of the set of points in the Julia
set with bounded orbit is strictly greater than one. This contrasts
with Stallard’s proof which made use of escaping points.
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Until recently it was an open question as to whether there
exists an entire function f for which the Hausdorff dimension
of the Julia set of f is equal to 1. However, Bishop [18] has
constructed an entire function f with dim J(f) = 1.

The Hausdorff dimension of Julia sets of even simple entire
functions can have several surprising and paradoxical properties.
Recall that for λez where 0 < λ < 1/e, the Julia set is a Cantor
Bouquet. Karpińska ([38] and [39]) proved that for these func-
tions, the Hausdorff dimension of the Julia set is 2, although,
when one removes the endpoints of the Cantor bouquet, the
Hausdorff dimension becomes 1. In a sense, all the dimension
is contained within the endpoints.

The Hausdorff dimension of points with bounded orbit has
not been studied as much as that of escaping points. The main
results are due to Barański, Karpińska, and Zdunik [6] (as de-
scribed above) and Bergweiler [11]. Bergweiler proved that the
Hausdorff dimension of the set of points with bounded orbits in
the Julia set of an entire function is positive. He further showed
this is best possible and there exist transcendental entire func-
tions for which the Hausdorff dimension of the points that have
a bounded orbit can be arbitrarily small.

1.5.3 The pressure function

Tools from thermodynamic formalism have been applied with
great success in the study of dimensions related to entire func-
tions. In many cases it is possible to construct an iterated function
system of a family of contractions for which the invariant set is
part of the Julia set.

A family of contractions Si : D→ D, 1 6 i 6 m, is called an
iterated function system, where D is a closed subset of Rn. It is
known that for such a system there exists a unique non-empty

compact set F ⊂ D such that F =
m⋃
i=1
Si(F). This set is known as

the invariant set for the system. For an introduction to iterated
function systems and their properties, see [28]. In the context of
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Julia sets, the contractions are taken to be branches of inverse
functions.

Bowen’s formula says that the Hausdorff dimension of the
invariant set F is the unique zero of what is known as the pressure
function

P(t) = lim
n→∞ 1n log

∑
gn

||(gn) ′||−t

where gn = Si1 ◦ . . . ◦ Sin for Sik ∈ {Si : 1 6 i 6 m}. See [51] and
[64] for an introduction to the pressure function in a general
context including the case for rational functions.

Major work by Kotus, Rempe-Gillen, Urbański, Zdunik, and
others (see, for example [73], [53] and [42]) has gone into gen-
eralizing these tools for use in the case of transcendental entire
and meromorphic maps. In fact, Bowen’s formula holds for a
specific subset of the Julia set, the radial Julia set. The radial Julia
set, for certain functions, consists of those points in the Julia set
which don’t escape to infinity, see for example [54]. In Chapter 4,
we use the notion of pressure in order to obtain a new result
on the Hausdorff dimension of the Julia set for a large class of
entire functions whose direct tracts satisfy certain properties.

1.6 techniques and tools in complex analysis

Many different techniques from complex analysis are used
throughout this thesis in order to prove the main theorems. Not
only are tools from complex analysis used in complex dynam-
ics, but results in complex dynamics can lead to major results
in complex analysis. For example, Wiman–Valiron theory was
first used in complex dynamics in order to prove fundamental
properties of the escaping set. This theory was then improved
in work motivated by complex dynamics.

1.6.1 Wiman–Valiron theory

Wiman-Valiron theory was introduced by Anders Wiman [77]
and began as a tool to study entire functions near points where
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the function attains the maximum modulus. The theory de-
scribes how well a function may be approximated to look like
the largest terms in its power series. Wiman [77] obtained a
fundamental result on the asymptotic behavior of an entire func-
tion near these points. He showed that for an entire function f,
τ > 1/2, and arbitrarily large r,

f(z) = (1+ o(1))(
z

zr
)n(r,f)f(zr),

for z ∈ D(zr, r/n(r, f)τ), |zr| = r, and |f(zr)| =M(r, f). Here the
power n(r, f) is known as the central index and corresponds to
the maximal term in the power series of f. These tools were
then used to prove important covering results by Valiron [74].
Macintyre [44] in his theory of flat regions of entire functions,
showed that the central index can be replaced by

a(r, f) =
rM ′(r, f)
M(r, f)

in the above. Here, if v : C → [0,∞) is a non-constant subhar-
monic function, then we define the function

B(r, v) = max
|z|=r

v(z)

which is increasing and tends to∞ as r tends to∞. So, we again
define

a(r, v) =
dB(r, v)
d log r

= rB ′(r, v) =
rM ′(r, f)
M(r, f)

.

This quantity exists except for possibly a countable set of r
values and is non-decreasing. In our case, we further define

v(z) = log
|f(z)|

R
, (1.6.1)

for z ∈ D and v(z) = 0 elsewhere. Bergweiler, Rippon and
Stallard [16] showed that the above estimate holds in any direct
tract with the following theorem. In the following, we say that a
set E has finite logarithmic measure if

∫
E dt/t <∞ for E ⊂ [1,∞).
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zr

|z| = r |z| =M(r)

Figure 1.6: Construction of a point in I(f).

Theorem 1.6.1 ([16], Theorem 2.2). Let D be a direct tract of f
and let τ > 1

2 . Let v be defined as in (1.6.1) and let zr be a point
satisfying |zr| = r and v(zr) = B(r, v). Then there exists a set
E ⊂ [1,∞) of finite logarithmic measure such that if r ∈ [1,∞) \ E,
then D(zr, r/a(r, v)τ) ⊂ D. Moreover,

f(z) ∼

(
z

zr

)a(r,v)
f(zr), for z ∈ D(zr, r/a(r, v)τ),

as r→∞, r /∈ E.

This result gives the existence of a large disc wholly contained
inside a direct tract. In Chapter 4, we show a much larger
disc is possible for many tracts with an unbounded boundary
component. Wiman–Valiron theory has had a major impact on
the iteration of entire functions. Eremenko [26] first proved
the existence of points that escape to infinity, that is that I(f)
is nonempty, using Wiman–Valiron theory. His construction
involves showing that a disc covers a large annulus which itself
contains another disc and generating a sequence of domains
that map onto each other tending to infinity; see Figure 1.6. The
existence of these discs is explicitly given by the tools involved
in Wiman–Valiron theory. In fact, this proof gives points in the
fast escaping set.
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Another important result of Wiman–Valiron theory concerns
the derivative near points where the maximum modulus is
attained. If k ∈N, then it follows from Theorem 1.6.1 that

f(k)(z) ∼

(
a(r, v)
z

)k(
z

zr

)a(r,v)
f(zr), for z ∈ D

(
zr,

r

a(r, v)τ

)
as r → ∞ for r outside some exceptional set. This asymptotic
estimate on the derivative has been applied to differential equa-
tions.

1.6.2 Hyperbolic distance

The hyperbolic distance plays an important part in the tools we
use to study direct tracts, especially in Chapter 2.

Let D be the unit disc. The hyperbolic distance on D is defined
by

ρD(z1, z2) = inf
γ

∫ z2
z1

|dz|

1− |z|2

where this infimum is taken over all smooth curves γ joining z1
to z2 in D. Now, the hyperbolic density on D is

σD(z) =
1

1− |z|2
.

Note that in some cases one defines the hyperbolic distance and
the hyperbolic density with a 2 in the numerator, as this has
implications on the curvature.

If D 6= C is a simply connected domain, then we can take a
conformal map φ : D→ D and set

ρD(z1, z2) = ρD(φ(z1),φ(z2)).

For a general hyperbolic Riemann surface or hyperbolic domain
D, we can consider the hyperbolic density σD(z) which is ob-
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tained by use of the universal cover of D; see [1]. Then, the
length of a curve in D is given by

l(γ) =

∫
γ
σD(z)|dz|

and the hyperbolic distance between two points in D is given by
taking the infimum over those curves joining these two points.
More simply, the hyperbolic distance between two points be-
comes large as one moves towards the boundary of the domain.
A more detailed discussion of the hyperbolic distance and hy-
perbolic geometry is given in both Keen and Lakic [40], and
Beardon and Minda [7].

We will also need to make use of the contraction property
of the hyperbolic metric when one domain, or more generally
a Riemann surface, is mapped into another. This theorem is
commonly known as Pick’s theorem; see [22, Theorem I.4.1].

Theorem 1.6.2. Suppose f maps a hyperbolic Riemann surface R
holomorphically into a hyperbolic surface S. Then

ρS(f(z1), f(z2)) 6 ρR(z1, z2), z1, z2 ∈ R,

with strict inequality unless f lifts to a Möbius transformation map-
ping D onto D.

The hyperbolic metric also has a bound on the complex plane
missing out at least two points, which we use in Chapter 2. This
bound can be found in [22] and in the following more precise
form as a consequence of a theorem of Landau in [35, Theorem
9.13].

Theorem 1.6.3. We have

σC\{0,1}(z) >
1

2|z|(| log |z||+A0)

with A0 = 10π.
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1.6.3 Harmonic measure

Now we move on to defining the harmonic measure and intro-
ducing some results which will be useful in bounding values
of a function defined in the direct tract. Let u be a real valued
function in a domain D in C where u has continuous second
order partial derivatives. If

∆u = ∇2u =
∂2u

∂x2
+
∂2u

∂y2
= 0

for all z ∈ D, then u is called harmonic in D. We note that if f is
analytic in D, then log |f| is harmonic in D \ {z : f(z) = 0}.

Especially important when studying the level curves, level
set, and direct tracts of a transcendental entire or meromorphic
function is knowledge of the maximum of a harmonic function.
This brings us to the maximum modulus principle for harmonic
functions; see, for example, [1].

Theorem 1.6.4. Let u be harmonic in a domain D and K ⊂ D be
compact. Then,

u(z) 6 sup
ζ∈∂K

u(ζ), for z ∈ K,

with equality if and only if u is constant.

The next two basic results are fundamental theorems concern-
ing harmonic functions in the disc and may be found in [32]. In
the following, λ is the Lebesgue linear measure normalised to
give length 1 to the bounding circle. The first theorem gives a
way of expressing a harmonic function in terms of its boundary
values using what is known as the Poisson kernel.

Theorem 1.6.5. Let u be harmonic in a domainD containingD(z0, r).
Then

u(z) =

∫
|ζ−z0|=r

Pζ(z)u(ζ)dλ(ζ)
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for z ∈ D(z0, r), where

Pζ(z) =
r2 − |z− z0|

2

|z− ζ|2
.

The second theorem is a specialized case of Theorem 1.6.5.
This theorem is commonly known as the mean value equality,
which states that the value of a harmonic function at the center
of a disc is the integral of the function around the boundary of
the disc.

Theorem 1.6.6. Let u be harmonic in a domain containing D(z0, r).
Then

u(z0) =

∫
|ζ−z0|=r

u(ζ)dλ(ζ) =
1

2π

∫2π
0
u(z0 + re

iθ)dθ.

Next, let D be a bounded, open, simply-connected plane set
whose boundary consists of a finite number of analytic arcs and
E ⊆ ∂D be such that E ′, the boundary of E with respect to ∂D,
is null with respect to D, that is, has measure 0; see [32]. Set

U(ζ) =

1 ζ ∈ E

0 ζ ∈ ∂D \ E.

Then U is continuous at each point of ∂D \ E ′ and thus there is
a unique function ω(z,E,D) which is harmonic and bounded in
D such that

lim
z→ζ

ω(z,E,D) = U(ζ), ζ ∈ ∂D \ E ′.

The function ω(z,E,D) is called the harmonic measure of E with
respect to D at z. The harmonic measure can also be thought
of as the probability of a random walk starting at z hitting the
boundary of D in the set E.

We now state two estimates related to the harmonic mea-
sure which we will make use of in Chapter 4. First, following
[16], fix a domain D and let C(a, r) = {z ∈ C : |z − a| = r}

be a circle which intersects D. Then, we denote by rθ(a, r)
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the linear measure of the intersection of D and C(a, r) and
let rθ∗(a, r) = rθ(a, r) if C(a, r) 6⊂ D. Otherwise, rθ∗(a, r) = ∞.
One important estimate on the harmonic measure comes from
[71, pp 112] and relates the harmonic measure to the linear
measure of the intersection of a domain and a circle.

Lemma 1.6.7. LetD ⊂ C be a domain, a ∈ D and r > 0. Let V be the
component of D∩D(a, r) that contains a and let Γ = ∂V ∩C(a, r).
For 0 < κ < 1 we then have

ω(a, Γ ,V) 6
3√
1− κ

exp
(
−π

∫κr
0

dt

tθ∗(a, t)

)
.

Finally, we state the two constants theorem from [16, Lemma
10.2] (see also [52, Theorem 4.3.7]).

Lemma 1.6.8. Let V be a bounded domain with piecewise smooth
boundary. Let Σ be a subset of ∂V consisting of finitely many boundary
arcs and let m,M be real constants with m < M. Suppose that
u : V → [−∞,∞) is continuous in V and subharmonic in V . Suppose
also that u(z) 6M for all z ∈ V and that u(z) 6 m for z ∈ Σ. Then

u(z) 6 ω(z,Σ,V)m+ (1−ω(z,Σ,V))M.

1.7 structure of the thesis

This thesis studies properties of entire functions with direct
tracts. It is divided in the following way.

First, in Chapter 2, we study the iterates of points within a
direct tract. We show that for many functions, there exist points
in the Julia set that escape arbitrarily slowly in a direct tract. This
is accomplished by first proving several covering lemmas. The
first covering lemma and results deal with general logarithmic
tracts. These results include showing that there exist points
that escape as slowly as desired, as well as giving the ability
to further control orbits to tend in modulus to any reasonable
given sequence. We then generalize to direct tracts with a well
controlled boundary. Using techniques involving the hyperbolic



1.7 structure of the thesis 25

distance we obtain a covering result that enables us to prove the
existence of points that escape to infinity arbitrarily slowly.

In Chapter 3, we investigate the properties of logarithmic
tracts. First, we show that a direct tract bounded by a single
curve is a logarithmic tract. We then give geometric conditions
for a direct tract to contain logarithmic tracts and asymptotic
values, as well as count the number of critical points. Finally, we
use these results to give an example of a function in the class
B with infinitely many direct singularities, but no logarithmic
singularities over any finite value.

In Chapter 4, a new Wiman–Valiron type estimate is given,
showing that for many functions there exists a disc inside a di-
rect tract that is much larger than that given by Wiman-Valiron
theory. We are further able to obtain an estimate for the function
inside this larger disc. This estimate agrees with the Wiman–
Valiron estimate on the Wiman–Valiron disc, but is weaker out-
side this disc. We use this new machinery in order to prove
that the Hausdorff dimension of the points in the Julia set with
bounded orbit is strictly greater than 1 for these functions. We
then give examples to illustrate these new results.

Finally, in Chapter 5, we look at possible future directions in
which this work could be taken.





2
S L O W E S C A P E I N T R A C T S

2.1 introduction

This chapter concerns points which escape to infinity within
a direct tract D. Such points were first studied by Bergweiler,
Rippon, and Stallard [16], who considered fast escaping points
in a direct tract and defined

A(f,D, ρ) = {z ∈ D : fn(z) ∈ D and |fn(z)| >Mn
D(ρ) for n ∈N},

where
MD(ρ) = max

|z|=ρ, z∈D
|f(z)|.

They proved that A(f,D, ρ) 6= ∅ and that all components of
A(f,D, ρ) are unbounded. (The definition of a tract is given in
Section 1.4.)

Here we consider points which escape to infinity slowly within
a direct tract. Recall (see Theorem 1.3.2) that Rippon and Stallard
[59, Theorem 1] showed that, for any transcendental meromor-
phic function, there are always escaping points that are not fast
escaping. In fact, they showed that there exist points in J(f) that
escape arbitrarily slowly. They further proved a two-sided slow
escape result, Theorem 1.3.3 ([59, Theorem 2]), showing that, for
many transcendental meromorphic functions, the orbit of a slow
escaping point can be controlled to lie between two constant
multiples of a specified sequence.

The aim of this chapter is to generalize these two results to
prove the existence of points which escape arbitrarily slowly
within certain tracts. If there is only one tract, then this result
follows directly from Rippon and Stallard’s theorem. However, if
there is more than one tract, then all we know from their theorem
is that there is a point which escapes suitably slowly within the

27
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union of these tracts. We begin by proving the existence of
points which escape arbitrarily slowly within any prescribed
logarithmic tract.

Theorem 2.1.1. Let f be a transcendental entire function with a
logarithmic tract D. Then, given any positive sequence (an) such that
an →∞ as n→∞, there exists

ζ ∈ I(f)∩ J(f)∩D and N ∈N

such that
fn(ζ) ∈ D, for n > 1,

and
|fn(ζ)| 6 an, for n > N.

We also prove a two-sided slow escape result for logarithmic
tracts. Note that this result is stronger than Rippon and Stallard’s
two-sided slow escape result in that the modulus of the iterates
can be controlled to both lie between a given sequence and any
given constant multiple of that sequence, and further converge
to the given sequence.

Theorem 2.1.2. Let f be a transcendental entire function with a
logarithmic tract D. Then, given any positive sequence (an) such that
an →∞ as n→∞ and satisfying an+1 = O(MD(an)) as n→∞
there exists

ζ ∈ J(f)∩D and N ∈N,

such that
fn(ζ) ∈ D, for n > 1,

and
1 6

|fn(ζ)|

an
6 1+ o(1), for n > N.

It follows from the proofs that both Theorem 2.1.1 and The-
orem 2.1.2 readily generalize to a prescribed orbit through a
finite number of tracts. More care must be taken with an infi-
nite number of tracts. However, with a few minor restrictions
on the growth of the given sequence compared to the location
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of the tracts, these two results still follow from the proofs of
Theorem 2.1.1 and Theorem 2.1.2.

The proofs of the main results on the existence of points that
escape arbitrarily slowly in [59] rely on certain annulus covering
results. However, the techniques used there do not readily gen-
eralize to the case of a tract. The proofs of Theorem 2.1.1 and
Theorem 2.1.2 instead rely on an annulus covering result ob-
tained by using a derivative estimate within a logarithmic tract
due to Eremenko and Lyubich [27]. In the case where a tract is
not logarithmic, this derivative estimate need not hold and in
Section 2.4 we show that if the boundary of the tract is suitably
well behaved in a certain precise sense, then we can prove a cov-
ering result by using the harmonic measure of a component of
the boundary. We say that such tracts have ‘bounded geometry
with respect to harmonic measure’ (see Definition 2.4.2) and the
covering result enables us to prove the following.

Theorem 2.1.3. Let f be a transcendental entire function and let D be
a tract of f with bounded geometry with respect to harmonic measure.
Then, given any positive sequence (an) such that an →∞ as n→∞,
there exists

ζ ∈ I(f)∩ J(f)∩D and N ∈N

such that
fn(ζ) ∈ D, for n > 1,

and
|fn(ζ)| 6 an, for n > N.

The organization of this chapter is the following. Section 2.2
is devoted to giving a preliminary result on constructing slow
escaping points in general. Section 2.3 focuses on proving The-
orem 2.1.1 and Theorem 2.1.2. Section 2.4 focuses on proving
Theorem 2.1.3. Finally, Section 2.5 gives two examples of tracts
to which our results can be applied.
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2.2 constructing slow escaping points

In order to prove our results on slow escaping points, the follow-
ing basic topological lemma (see, for example, [59, Lemma 1]) is
used to obtain an orbit passing through a sequence of specified
compact sets.

Lemma 2.2.1. Let En, n > 0, be a sequence of nonempty compact
sets in C and f : C→ Ĉ be a continuous function such that

f(En) ⊃ En+1, for n > 0.

Then there exists ζ such that fn(ζ) ∈ En, for n > 0.

This lemma enables us to give the following general recipe
for constructing slow escaping points. Note that we will only
apply Theorem 2.2.2 with mj = nj = j for j ∈N.

Theorem 2.2.2. Let f be a transcendental entire function and D be
an unbounded domain. Suppose there exists a sequence of distinct
bounded open sets Σn ⊂ D such that min{|z| : z ∈ Σn} → ∞ as
n→∞ and, for each n ∈N,

f(Σn) ⊃ Σn+1. (2.2.1)

Further suppose that there exist increasing sequences (nj) and (mj)

such that,
f(Σnj) ⊃ Σmj , (2.2.2)

with 0 6 mj 6 nj, j ∈N, and mj →∞ as j→∞. Then, given any
positive sequence (an) such that an →∞ as n→∞, there exists

ζ ∈ I(f)∩ J(f)∩D and N ∈N,

such that
fn(ζ) ∈ D, for n > 1,

and
|fn(ζ)| 6 an, for n > N.

Proof. We will choose a new sequence of open sets from (Σn)

where we repeat some blocks of the sequence of sets Σn suitably
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ff f f f

f

f. . .Σmj Σmj+1 ΣnjΣnj−1

pj sets

Figure 2.1: Construction of the sets in Theorem 2.2.2.

often in order to hold up the rate of escape of an orbit that passes
through each of these sets in turn. The jth block is illustrated
in Figure 2.1, where the cycle Σnj ,Σmj , . . . ,Σnj−1 is repeated qj
times.

Now, consider the sequence (Qj) with Q0 = 0 and with
Qj = q1p1 + . . .+ qjpj, for j > 1. Here pj = nj −mj + 1 is the
length of the jth repeated block we will use and qj, the number
of repeats of the jth block, will be chosen to give a desired rate
of escape. Next, define

Ek =



Σk for 0 6 k 6 n0,

Σk−Qj−1 for nj−1 +Qj−1 6 k 6 nj +Qj−1, j > 1,

Σmj+i
for nj +Qj−1 < k < nj +Qj,

and i ≡ k− (nj +Qj−1 + 1) (mod pj), 0 6 i < pj.
(2.2.3)

Therefore, by (2.2.1) and (2.2.2), f(Ek) ⊃ Ek+1 for k > 0. So, by
Lemma 2.2.1 there exists ζ ∈ E0 such that

fk(ζ) ∈ Ek, for k ∈N, (2.2.4)

and hence

ζ ∈ I(f)∩D and fn(ζ) ∈ D for n ∈N.
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Now, note that we can assume (an) is an increasing sequence.
Choose a sequence Nj →∞ such that

max{|z| : z ∈ Σn,n 6 nj} 6 aNj , for j ∈N.

Further, choose (qj) such that nj−1 +Qj−1 > Nj for j sufficiently
large. Then, by (2.2.3) and (2.2.4),

|fk(ζ)| 6 aNj 6 anj−1+Qj−1 6 ak,

for nj−1 +Qj−1 6 k < nj +Qj, and j sufficiently large.
Finally, we show that we can ensure that ζ ∈ J(f). Suppose

that En ⊂ F(f) for some n ∈ N. Then En ⊂ I(f) by normality,
since there exists a point ζ ∈ En ∩ I(f). However, by using a
repeated block and Lemma 2.2.1, there also exists a point whose
orbit remains bounded, which gives a contradiction. Hence En
meets J(f) for all n. Further, since J(f) is completely invariant,

f (En ∩ J(f)) ⊃ En+1 ∩ J(f), for n ∈N.

Hence, by Lemma 2.2.1 we can choose a point ζ ∈ I(f)∩ J(f)∩D
for which fn(ζ) ∈ D, for n > 1, and |fn(ζ)| 6 an, for n suffi-
ciently large.

Note that the only point in the proof where we use that f is a
transcendental entire function is in the final step, showing that
we can choose ζ to be in the Julia set.

2.3 slow escape in logarithmic tracts

In this section, we first prove an annulus covering result based
on the derivative estimate due to Eremenko and Lyubich [27]
in a logarithmic tract, which we gave in Lemma 1.4.2. This
then allows us to prove our result on slow escaping points in a
logarithmic tract, Theorem 2.1.1, and our two-sided slow escape
result, Theorem 2.1.2, by constructing a sequence of compact
sets and applying Theorem 2.2.2.
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We use Lemma 1.4.2 to estimate the lengths of the images of
sections of level curves of f (that is, connected components of
{z : |f(z)| = R}) in D, and so obtain an annulus covering result.
We denote the open annulus {z : r < |z| < R} by A(r,R). Note
that in the following lemma we have normalized the function f
as in Lemma 1.4.2.

Lemma 2.3.1. Let D be a logarithmic tract as in Section 1.4.2,
c > 1, and r0 be sufficiently large that MD(r0) > exp(8π

2c
c−1 ). If

Σ = A(r0, cr0)∩D, then

f(Σ) ⊃ Ā
(

exp
(
8π2c

c− 1

)
,MD(r0)

)
.

Proof. Consider a connected component of {z : |f(z)| = R} which
lies in D, and choose a segment σ = σ(R) of this level curve such
that σ ⊂ Σ, and σ meets both {z : |z| = r0} and {z : |z| = cr0}. We
will have level curves that fulfill this for all R ∈ [1,MD(r0)], not
necessarily in the same component of Σ. Further, denote by l(σ)
the length of the curve σ and consider the image of σ under f.
Then, by Lemma 1.4.2,

l(f(σ)) =

∫
σ
|f ′(z)| |dz|

>
∫
σ

1

4π

∣∣∣∣f(z)z
∣∣∣∣ log |f(z)| |dz|

>
∫
σ

1

4π

R

cr0
logR |dz|

=
1

4π

R

cr0
l(σ) logR

>
1

4π

R

cr0
(cr0 − r0) logR.

Since f has no critical points on σ, because D is a logarithmic
tract, we deduce that f(σ) covers the circle of radius R pro-
vided that 1

4π
R
cr0

(cr0 − r0) logR > 2πR. This holds if we take

R > exp(8π
2c

c−1 ). Therefore,

f(Σ) ⊃ Ā
(

exp
(
8π2c

c− 1

)
,MD(r0)

)
,
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as required.

We are now ready to prove our slow escaping result within
a logarithmic tract of a transcendental entire function, Theo-
rem 2.1.1. We will use a version of Lemma 2.3.1 with c = 2 in
order to construct a sequence of annuli intersected with our
tract and then apply Theorem 2.2.2 in order to obtain an orbit
that escapes suitably slowly.

Proof of Theorem 2.1.1. Take r0 > e16π
2

sufficiently large that
MD(r) > 4r for r > r0. Then we can apply Lemma 2.3.1 with
c = 2 to Σ0 = A(r0, 2r0)∩D to deduce that there exists r1 > 2r0
such that

f(Σ0) ⊃ A(e16π
2
,MD(|r0|)) ⊃ A(r1, 2r1)∩D = Σ1.

Further,
f(Σ0) ⊃ A(r0, 2r0)∩D = Σ0.

Repeating this process we obtain a sequence rn → ∞ and a
sequence of open sets, Σn, such that

f(Σn) ⊃ Σn ∪ Σn+1, for n > 0.

Applying Theorem 2.2.2, we obtain the desired result.

We can also use Lemma 2.3.1 to prove Theorem 2.1.2, our
two-sided slow escape result. To accomplish this, we use the
following consequence of a convexity property of logMD(r).

Lemma 2.3.2. Let D be a direct tract. Then there exists R > 0 such
that, for all r > R and all c > 1,

MD(r
c) >MD(r)

c,

and thus, for C > 1,

lim
r→∞MD(Cr)

MD(r)
=∞.
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The proof is similar to that of [58, Lemma 2.2] using the con-
vexity of logMD(r) with respect to log r and that logMD(r)

log r →∞
as r→∞ [16, Theorem 2.1].

Proof of Theorem 2.1.2. Let C > 1 and let (an) be the given posi-
tive sequence which satisfies an →∞ as n→∞ and

an+1 6 KMD(an), for n > 0, (2.3.1)

and for some constant K > 0. Take c ∈ (1,C) and choose N ∈N

so large that

an > exp(
8π2c

c− 1
), MD(

C

c
an) > Can, and

MD(Can/c)

MD(an)
> CK,

(2.3.2)
for n > N. This is possible since MD(r)

r →∞, and MD(Cr/c)
MD(r) →∞

as r → ∞ by Lemma 2.3.2. These conditions will allow us to
apply Lemma 2.3.1.

Define Σ0 = A
(
C
c aN,CaN

)
∩D. Note we may assume that

A(an,Can) ∩D 6= ∅ for n > N. Applying Lemma 2.3.1 with
r0 =

C
c aN, we obtain, by (2.3.2),

f(Σ0) ⊃ A
(

exp
(
8π2c

c− 1

)
,MD

(
C

c
aN

))
(2.3.3)

⊃ A (aN,CaN)∩D (2.3.4)

⊃ Σ1, (2.3.5)

where Σ1 = A
(
C
c aN,CaN

)
∩ D = Σ0. Let Σn = Σ0 for all

n = 2, . . . ,N, so that f(Σn) ⊃ Σn+1 for n < N, as in (2.3.3).
By Lemma 2.3.1, (2.3.3), and (2.3.1),

f(ΣN) ⊃ A
(

exp
(
8π2c

c− 1

)
,MD

(
C

c
aN

))
⊃ A(aN+1,CaN+1)∩D

⊃ ΣN+1,

where ΣN+1 = A
(
C
c aN+1,CaN+1

)
∩D.
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We now apply this argument repeatedly for all n > N to
obtain a sequence of sets Σn = A(Cc an,Can) ∩D, for n > N,
such that

f(Σn) ⊃ A(an+1,Can+1) ⊃ Σn+1, for n > 0.

By Lemma 2.2.1 there exists a point ζ ∈ Σ0 such that

fn(ζ) ∈ Σn, for n > 0.

Therefore, there exists a point ζ ∈ D such that

an 6 |fn(ζ)| 6 Can,

for all n > N.
Next, we show that we can also choose ζ ∈ J(f). Since f is

bounded on a curve going to∞, f has no unbounded, multiply
connected Fatou components (by [3]), so all the components
of J(f) are unbounded (see, for example, [41, Theorem 1]). The
image of D contains an unbounded connected set in J(f) and
so, by complete invariance, J(f) will meet any annulus with
sufficiently large radius intersected with D. Therefore, Σn meets
J(f) for all n sufficiently large and so we can choose ζ ∈ D∩ J(f)
such that an 6 |fn(ζ)| 6 Can, for all n sufficiently large.

Finally, we can infer Theorem 2.1.2 by modifying the above
proof by choosing Σn = A(

Cj
cj
an,Cjan)∩D for Nj−1 < an 6 Nj,

where Cj → 1 as Nj →∞, and cj ∈ (1,Cj), for j > 1.

At each stage in the proofs of Theorem 2.1.1 and Theorem 2.1.2
we may choose a suitable annular intersection with any loga-
rithmic tract as long as it is covered by the previous set. It then
follows that Theorem 2.1.1 and Theorem 2.1.2 hold for a pre-
scribed orbit through logarithmic tracts for which the covering
holds.
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2.4 slow escape in more general tracts

In Section 2.3 we showed that we can obtain points that escape
arbitrarily slowly in a logarithmic tract. We can construct points
that escape arbitrarily slowly within a more general direct tract,
provided that the boundary of the tract is sufficiently well be-
haved. First, we prove an annulus covering result based on the
hyperbolic metric and then we use this to obtain another annu-
lus covering lemma giving conditions on the harmonic measure
and function value. Finally, we apply this covering by estimat-
ing some function values of points in the tract compared to the
hyperbolic distance between them.

The proof of this first lemma uses the contraction property
of the hyperbolic metric, which we discussed in Section 1.6.2.
Recall that we denote the hyperbolic density at a point z in a
domain, or more generally a hyperbolic Riemann surface, Σ by
σΣ(z) and the hyperbolic distance between two points z1 and z2
on Σ by ρΣ(z1, z2). The result below is a stronger version of a
theorem of Bergweiler, Rippon, and Stallard [17, Theorem 3.3].

Lemma 2.4.1. Let Σ be a hyperbolic Riemann surface. For a given
K > 1, if f : Σ→ C \ {0} is holomorphic, then for all z1, z2 ∈ Σ such
that

ρΣ(z1, z2) <
1

2
log
(
1+

logK
10π

)
and |f(z2)| > K|f(z1)|

we have
f(Σ) ⊃ Ā(|f(z1)|, |f(z2)|).

Proof. Suppose that ρΣ(z1, z2) < λ and |f(z2)| > K|f(z1)| for some
value of λ to be chosen. Suppose also for a contradiction that
there exists some point w0 ∈ Ā(|f(z1)|, |f(z2)|) \ f(Σ). By Pick’s
Theorem (Theorem 1.6.2),

ρΣ(z1, z2) > ρf(Σ)(f(z1), f(z2))

> ρC\{0,w0}(f(z1), f(z2))

= ρC\{0,1}(f(z1)/w0, f(z2)/w0).
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Let γ be a hyperbolic geodesic in C \ {0, 1} from t1 = f(z1)/w0 to
t2 = f(z2)/w0. There exists a segment γ ′ of γ joining the point
t ′1 to t ′2, where |t ′2| = K|t

′
1| and 1 ∈ A(|t ′1|, |t ′2|). This choice is pos-

sible since |f(z2)| > K|f(z1)|. Hence we have, t ′1, t
′
2 ∈ Ā(1/K,K).

From Theorem 1.6.3 ([35, Theorem 9.13]), the density of the
hyperbolic metric on the domain C \ {0, 1} is bounded below by
1/(2|w|(| log |w||+ 10π)). Hence,

ρΣ(z1, z2) > ρC\{0,1}(t
′
1, t
′
2)

=

∫
γ ′
σC\{0,1}(z)|dz|

>
∫ t ′2
t ′1

|dz|

2|z|(| log |z||+ 10π)

>
∫ |t ′2|
|t ′1|

dr

2r(| log r|+ 10π)

=

∫1
|t ′1|

dr

2r(10π− log r)
+

∫K|t ′1|
1

dr

2r(10π+ log r)

= −
1

2
log
(
1−

log r
10π

) ∣∣∣1
|t ′1|

+
1

2
log
(
1+

log r
10π

) ∣∣∣K|t ′1|
1

=
1

2
log
((
1−

log |t ′1|

10π

)(
1+

logK|t ′1|
10π

))
=
1

2
log
(
1+

logK
10π

−
log |t ′1| logK|t ′1|

100π2

)
>
1

2
log
(
1+

logK
10π

)
, since 1/K 6 |t ′1| 6 1.

So, if we set λ = 1
2 log

(
1+

logK
10π

)
, then we reach a contradiction

to our initial assumption that ρΣ(z1, z2) < λ.

Now, we apply Lemma 2.4.1 to an annulus or bounded do-
main intersected with a tract for which we can continue applying
Lemma 2.4.1 to obtain a slow escape result. This leads us to
impose a few extra conditions on the tracts we consider, which
we now define.

Definition 2.4.2. Let D be a direct tract of a function f, where
|f(z)| = 1 on ∂D, for which there exists a sequence Σn of quadri-
laterals in D tending to ∞ each of which contains a point zn
such that |f(zn)| > max{|z| : z ∈ Σn+1} and the harmonic measure
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z
γ

Σ

φ

σ

0

φ(σ)

eiθ
′

η

φ(γ)

D

Figure 2.2: Illustration of the map φ in Lemma 2.4.3.

in Σn at zn of some connected component of ∂Σn ∩∂D, σn say, is
uniformly bounded from below by some positive value. Then, D
is said to have bounded geometry with respect to harmonic measure.

Using the assumptions of Definition 2.4.2, consider a general
quadrilateral Σn, called Σ for simplicity, with its associated point
z ∈ Σ and the associated set σ ⊂ ∂Σ∩ ∂D. Then there exists a
hyperbolic geodesic γ joining z to σ so that σ is invariant under
hyperbolic reflection in γ. Consider the Riemann map φ : Σ→ D

such that φ(z) = 0 and φ(γ) is the interval [0, 1), as illustrated in
Figure 2.2. Then 1 is the midpoint of the arc φ(σ). Let θ ′ ∈ (0,π)
be the infimal angle of θ ∈ (0,π) for which |f(φ−1(eiθ))| 6= 1 and
take η ∈ (cos θ ′, 1).

In the following Pθ(η) = (1−η2)/|η−eiθ|2 denotes the Poisson
kernel of D with singularity at eiθ.

Lemma 2.4.3. Let f, Σ, σ, φ, θ ′, and η ∈ (cos θ ′, 1) be as above and
such that

log |f(φ−1(0))| >
20πη

(1− Pθ ′(η))(1− η)
. (2.4.1)

Then,
f(Σ) ⊃ Ā(|f(φ−1(η))|, |f(φ−1(0))|).
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Proof. Consider u(z) = log |f(φ−1(z))|. We estimate the value of
the function u at η. Since u is harmonic in D and vanishes on
φ(σ),

u(η) =
1

2π

∫2π
0
Pθ(η)u(e

iθ)dθ

6
Pθ ′(η)

2π

∫2π
0
u(eiθ)dθ

= Pθ ′(η)u(0),

by the definition of θ ′ and the mean value theorem. Hence,

u(0) − u(η) > (1− Pθ ′(η))u(0).

Now we let logK = (1−Pθ ′(η))u(0). Then K > 1 since Pθ ′(η) < 1.
Therefore, by the formula for the hyperbolic distance in [35, page
688],

ρD(0,η) =
1

2
log
(
1+ η

1− η

)
<
1

2
log
(
1+

logK
10π

)
⇐⇒

(
1+ η

1− η

)
< 1+

logK
10π

⇐⇒ 10π

(
2η

1− η

)
< logK

⇐⇒ 10π

(
2η

1− η

)
< (1− Pθ ′(η))u(0)

⇐⇒ u(0) >
20πη

(1− Pθ ′(η))(1− η)
.

Hence, by (2.4.1), the conditions of Lemma 2.4.1 are satisfied
and the result follows.

We now apply the previous lemmas in order to prove Theo-
rem 2.1.3. We first estimate the function value inside the tract
compared to the hyperbolic distance. We then apply Lemma 2.4.3
and construct a sequence of domains to which we can apply
Theorem 2.2.2.

Proof of Theorem 2.1.3. Without loss of generality we can let an
be any increasing positive sequence such that an → ∞ as
n→∞. Let D be a direct tract of f with bounded geometry
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with respect to harmonic measure. Consider a quadrilateral Σn
and the point zn ∈ Σn as in Definition 2.4.2. Then by Defini-
tion 2.4.2 there exists ε independent of n, σn, and θ ′n such that
θ ′n > ε > 0 for all n > 0. Let ηn ∈ (cos θ ′n, 1) be chosen so that

Pθ ′n(ηn) 6
C(ε)

log |f(zn)|
, (2.4.2)

where C(ε) is a constant, to be chosen, that depends solely on ε.
To apply Lemma 2.4.3, we further need to choose ηn such that

log |f(zn)| >
20πηn

(1− Pθ ′n(ηn))(1− ηn)
. (2.4.3)

So, we are choosing ηn very close to 1 and Pθ ′n(ηn) close to 0
for sufficiently large |f(zn)|. We want (2.4.2) and (2.4.3) not to
conflict.

We have by definition that Pθ ′n(ηn) = (1− η2n)/|ηn − e
iθ ′n |2, so

we want both

(1− ηn) log |f(zn)| 6
C(ε)

1+ ηn
|ηn − e

iθ ′n |2

and
(1− ηn) log |f(zn)| >

20πηn

1− Pθ ′n(ηn)
≈ 20π,

from (2.4.2) and (2.4.3), to be true. First, since cos θ ′n < ηn < 1,
we can observe that

|ηn − e
iθ ′n | > sin θ ′n > sin ε.

So, it is sufficient to choose ηn ∈ (cos θ ′n, 1) such that

40π 6 (1− ηn) log |f(zn)| 6
1

2
C(ε) sin2 ε.

This choice is possible if we have both C(ε) = 160π/ sin2 ε and
log |f(zn)| > 40π/(1− cos ε), for n > N say (for example, take
ηn = 1− 40π/ log |f(zn)|).

Hence, by Lemma 2.4.3 and Definition 2.4.2,

f(Σn) ⊃ Σn+1, for n > N.
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Further, we may assume that

f(Σn) ⊃ Σn, for n > N,

since we have log |f(φ−1(ηn))| 6 Pθ ′n(ηn) log |f(zn)| < C(ε), by
(2.4.2) and the reasoning at the start of the proof of Lemma 2.4.3.

Relabeling, we obtain a sequence of domains of the form Σn,
such that

f(Σn) ⊃ Σn ∪ Σn+1, for n > 0.

Applying Theorem 2.2.2, we obtain the desired result.

2.5 examples

In this section, we give two concrete examples which demon-
strate both the kinds of tracts that exist and some methods with
which to construct points that escape arbitrarily slowly in these
tracts. First, we give an example of a function to which we can
apply Lemma 2.4.1 to construct slow escaping points in a direct
tract with no logarithmic singularities using a similar method to
that in Theorem 2.1.3. In the next chapter, we will show the re-
ciprocal of this function is in the class B, thus giving an example
of a function in the class B with a direct singularity over a finite
value, but no logarithmic singularity over any finite value. This
example is the reciprocal of the entire function studied in [12];
for an illustration of the tracts of this function, see [12, Figure 1].

Example 2.5.1. Consider the entire function

f(z) = exp(−g(z)), where g(z) =
∞∑
k=1

( z
2k

)2k
.

Then,

1. no direct tract D of f contains any logarithmic tracts, and

2. there exists z ∈ D such that fn(z)→∞ arbitrarily slowly
to any given direct singularity of f.



2.5 examples 43

First, we recall from Bergweiler and Eremenko [12, Section
6] that exp(g(z)) has uncountably many direct singularities
over 0, but no logarithmic singularity over any finite value.
So, f has infinitely many direct singularities over ∞, but no
logarithmic singularity over∞, and hence no tract of f contains
any logarithmic tracts. In order to prove that exp(g(z)) has
infinitely many direct singularities over 0, but no logarithmic
singularity over any finite value, they show that there is an
infinite binary tree in C for which every unbounded path on
the tree is an asymptotic path along which Reg(z) → −∞ as
z→∞. The direct singularities correspond to different branches
of this infinite tree. Note that as any direct tract of f contains
multiple branches of this infinite tree, it can not be logarithmic.
We shall use the estimates they give in obtaining this result in
order to prove (2).

We now introduce the following notation and results from [12,
Section 6]. We fix an ε with 0 < ε 6 1

8 and set rn = (1+ ε)2n+1

and r ′n = (1− 2ε)2n+2 for n ∈ N. Then for j ∈ {0, 1, · · · , 2n − 1}
we define the sets

Aj,n =

{
r exp

(
2πij

2n

)
: r > rn

}
and

Bj,n =

{
r exp

(
πi

2n
+
2πij

2n

)
: rn 6 r 6 r ′n

}
.

From [12], we have that both Reg(z) > 22
n

for z ∈ Aj,n and
Reg(z) < −22

n
for z ∈ Bj,n. Further, argg(reiθ) is an increasing

function of θ, for rn 6 r 6 r ′n, and it increases by 2n2π as θ
increases by 2π.

We show that we have slow escaping points in the tracts of
this function and can control the orbits of these points as they
escape. To do this we need to further estimate the function in
order to apply Lemma 2.4.1.
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Fix j and n as above, and consider the annular sector, Σj,n,
about Bj,n, bounded on the sides by Aj,n to Aj+1,n and from rn

to r ′n. That is,

Σj,n =

{
reiθ : rn 6 r 6 r ′n and

2πj

2n
6 θ 6

2π(j+ 1)

2n

}
.

This domain will meet exactly one connected component of
the tract intersected with A(rn, r ′n), by a counting argument,
since argg(reiθ) is an increasing function of θ, and it increases
by 2n2π as θ increases by 2π. Let z = r exp

(
πi
2n+2

+ 2πij
2n

)
for

rn 6 r 6 r ′n and s = r/2n ∈ [2(1+ ε), 4(1− 2ε)]. Then we can
evaluate the following terms of g(z):

nth term: s2
n
(cos(π/4) + i sin(π/4)) = s2

n
(1/
√
2+ i/

√
2)

(n+ 1)st term: (s/2)2
n+1

(cos(π/2) + i sin(π/2)) = (s/2)2
n+1
i

(n+ 2)nd term: (s/4)2
n+2

(−1) = −(s/4)2
n+2

(n+ 3)rd term: (s/8)2
n+3

.

So, we have that, for z as above and where C is some absolute
constant,

|f(z)| 6 exp
(
s2
n−1

(n− 1)22
n−1

−
s2
n

√
2
−
(s
4

)2n+2
−
(s
8

)2n+3
− . . .

)
6 exp

(
s2
n−1

(
(n− 1)22

n−1
− s2

n−1
/
√
2
)
−C

)
6 exp

(
s2
n−1
22
n−1

(
(n− 1) −

(1+ ε)2
n−1

√
2

)
−C

)
→ 0 as n→∞.

We now choose two points in Σj,n:

z1 =
rn + r

′
n

2
exp

(
πi

2n+2
+
2πij

2n

)
and

z2 =
rn + r

′
n

2
exp

(
πi

2n
+
2πij

2n

)
.



2.5 examples 45

Then, ρΣj,n(z1, z2) is bounded by some absolute constant. Since
z2 ∈ Bj,n, we deduce that, for n > N say, we have

ρΣj,n(z1, z2) <
1

2
log
(
1+

1

10π
log

|f(z2)|

|f(z1)|

)
.

So, by Lemma 2.4.1, f(Σj,n) ⊃ Ā(|f(z1)|, |f(z2)|) ⊃ Σj,n ∪Σj,n+1 for
n > N and so we can apply Theorem 2.2.2 to obtain points that
escape as slowly as we wish through any sequence (Σjn,n)n>N,
where jn ∈ {0, 1, . . . , 2n − 1}, and in particular to any direct
singularity.

Next, we give an example to show how we can sometimes ob-
tain slow escaping points in a tract that is not simply connected.
As the direct tract is not simply connected, we can not apply
Theorem 2.1.1 or Theorem 2.1.2. Instead, we use Theorem 2.1.3
and then give an alternative method involving the zeros of the
function. Note that the latter method relies on the existence of
large critical values.

Example 2.5.2. Consider the function

f(z) = ez
2

cos z.

Then f has two multiply connected non-logarithmic tracts (shown
in Figure 2.3), each of which contains orbits of points that escape
arbitrarily slowly.

First, f has zeros at (2n+ 1)π2 for n ∈ Z. Call the rightmost
tract D, where |f(z)| = 1 on ∂D. As ez

2
has two tracts that are

quadrants with one symmetrically containing the positive real
axis and the other the negative real axis, and ez

2
grows much

faster than cos |z|, it is natural to assume the shape of the tract of
f will be similar away from the zeros of cos(z). In fact, it is easy
to check that ∂D consists of a Jordan curve passing through∞
and lying in {x+ iy : x > 0, x > |y|} together with infinitely many
bounded Jordan curves surrounding the zeros at (2n+ 1)π2 .

Now, let Σn = A
(
(2n+ 1)π2 , (2n+ 3)π2

)
∩D∩H, for n > 0,

and where H denotes the upper half-plane. Each Σn is a simply
connected domain that contains zn = (2n+ 2)π2 exp( iπ8 ). This
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Figure 2.3: The tracts of ez
2

cos(z) with boundary value 1 in white,
showing holes around the zeros at ±π2 .

choice of zn ensures that |f(zn)| > (2n+ 5)π2 . It is not difficult
to see that the harmonic measure in Σn at zn of the largest
boundary component of Σn ∩ ∂D is uniformly bounded from
below with respect to n. This can be seen by viewing Σn as a
quadrilateral with one side on the boundary of the tract and the
ratio of the sides uniformly bounded. Therefore, we can apply
Theorem 2.1.3 to obtain slow escaping points in the tract D.

Finally, we outline another method to obtain slow escap-
ing points for this function in the tract D. The critical points
of f satisfy z = 1

2 tan(z). These occur for large positive z at
z =

(2n+1)π
2 − εn, where εn > 0. For such a point z, we have

that | cos(z)| = sin(εn) ≈ εn. We also have

(2n+ 1)π

2
− εn =

1

2
tan
(
(2n+ 1)π

2
− εn

)
and ∣∣∣∣tan

(
(2n+ 1)π

2
− εn

)∣∣∣∣ = cos(εn)
sin(εn)

≈
1− 1

2ε
2
n

εn
≈ 1

εn
.

Hence, εn ≈ 1
(2n+1)π . Therefore the critical values of f are ap-

proximately
1

(2n+ 1)π
exp

(
(2n+ 1)2π2

4

)
.
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The images of the level curves around a zero form circles for
function values up to at least the critical value of the near-
est critical point. By estimating f on a quadrilateral contain-
ing such a critical point and a zero, we see that the domain
A
(
2nπ2 , (2n+ 2)π2

)
∩D contains all of these level curves and

that the critical value of f in this domain has modulus much
larger than (2n+ 4)π2 . Hence, the conditions for Theorem 2.2.2
are satisfied and we again obtain points that escape arbitrarily
slowly in D.





3
I D E N T I F Y I N G L O G A R I T H M I C T R A C T S

3.1 introduction

As discussed in Chapter 1, logarithmic tracts have much stronger
properties than general direct tracts and they have found many
applications in complex dynamics. It is therefore useful to be
able to identify which direct tracts are logarithmic.

In this chapter, we assume that direct tracts D have the prop-
erty that all unbounded curves in ∂D tend to ∞ at both ends.
We call such direct tracts regular direct tracts. Note that any direct
tract of a meromorphic function is a regular direct tract, as well
as any subtract {z : |f(z)| > R ′}, for R ′ > R, of a general direct
tract with boundary value R. In fact, we are not aware of any
direct tracts that are not regular.

In this chapter, we give a sufficient condition for a regular
direct tract to contain logarithmic tracts. We start with a simple
geometric condition for a direct tract to be logarithmic, which
perhaps surprisingly does not seem to have been stated previ-
ously.

Theorem 3.1.1. Let D be a regular direct tract whose boundary is an
unbounded simple curve. Then D is logarithmic.

While regular direct tracts bounded by a single curve are
logarithmic, logarithmic tracts need not be bounded by a single
curve. The function ee

z
has direct tracts which are horizontal

strips when the boundary value of the direct tract considered is
R = 1. No critical points lie in these direct tracts and the asymp-
totic values do not lie in the image of the tracts, so these direct
tracts are logarithmic. However, with the additional assump-
tion that there are no asymptotic paths in a logarithmic tract
D with finite asymptotic values, then the following converse to
Theorem 3.1.1 is true.

49
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Theorem 3.1.2. Let D be a regular logarithmic tract containing no
asymptotic paths with finite asymptotic values. Then D is bounded
by a single unbounded curve. Further, if D is a logarithmic tract with
boundary value R, then for all R ′ > R, {z ∈ D : |f(z)| > R ′} is a
logarithmic tract bounded by a simple curve.

Note that, in the first part of Theorem 3.1.2, D need not be a
simple curve. For example, the function zez with boundary value
1 has a logarithmic tract with a boundary that self intersects.

In the case where a direct tract is bounded by more than
one curve, and possibly by infinitely many curves, we give a
sufficient condition for the direct tract to contain at least one
logarithmic tract. In particular, if a simply connected direct tract
is bounded by finitely many curves, we show that the direct
tract contains only logarithmic tracts and asymptotic paths with
asymptotic values of modulus equal to the boundary value of
the direct tract. Further, in the case where there are finitely many
boundary curves of a simply connected direct tract, there can
be only finitely many critical points in the direct tract, at most
m− 1, where m is the number of logarithmic tracts contained in
it. In order to better describe this situation, we define an access
to a point, as is done in [5], and a channel of a tract, a new
concept based on choosing part of a tract that contains only one
access to∞. Note that, only the concept of an access to infinity
will be used.

Definition 3.1.3. Let U be a simply connected domain in C. Fix
a point z0 ∈ U. A homotopy class of curves γ : [0, 1]→ Ĉ such
that γ([0, 1)) ⊂ U, γ(0) = z0, and γ(t) → ∞ as t → 1 is called
an access from U to∞.

Definition 3.1.4. Let D be a direct tract. An unbounded simply
connected component G of {z ∈ D : |z| > r} for some r > 0 is
called a channel of D if there exists exactly one access to∞ in G.

Note that such a channel must be bounded by a single un-
bounded simple curve.

Theorem 3.1.5. Let D be a regular direct tract of f, whose boundary
includes at least one, and possibly infinitely many, distinct unbounded
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simple curves, with |f(z)| = R, for z ∈ ∂D. Then, for any channel in
D, either

• the channel contains a logarithmic tract, or

• f has the same finite asymptotic value of modulus R along all
paths to infinity in the channel.

Moreover, if ∂D consists of m distinct unbounded simple curves,
then D contains at least one logarithmic tract and at most m − 1

critical points according to multiplicity.

Note that the tract D need not be simply connected in order
to satisfy the hypotheses of Theorem 3.1.5.

There are many entire functions with direct tracts which,
while not logarithmic, do in fact contain a logarithmic tract, as
in Theorem 3.1.5. This containment corresponds to an access to a
logarithmic singularity in a direct tract. Simple examples of this
are given in Example 3.3.1 and Example 3.3.2. As a more com-
plicated example, Bergweiler and Eremenko [12] constructed an
entire function with infinitely many direct, but no logarithmic
singularities over any finite value; see Example 3.3.3. In Chap-
ter 2, we showed that there exist points that escape arbitrarily
slowly in the direct tracts of the reciprocal of this function. Us-
ing Theorem 3.1.1 we show that Bergweiler and Eremenko’s
function is in fact in the class B, thus giving an example of a
function in the class B with infinitely many direct singularities,
but no logarithmic singularities over any finite value, which was
not previously known.

The organization of this chapter is the following. Section 3.2
will be devoted to the proofs of Theorem 3.1.1, Theorem 3.1.2,
and Theorem 3.1.5. Section 3.3 contains three examples to illus-
trate applications of these results.

3.2 proofs of theorem 3 .1 .1 , 3 .1 .2 , and 3 .1 .5

The proof of Theorem 3.1.1, which states that regular direct tracts
bounded by a simple curve are logarithmic, is straightforward
and similar to the proof of [12, Theorem 5], though the statement
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D

g

{z ∈ C : |z| > R}

f

φ log z
R

D Hc
1+ t

1− t

Figure 3.1: Construction in the proof of Theorem 3.1.1

of [12, Theorem 5] is somewhat different. We include this proof
for completeness.

Proof of Theorem 3.1.1. Let φ : D→ D be a Riemann map, where
D denotes the open unit disc. The following construction is
illustrated in Figure 3.1. The set D is a Jordan domain in the
Riemann sphere with boundary ∂D ∪ {∞}, so φ extends con-
tinuously and one-to-one to ∂D, by Carathéodory’s Theorem
([23] and [32, Theorem I.3.1]), and without loss of generality
φ(1) = ∞. (This is where we use the assumption that ∂D is a
simple curve tending to∞ at both ends.) So,

u(t) = log
|f(φ(t))|

R
, for t ∈ D,

is a positive harmonic function in D with u(t) = 0 if t ∈ ∂D \ {1}.
Therefore u is a positive multiple of the Poisson kernel in D with
singularity at 1. For a discussion of positive harmonic functions,
and the Poisson kernel and its properties, see [32] or [36], for
example. Hence,

u(t) = cRe
(
1+ t

1− t

)
, where c > 0.
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Now we can define an analytic branch g of log f/R in D by
the monodromy theorem, since D is simply connected and any
local branch g of log f/R can be analytically continued along
any path in D. Then,

g(φ(t)) = log
f(φ(t))

R
, for t ∈ D,

is analytic in D, with

Reg(φ(t)) = log
|f(φ(t))|

R
= cRe

(
1+ t

1− t

)
.

Hence, for some constant θ ∈ R, we have

g(φ(t)) = c
1+ t

1− t
+ iθ =⇒ f(φ(t)) = Reiθ exp

(
c
1+ t

1− t

)
,

for t ∈ D,

=⇒ f(z) = Reiθ exp
(
c
1+φ−1(z)

1−φ−1(z)

)
,

for z ∈ D. (3.2.1)

It follows immediately that f has no critical points in D. Also,
there are no asymptotic paths in D with finite asymptotic val-
ues, as the exponential function has none in H = {z : Re z > 0}.
Indeed, if γ → ∞ in D, then φ−1(z) → 1 along γ. So, we have
that (1+φ−1(z))/(1−φ−1(z))→∞ in H as z → ∞ for z ∈ γ.
Hence, by (3.2.1), f(z) cannot tend to a finite limit as z→∞ for
z ∈ γ.

Now, we prove Theorem 3.1.2, giving a converse to Theo-
rem 3.1.1.

Proof of Theorem 3.1.2. Let D be a regular logarithmic tract with
boundary value R. Then the function g(z) = log f(z) is a univa-
lent map from D onto HR = {t : Re t > logR}, with a univalent
inverse function h : HR → D.

Now, D is simply connected and ∂D consists of piecewise
smooth curves. Thus, on the Riemann sphere, the boundary ofD
is the curve ∂D∪ {∞} (not necessarily a simple curve). Therefore,
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by a version of Carathéodory’s Theorem [50, Theorem 2.1], the
univalent function h extends continuously to ∂HR ∪ {∞}, with
values in ∂D∪ {∞}. If there exists t0 ∈ ∂HR such that h(t0) =∞,
then the function g = h−1 has asymptotic value t0 in D. So,
by our assumption, h(t) must be finite for all t ∈ ∂HR. Hence,
h(∂HR) = ∂D is a single unbounded curve, possibly with self-
intersection.

The final part of the theorem follows immediately from the
above discussion of g and h, since

{z ∈ D : |f(z)| = R ′} = h(LR ′),

where LR ′ = {t : Re t = logR ′} and R ′ > R.

The proof of Theorem 3.1.5 uses similar machinery, but is
rather more complicated.

Proof of Theorem 3.1.5. Consider a regular direct tractD bounded
by more than one unbounded curve with |f(z)| = R, for z ∈ ∂D.
If it exists, choose some channel, G, of D. Then either |f(z)| will
be unbounded or bounded within this channel. Let φ : D→ G

be a Riemann map with φ(z)→∞ as z→ 1 for z ∈ D. This is
possible by the definition of a channel. Then, φ extends continu-
ously and one-to-one to ∂D by Carathéodory’s Theorem, and
once again φ(1) =∞.

Let E be the subset of ∂G where |f(z)| 6= R. Then,

u(t) = log
|f(φ(t))|

R
, for t ∈ D,

is a positive harmonic function in D. Also, the set φ−1(E) is
contained in a closed arc of ∂D which does not contain 1. Note
that φ−1(E) may be disconnected.

First, assume f is unbounded in G and denote by P(t, ζ) the
Poisson kernel in D with singularity at ζ. Since f is unbounded
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ΩH1 H2

D

Figure 3.2: H2 ⊂ Ω ⊂ H1 ⊂ D

in G, it follows from the Poisson integral formula (see [36, Theo-
rem 1.16]) that

u(t) = cP(t, 1) +
∫

φ−1(E)

P(t, ζ)u(ζ)dλ(ζ), for t ∈ D, (3.2.2)

where c > 0 and λ(ζ) is the normalized Lebesgue measure on
∂D. Now, choose ε > 0 and δ > 0 such that∫

φ−1(E)

P(t, ζ)u(ζ)dλ(ζ) < ε, (3.2.3)

for |t− 1| < δ and t ∈ D. Then, choose R2 > R1 > 0 such that
the horodiscs

Hj = {t ∈ D : cP(t, 1) > Rj}, for j = 1, 2,

lie inside D(1, δ) and R2 > R1 + 2ε. So, for t ∈ H2, we have
u(t) > cP(t, 1) > R2. LetΩ be the component of {t ∈ D : u(t) > R2}

that contains H2. For t ∈ Ω, u(t) > R2, so

cP(t, 1) > R2 −
∫

φ−1(E)

P(t, ζ)u(ζ)dλ(ζ).

Hence, by (3.2.2) and (3.2.3), cP(t, 1) > R2 − ε > R1, for t ∈ Ω.
Therefore, H2 ⊂ Ω ⊂ H1, as shown in Figure 3.2.
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We next claim that Ω is bounded by a single curve if R2
is sufficiently large. To prove this, consider the Riemann map
ψ : D → H given by ψ(t) = 1+t

1−t . Then, consider the positive
harmonic function U on H defined by

U(x+ iy) = u(ψ−1(x+ iy))

= cP(ψ−1(x+ iy), 1)

+

∫
ψ(φ−1(E))

P(ψ−1(x+ iy),ψ−1(s))u(ψ−1(s))
ds

1+ s2

= cx+ x

∫
ψ(φ−1(E))

U(s)ds

x2 + (y− s)2
, for x+ iy ∈H.

We have

∂U(x+ iy)

∂x
= c+

∫
ψ(φ−1(E))

U(s)ds

x2 + (y− s)2

+ x
∂

∂x

∫
ψ(φ−1(E))

U(s)ds

x2 + (y− s)2

> c−
∫

ψ(φ−1(E))

2x2U(s)

(x2 + (y− s)2)2
ds

> c−
2

x2

∫
ψ(φ−1(E))

U(s)ds

> 0

for x sufficiently large and y ∈ R, since ψ(φ−1(E)) is con-
tained in a bounded interval of the imaginary axis and U(s)
is bounded on ψ(φ−1(E)). So, ∂U(x+iy)

∂x > 0 in the half-plane
ψ(H1) for sufficiently small δ. Therefore, U(x + iy) is mono-
tonic with respect to x in the half-plane ψ(H1) for any fixed y.
Hence {x+ iy : U(x+ iy) > R2} is bounded by a single simple
unbounded curve, and so Ω = ψ−1({x+ iy : U(x+ iy) > R2}) is
a Jordan domain bounded by a simple curve. Thus, by Theo-
rem 3.1.1, φ(Ω) is a logarithmic tract in G.

Now, assume that f is bounded in G. Then there exists K
such that u(t) < K for t in a neighborhood of the boundary
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singularity at 1. On the boundary of D, u(t) ≡ 0 for t in a
neighborhood of 1 except possibly at 1. So, by the extended
maximum principle [36, Theorem 5.16], u has boundary value 0
at 1. We want to show that f(φ(t))→ α as t→ 1, where |α| = R.
Since u ≡ 0 on ∂D in a neighborhood of 1, we deduce, by the
reflection principle [36, Example 1, p. 35], that we can find a
neighborhood, N say, of 1 in C to which u extends harmonically.
Therefore, there exists a complex conjugate v of u so that u+ iv

is analytic on this neighborhood. Let

g(z) = R exp(u(φ−1(z)) + iv(φ−1(z))), for z ∈ φ(N∩D).

Then, g is analytic on φ(N ∩D) ⊂ G and |g(z)| = |f(z)| in
φ(N∩D). Non-constant analytic maps are open, so g(z) = cf(z)
in φ(N∩D), where |c| = 1. Therefore, arg f(z) tends to a finite
limit as z→∞ in φ(N∩D), and hence in G, since any sequence
tending to infinity in G is eventually contained in φ(N ∩D).
Therefore, there exists α such that f(z)→ α as z→∞ in G, with
|α| = R.

Finally, if D is bounded by m distinct unbounded simple
curves, then following the method in the proof of Theorem 3.1.1,
we again define the positive harmonic function

u(t) = log
|f(φ(t))|

R
, for t ∈ D,

where φ : D→ D is a conformal map and each access to infinity
in D corresponds under φ to a family of paths tending to a point
on ∂D along which u tends to either 0 or∞. Suppose there exist
n 6 m accesses to infinity on which f is unbounded. Then, there
exist n points ζ1, . . . , ζn ∈ ∂D such that u is a positive harmonic
function in D with u(t) = 0, for t ∈ ∂D \ {ζ1, . . . , ζn}. Therefore
u is a sum of positive multiples of the Poisson kernel in D with
singularities at ζ1, . . . , ζn. Hence,

u(t) =

n∑
k=1

ck Re
(
ζk + t

ζk − t

)
, where ck > 0, for k = 1, . . . ,n.
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Now, again, we can define an analytic branch g of log f/R in D
by the monodromy theorem, since D is simply connected and
any local branch g of log f/R can be analytically continued along
any path in D. Then,

g(φ(t)) = log
f(φ(t))

R
, for t ∈ D,

is analytic in D, with

Reg(φ(t)) = log
|f(φ(t))|

R
=

n∑
k=1

ck Re
(
ζk + t

ζk − t

)
.

Hence, for some constant θ ∈ R, we have

g(φ(t)) =

n∑
k=1

ck
ζk + t

ζk − t
+ iθ

=⇒ f(φ(t)) = Reiθ exp

(
n∑
k=1

ck
ζk + t

ζk − t

)
, for t ∈ D.

The critical points of f(φ(t)) for t ∈ D are the solutions of

n∑
k=1

ck
2ζk

(ζk − t)2
= 0,

for which there are at most 2n− 2 solutions in C. Further, by
the Cauchy-Riemann equations, critical points of f(φ(t)) occur
if and only if |∇u(t)| = 0, where ∇u denotes the gradient of u.
For a point t ∈ D, noting that ζk = 1/ζk gives that

Re
(
ζk + t

ζk − t

)
= −Re

(
ζk + 1/t

ζk − 1/t

)
, for k = 1, . . . ,n.

Hence, each Poisson kernel is ‘symmetric’ under reflection in
the unit circle and so a sum of Poisson kernels is as well. Further,
no solutions of |∇u(t)| = 0 lie on ∂D, by the behavior of the
Poisson kernel near ∂D. So, the solutions of |∇u(t)| = 0 occur
in pairs and are symmetric with respect to ∂D. Therefore, D

contains at most n− 1 critical points of f(φ(t)) and hence D
contains at most n− 1 critical points of f.
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Figure 3.3: The tract of 2 exp(z4) with boundary value 1 in white with
its complement in black, for |Re z| 6 5 and | Im z| 6 5.

3.3 examples

In this section, we give three examples to show the kinds of
direct tracts that can exist, and to which we can apply Theo-
rem 3.1.1 and Theorem 3.1.5. First, to illustrate Theorem 3.1.5,
we give a simple example of a transcendental entire function
with a simply connected direct tract bounded by finitely many
boundary curves.

Example 3.3.1. Consider G(z) = 2 exp(z4). Note that G is in the
class B.

First, G(z) → ∞ as z → ∞ along the real and imaginary
axes, and G(z) → 0 as z → ∞ along the rays with angle an
odd multiple of π/4. With a boundary value of R = 1, as in
Figure 3.3, a neighborhood about the origin is contained in the
direct tract. Further, on the lines with angle an odd multiple
of π/8 the modulus of G is 2. Hence, G has one direct tract
bounded by four unbounded simple curves. By Theorem 3.1.5,
G contains at most three critical points, and in fact, contains a
single critical point of multiplicity 3 at 0. The direct tract of G
has four channels on which f is unbounded and hence contains
four logarithmic tracts.
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Figure 3.4: The tracts of exp(sin(z) − z) with boundary value 1 in
white with their complement in black, for |Re z| 6 20 and
| Im z| 6 20.

Next, we illustrate Theorem 3.1.5 by giving an example of a
direct non-logarithmic tract with infinitely many logarithmic
tracts inside it.

Example 3.3.2. Consider f(z) = exp(sin(z) − z). Note that f is
not in the class B as it has critical values at e2kπ for all k ∈ Z.

First, f(z) → ∞ as z → ∞ along the negative real axis and
f(z) → ∞ as z → ∞ along translates of the imaginary axis by
π
2 + 2kπ, for k ∈ Z. Also, f(z)→ 0 as z→∞ along the positive
real axis and along translates of the imaginary axis by 3π

2 + 2kπ,
for k ∈ Z. So, f will have infinitely many direct tracts in the
right half-plane and one direct tract in the left half-plane, with
|f(z)| = R on ∂D for some suitable R > 0. See Figure 3.4, where
R = 1. Further, f has no zeros and its only finite asymptotic value
is 0, along the positive real axis and translates of the imaginary
axis by 3π

2 + 2kπ, for k ∈ Z. Hence, by Theorem 3.1.5, the direct
tract in the left half-plane contains infinitely many logarithmic
tracts, each corresponding to channels about translates of the
positive and negative imaginary axes by π

2 + 2kπ, for k ∈ Z.
In contrast, the tracts in the right half-plane are themselves
logarithmic tracts in their own right.

Finally, we use our results to show that an entire function
constructed by Bergweiler and Eremenko [12] to have no loga-
rithmic singularities over any finite value is, moreover, in the
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class B. Note that the reciprocal of this function (studied in
Example 2.5.1) is an example of a function with a direct tract
which, while simply connected, does not contain any channels.

Example 3.3.3. Consider the entire function

h(z) = exp(g(z)), where g(z) =
∞∑
k=1

( z
2k

)2k
.

Then, h has infinitely many direct singularities, but no loga-
rithmic singularity over any finite value, and is in the class
B.

The first two statements are proved in [12], so it remains to
check that h is in the class B. In order to see this, we will show
that every direct tract (over∞) for some fixed boundary value
is bounded by a single curve, and so all the direct tracts are
logarithmic by Theorem 3.1.1. This implies that no critical points
lie in these tracts and no asymptotic paths for finite asymptotic
values, and so the singular values of h form a bounded set. We
then conclude that h is in the class B.

Next, we introduce some notation from [12, Section 6]. Fix ε
with 0 < ε 6 1

8 and set rn = (1+ ε)2n+1 and r ′n = (1− 2ε)2n+2

for n ∈N. Then for j ∈ {0, 1, · · · , 2n − 1} we define the sets

Bj,n =

{
r exp

(
πi

2n
+
2πij

2n

)
: rn 6 r 6 r ′n

}
and

C±j,n =

{
r exp

(
πi

2n
+
2πij

2n
± r− r ′n
rn+1 − r ′n

πi

2n+1

)
: r ′n 6 r 6 rn+1

}
.

Bergweiler and Eremenko [12, Section 6] show that every un-
bounded simple path starting at 0 and lying in the infinite tree,

T = [−ir1, ir1]∪
∞⋃
n=1

2n−1⋃
j=1

(Bj,n ∪C±j,n),

is an asymptotic curve along which the function tends to 0.
Further,

Reg(z) < −22
n

for z ∈ Bj,n ∪C±j,n.
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Figure 3.5: The direct tracts of h over∞ in white with the direct tract
over 0 in black, for 0 6 Re z 6 250 and 0 6 Im z 6 250.

So, if some direct tract (over∞) with a sufficiently large bound-
ary value was not bounded by a single curve, then at least one
of the following three possibilities would occur:

1. there would be another direct tract over a finite value,

2. the tract would have to cross the infinite tree T ,

3. there would be zeros of the function h.

The first case is shown not to happen in [12, Section 6] by
proving that argg(reiθ) is an increasing function of θ, that it
increases by 2n2π as θ increases by 2π, and then using a counting
argument to show that all the direct tracts are accounted for
and there can be no others. We can assume that the tract does
not cross the infinite tree T , since h(z) is bounded on T by a
value smaller than the tract boundary value. Finally, the last case
cannot happen since the exponential function omits 0. Therefore,
each direct tract (over ∞) is bounded by a single curve, so by
Theorem 3.1.1 we can deduce that h ∈ B.
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D I M E N S I O N S O F J U L I A S E T S I N T R A C T S

4.1 introduction

In this chapter we consider the question of when the Julia set of
a transcendental meromorphic function has Hausdorff dimen-
sion greater than one. Recall from Section 1.5.2 that Barański,
Karpińska, and Zdunik [6] proved that this is the case when-
ever a transcendental meromorphic function f has a logarithmic
tract, in fact showing that for such functions dim J(f)∩K(f) > 1,
where K(f) is the set of points of bounded orbit.

This raised the question as to how generally the result of
Barański, Karpińska, and Zdunik holds. In [11], Bergweiler
showed that there exist transcendental entire functions for which
dimK(f) can be arbitrarily small.

It was recently shown by Bishop [18] that there exists a tran-
scendental entire function f for which dim J(f) = 1. This ex-
ample has multiply connected wandering domains, and so its
direct tract does not have an unbounded boundary component.
This suggests the question of whether Barański, Karpińska, and
Zdunik’s result can be generalized to show that, for a tran-
scendental meromorphic function f with a direct tract with an
unbounded boundary component, we have that dim J(f) > 1.
We prove this in several situations, and specifically in the case
where the direct tract is simply connected and there is an ad-
ditional restriction on the singular values associated with the
direct tract.

Theorem 4.1.1. Let f be a transcendental meromorphic function with
a simply connected direct tract D. Suppose that there exists λ > 1

such that for arbitrarily large r there exists an annulus A(r/λ, λr)
containing no singular values of the restriction of f to D. Then
dim J(f)∩K(f) > 1.

63
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Our proof of Theorem 4.1.1 partially follows the approach
in Barański, Karpińska, and Zdunik [6], with some significant
differences. The hypotheses in [6] specify a logarithmic tract,
for which one can make use of the logarithmic transform and
the resulting expansion estimate in the tract. However, in our
case, we no longer have this expansion estimate throughout
the direct tract. Instead, our proof uses Wiman–Valiron theory,
discussed in Section 1.6.1. We use tools developed by Bergweiler,
Rippon, and Stallard [16] for general direct tracts, and apply
them to direct tracts with certain properties. We show that for
such direct tracts a larger disc than that given by Wiman–Valiron
theory lies in the direct tract, and on this disc an estimate of
the function holds which is somewhat weaker than the Wiman–
Valiron estimate. While this estimate on the new disc is weaker
than the Wiman–Valiron estimate, it enables us to cover a much
larger annulus than does the Wiman–Valiron estimate many
times over. These results are of independent interest.

The chapter is organized as follows. Section 4.2 discusses the
relationship between direct tracts and the logarithmic transform,
giving an expansion estimate that can be viewed as a local ver-
sion of Lemma 1.4.2. In Section 4.3, we give our results on the
size of enlarged Wiman–Valiron discs. We then use these results
in Section 4.4 in order to prove a theorem on the Hausdorff
dimension of certain Julia sets, of which Theorem 4.1.1 is a spe-
cial case. Finally, in Section 4.5 we give two nontrivial examples
of transcendental entire functions to which we can apply our
results.

4.2 direct tracts and the logarithmic transform

As discussed in Section 1.4.2, a major tool used in connection
with logarithmic tracts is the logarithmic transform, which was
first studied in the context of entire functions by Eremenko and
Lyubich [27]. We now introduce the logarithmic transform, F,
in the setting of a direct tract with an unbounded boundary
component. While the logarithmic transform has been studied
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in many papers on transcendental entire dynamics, it has almost
always been applied to a logarithmic tract.

Let f be a meromorphic function with a direct tract D with an
unbounded complementary component; any simply connected
direct tract must have such a complementary component. By
performing a translation if necessary, assume further that 0
is contained in an unbounded complementary component of
D. Then, denote by F the logarithmic transform of f; that is,
exp ◦F = f ◦ exp. Note that F is periodic with period 2πi and
maps each component of logD into a right half-plane. Unlike
for a logarithmic tract, F is not necessarily univalent on each
component of logD. However, as there exists an unbounded
complementary component, one may still lift f by the branches
of the logarithm.

Applying the Koebe 1/4-theorem, we are able to obtain an
estimate on the function in the direct tract on a domain on
which the function is univalent. Lemma 4.2.1 is a modification
of the expansion estimate in Lemma 1.4.2 for a logarithmic tract
proved by Eremenko and Lyubich [27]. The method of proof is
similar to the approach of Rippon and Stallard in [57, Lemma
2.5].

Lemma 4.2.1. Let f be a transcendental meromorphic function with
a direct tract D, and let λ > 1. Suppose, for some r > 0, that the
restriction of f to D has no singular values in A(r/λ, λr) and γ ⊂ D
is a simple unbounded curve on which |f(z)| = r. Then,

1. the function Φ(z) = log f(z), for z ∈ D, is univalent on a
simply connected domain Ω such that γ ⊂ Ω ⊂ D, and

Φ(Ω) = S = {w : log(r/λ) < Rew < log λr};

2. the function F(w) = Φ(ew) = log f(ew) maps each component
of logΩ univalently onto S;

3. any analytic branch H of F−1 : S→ logD satisfies

|H ′(w)| 6
4π

dist(w,∂S)
, for w ∈ S, (4.2.1)
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or equivalently

∣∣∣∣zf ′(z)f(z)

∣∣∣∣ >


1
4π log |λr/f(z)|, for |f(z)| > r

1
4π log |λf(z)/r|, for |f(z)| 6 r,

(4.2.2)

for z ∈ Ω.

Proof. Take a base point z0 ∈ γ and let w0 = log f(z0). Then, let
Ψ denote the inverse branch of z 7→ Φ(z) = log f(z) such that
Ψ(w0) = z0. By our hypothesis on the singular values of f, the
branch Ψ can be analytically continued along every curve in
S starting from w0, with image values in D. Since S is simply
connected, we deduce from the monodromy theorem that Ψ
extends to be analytic throughout S, and Ω := Ψ(S) ⊂ D.

Two cases can then arise [48, p. 283]: either Ψ is univalent in S
or Ψ is periodic in S, with period 2πim, where m ∈ N. In the
latter case, however, Ψ(S) must be bounded, which is impossible,
since γ ⊂ Ψ(S) = Ω.

Now, we use the fact that H = logΨ, for some branch of the
logarithm, and hence H maps S univalently onto a domain that
contains no disc of radius greater than π. Therefore, (4.2.1) holds
by the Koebe 1/4-theorem, and (4.2.2) follows by the change of
variables z = ew.

4.3 wiman–valiron theory in tracts

In this section, we show that a larger disc than given by The-
orem 1.6.1 is possible inside a simply connected direct tract.
In a general direct tract this is not possible, as shown by an
example due to Bergweiler [9]. Note that, Bergweiler’s example
has a direct tract with no unbounded boundary component and
the direct tract is the plane with neighborhoods of the zeros
removed.

We use the notation from Section 1.6.1. If v : C→ [0,∞) is a
non-constant subharmonic function, then we set

B(r, v) = max
|z|=r

v(z),
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and
a(r, v) =

dB(r, v)
d log r

= rB ′(r, v).

First, we recall a standard estimate on a(r, v); see [16, Lemma
6.10].

Lemma 4.3.1. Let v : C→ [−∞,∞) be subharmonic and let ε > 0.
Then there exists a set E ⊂ [1,∞) of finite logarithmic measure such
that

a(r, v) 6 B(r, v)1+ε

for r > 1, r /∈ E.

Next, we state a more general version of [16, Lemma 11.2],
giving a slightly different estimate of B(r, v) for a general sub-
harmonic function which is suited for our purpose. This state-
ment is extracted from the inequalities given in the proof of
[16, Lemma 11.2] (in which the function Φ(x) = B(r, v) and
Φ ′(x) = a(r, v), with r = ex).

Lemma 4.3.2. Let v→ [−∞,∞) be subharmonic and let β > α > 0.
Then there exists a set E ⊂ [1,∞) of finite logarithmic measure such
that

B(s, v) 6 B(r, v) + a(r, v) log
s

r
+ a(r, v)1−α−β,

for
∣∣log s

r

∣∣ 6 1/a(r, v)β, r /∈ E, uniformly as r→∞.

We shall use Lemma 4.3.2 to prove a generalization of Theo-
rem 1.6.1, which provides a much larger disc in a direct tract
that satisfies certain extra conditions, at the expense of less con-
trol on the function as we move further out from the original
Wiman–Valiron disc. For the remainder of this chapter, let D be
a direct tract with boundary value R. We define

v(z) = log
|f(z)|

R
, (4.3.1)

for z ∈ D and v(z) = 0 elsewhere. In this case,

B(r, v) = max
|z|=r

log
|f(z)|

R
.
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First, if there exists a direct tract surrounding a sparse collec-
tion of zeros, we show that a larger disc exists inside the direct
tract than given by Theorem 1.6.1. Note that this hypothesis is
satisfied by a simply connected direct tract.

Theorem 4.3.3. Let f be a meromorphic function with a direct tractD
with an unbounded boundary component. Let v be defined as in (4.3.1),
and let zr ∈ D be a point for which |zr| = r and v(zr) = B(r, v).

Suppose that there exists λ > 1 and a set E ⊂ [1,∞) of finite
logarithmic measure such that, for r ∈ [1,∞) \E, we have that zr ∈ Lr,
a simply connected component of A(r/λ, λr)∩D. Also, let 12 > τ > 0.
Then, for r ∈ [1,∞) \ E ′, where E ′ has finite logarithmic measure,
there exists D(zr, r/a(r, v)τ) ⊂ D.

Proof. Choose α and β such that 0 < α < β < τ < 1/2 and
1− α− β =

√
1− 2τ = ξ(τ), say. Let E ′ be the union of E and

the exceptional sets in Lemma 4.3.1 and Lemma 4.3.2 for these
values of α and β, where ε = β. Further, set ρ = 2ra(r, v)−τ,
where r is large enough that a(r, v) 6= 0. Consider the subhar-
monic function

u(z) = v(z) −B(r, v) − a(r, v) log
|z|

r
6 a(r, v)ξ(τ), (4.3.2)

for r /∈ E ′ and z ∈ D(zr, 512ρ) by Lemma 4.3.2, and the fact that
for z ∈ D(zr, 512ρ),∣∣∣∣z− zrzr

∣∣∣∣ 6 512ρ

r
=

1024

a(r, v)τ
= o(1) as r→∞,

since limr→∞ a(r, v) =∞, and so, for large r,∣∣∣∣log
|z|

r

∣∣∣∣ = ∣∣∣∣log
∣∣∣∣1+ z− zrzr

∣∣∣∣∣∣∣∣ 6 2 ∣∣∣∣z− zrzr

∣∣∣∣ 6 2048

a(r, v)τ
6

1

a(r, v)β
.

(4.3.3)
Now, we show that D(zr, r/a(r, v)τ) ⊂ D for r /∈ E ′ sufficiently

large. Following [16, p. 395–396], suppose not. First, by assump-
tion, D(zr, 256ρ) does not contain any bounded complementary
components, since the exceptional set of r has finite logarithmic
length and Lr is assumed simply connected. Then, since D has
an unbounded boundary component, there exists an unbounded
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component of the complement of D that intersects ∂D(zr, t) for
ρ 6 t 6 256ρ. Let V be the component of D ∩D(zr, 512ρ) that
contains zr and let Γ = ∂V ∩ ∂D(zr, 512ρ). Note that V is simply
connected, as Lr is simply connected. Further, in this case, let
tθ∗(zr, t) be the linear measure of the intersection of ∂D(zr, t)
with D. Then, θ∗(zr, t) 6 2π for ρ 6 t 6 256ρ, since ∂D(zr, t) is
not wholly contained inD. Hence, by a result of Tsuji concerning
bounds on harmonic measure (see [71, p. 112]),

ω(zr, Γ ,V) 6 3
√
2 exp

(
−π

∫256ρ
ρ

dt

tθ∗(zr, t)

)

6 3
√
2 exp

(
−
1

2

∫256ρ
ρ

dt

t

)

=
3
√
2

24

<
1

2
,

where ω(zr, Γ ,V) denotes the harmonic measure of Γ at zr in V .
Thus, for Σ = ∂V \ Γ we have

ω(zr,Σ,V) = 1−ω(zr, Γ ,V) >
1

2
.

Next, for z ∈ Γ , we have v(z) = 0, since z is on the boundary
of D, so from (4.3.2), (4.3.3), and Lemma 4.3.1 with ε = β, if
r /∈ E ′ is sufficiently large, then

u(z) = −B(r, v) − a(r, v) log
|z|

r

6 −B(r, v) + a(r, v)1−β

6 −B(r, v) +B(r, v)(1−β)(1+ε)

6 −
1

2
B(r, v).

Hence, by (4.3.2) and the above, we can apply the two constant
theorem (see for example [52, Theorem 4.3.7]) for large r /∈ E ′

and obtain

u(zr) 6 −
1

2
ω(zr,Σ,V)B(r, v) + a(r, v)ξ(τ)(1−ω(zr,Σ,V))



70 dimensions of julia sets in tracts

6 −
1

4
B(r, v) + a(r, v)ξ(τ)

6 −
1

4
B(r, v) +B(r, v)ξ(τ)(1+ε)

6 −
1

8
B(r, v),

which gives a contradiction, since u(zr) = 0, while B(r, v)→∞
as r → ∞. Hence, D(zr, r/a(r, v)τ) ⊂ D for r /∈ E ′ sufficiently
large.

We now show that, given a disc of the form D(zr, r/a(r, v)τ),
for 0 < τ < 1/2, inside our tract, we can obtain an estimate
for the function f inside that disc. This estimate includes the
case of the original Wiman–Valiron estimate when τ > 1/2. A
larger disc than that given by Wiman–Valiron theory introduces
a worse error to the estimate the larger the new disc is. Note that
for the following theorem, we do not insist on any additional
hypotheses on the tract, such as being simply connected; we just
require the existence of a suitably large disc inside the direct
tract. Further, note that the function ξ(τ) =

√
1− 2τ is chosen

so that ξ(τ) → 1 as τ → 0 and ξ(τ) → 0 as τ → 1/2, while
also ξ(τ) < 1− τ. These properties will be important in this and
subsequent proofs.

Theorem 4.3.4. Let f be a meromorphic function with a direct tract
D and τ > 0. Further, let v be defined as in (4.3.1), and let zr ∈ D
be a point for which |zr| = r and v(zr) = B(r, v). There exists
a set E ⊂ [1,∞) of finite logarithmic measure, so that if a disc
D(zr, r/a(r, v)τ) ⊂ D for r /∈ E sufficiently large, then there exists an
analytic function g in D(zr, r/a(r, v)τ) such that

log f(z) = log f(zr)+a(r, v) log
z

zr
+g(z), for z ∈ D(zr, r/a(r, v)τ),

where

g(z) =

O(a(r, v)
ξ(τ)) for z ∈ D(zr, r/a(r, v)τ) and τ < 1/2,

o(1) for z ∈ D(zr, r/a(r, v)τ) and τ > 1/2,

and ξ(τ) =
√
1− 2τ, as r→∞, r /∈ E.
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Proof. Set

g(z) = log
f(z)

f(zr)
− a(r, v) log

z

zr
, (4.3.4)

where the branches of the logarithms are chosen so that g(zr) = 0.
By the Borel–Carathéodory inequality [74, p. 20],

max
|z−zr|6t

|g(z)| 6 4 max
|z−zr|62t

Reg(z) 6 4a(r, v)ξ(τ), (4.3.5)

for 0 < t < ρ/2 and r /∈ E, by Lemma 4.3.2 with α and β chosen
so that β > α > 0 and 1−α−β = ξ(τ).

Thus, by (4.3.4), for z ∈ D(zr, ra(r, v)−τ) and r /∈ E,

log f(z) = log f(zr) + a(r, v) log
z

zr
+ g(z),

for z ∈ D(zr, r/a(r, v)τ),

where g(z) = O(a(r, v)ξ(τ)) for τ < 1/2 by (4.3.5) and g(z) = o(1)
inside D(zr, r/a(r, v)τ) for τ > 1/2 by Theorem 1.6.1.

Note that in the above result, the case 0 < τ < 1/2 is new.
Further, for τ = 1/2 it is natural to ask what the error, g, in
the Wiman–Valiron estimate is and whether it is possibly O(1).
However, this proof does not show it.

We now use Theorem 4.3.4 in order to obtain an estimate on
the size of the image of this new disc. First, we label three sets
where we choose the principal branch of the logarithm; that is
the branch corresponding to the principal value of the argument.
Let

Sr =

{
w : |Rew− log r| 6

1/2

a(r, v)τ
, | Imw− arg zr| 6

1/2

a(r, v)τ

}
.

(4.3.6)
Further, let

Q =

w :
|Rew− log |f(zr)|| <

1
8a(r, v)

1−τ,

|Imw− arg f(zr)| < 1
8a(r, v)

1−τ

 , (4.3.7)
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F

1
a(r,v)τ

Sr

Q̃

Q̂
Q

F(wr)
a(r, v)1−τ

∂F(Sr)

Figure 4.1: A sketch of the argument in the proof of Theorem 4.3.5.

and

Q̂ =

w :
|Rew− log |f(zr)|| <

1
4a(r, v)

1−τ,

|Imw− arg f(zr)| < 1
4a(r, v)

1−τ

 . (4.3.8)

Theorem 4.3.5. Let f be a meromorphic function with a direct tract
D with an unbounded boundary component and τ, v, zr, and E
be as in Theorem 4.3.4. Consider the logarithmic transform F of
f. If, for r ∈ [1,∞) \ E, there exists D(zr, r/a(r, v)τ) ⊂ D, then
Sr ⊂ logD(zr, r/a(r, v)τ) is mapped univalently by F and

F(Sr) ⊃ Q̂ ⊃ Q.

Proof. Let wr = log zr + i arg zr, where we choose the principal
branch of the logarithm and recall that F is the logarithmic
transform of f. From Theorem 4.3.4,

F(w) = F(wr) + a(r, v)(w−wr) +O(a(r, v)ξ(τ)), (4.3.9)

for w ∈ logD(zr, r/a(r, v)τ) and as r→∞.
The domain

Sr =

{
w : |Rew− log r| 6

1/2

a(r, v)τ
, | Imw− arg zr| 6

1/2

a(r, v)τ

}
⊂ logD(zr, r/a(r, v)τ)
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is a square of side length 1/a(r, v)τ centered atwr and mapped by

w 7→ F(wr) + a(r, v)(w−wr)

to a square, Q̃, of side a(r, v)1−τ centered at F(wr). Since

F(w) = F(wr) + a(r, v)(w−wr) +O(a(r, v)ξ(τ)),

the image of ∂Sr under F is a closed curve lying entirely outside
of a square of side

a(r, v)1−τ −O(a(r, v)ξ(τ))

centered at F(wr) for large enough r. This closed curve winds
exactly once around F(wr), since 1− τ >

√
1− 2τ = ξ(τ). Hence,

by the argument principle, F is univalent on Sr and F(Sr) con-
tains a square of side length greater than 1

2a(r, v)
1−τ.

4.4 hausdorff dimension

In this section, we show that the set of points of bounded orbit
in the Julia set of a meromorphic map with a direct tract with
conditions on the singular values, zeros, and the boundary of
the tract has Hausdorff dimension strictly greater than one.
Theorem 4.1.1 follows from Theorem 4.4.1, below, together with
Theorem 4.3.3, replacing λ by λ/2 in Theorem 4.4.1 and using
the fact that the exceptional set has finite logarithmic length.
Recall that v is defined as in (4.3.1), and zr is a point for which
|zr| = r and v(zr) = B(r, v).

Theorem 4.4.1. Let f be a meromorphic map with a direct tract D
with an unbounded boundary component. Fix λ > 1 and 1

2 > τ > 0,
and let E be the set of finite logarithmic measure in Theorem 4.3.4.
Suppose that for arbitrarily large r ∈ [1,∞)\E there exists an annulus
A(r/λ, λr) such that both

1. D(zr, r/a(r, v)τ) ⊂ A(r/λ, λr)∩D, and
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wr,s

Q

Q ′′

Q ′

F

Gs

F

Hu

1
4a(r, v)

1−τ

Figure 4.2: Construction of JB in Theorem 4.4.1.

2. A(r/λ, λr) contains no singular values of the restriction of f
to D.

Then dim J(f)∩K(f) > 1.

Proof. First, let E be the set of finite logarithmic measure in The-
orem 4.3.4. Fix 1

2 > τ > 0 and λ > 1. Then, take r ∈ [1,∞) \ E so
large that 1 and 2 are satisfied. We use the sets Sr,Q, and Q̂ intro-
duced in (4.3.6), (4.3.7), and (4.3.8) before the statement of The-
orem 4.3.5. By Theorem 4.3.5, the image of Sr ⊂ D(zr, r/a(r, v)τ)
under log f covers the squares Q and Q̂.

Following [6] we will construct an iterated function system
based on taking inverse branches of F2 that map Q to Q, where
F is the 2πi periodic logarithmic transform of f which satisfies
exp ◦F = f ◦ exp; see Figure 4.2. We show that the dimension
of the attractor of this system is strictly greater than 1. The
method for constructing this iterated function system is, how-
ever, somewhat different from that of Barański, Karpińska, and
Zdunik, and we make use of the tools from Wiman–Valiron
theory developed in Section 4.3.

Step 1. We use our results from Section 4.3 to construct
branches of F−1 from Q to logD(zr, r/a(r, v)τ). We now define
wr = log zr + i arg zr, where arg is the principal argument. We
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let wr,s = wr,0 + 2πis, for s ∈ Z, where wr,0 = wr, and let
Sr,s = Sr + 2πis, for s ∈ Z. Further, let Gs be the branch of
F−1 satisfying Gs(F(wr,0)) = wr,s. Then, Gs : Q̂ → Sr,s is uni-
valent, since F is univalent on Sr,s and F(Sr,s) ⊃ Q̂ ⊃ Q, by
Theorem 4.3.5. By (4.3.9) and by Cauchy’s estimate

F ′(w) = a(r, v) +O(a(r, v)ξ(τ)+τ) = a(r, v)(1+ o(1)),

for w ∈ Sr,s, F(w) ∈ Q, and s ∈ Z, as r→∞. Hence there exists
an absolute constant K > 0 such that

max
w∈Q

|(Gs)
′(w)| <

K

a(r, v)
, for s ∈ Z. (4.4.1)

Note that F ′(wr,s) = a(r, v), and so

|(Gs)
′(F(wr,s))| =

1

a(r, v)
, for s ∈ Z. (4.4.2)

Step 2. Next, using similar methods to [6], we construct an-
other family of branches of F−1. First, choose r so large that
maxw∈l Re F(w) > log r, where l = {w : Rew = log r}. This is
possible since

maxw∈l Re F(w)
log r

=
B(r, v)
log r

→∞
as r→∞. SinceD has an unbounded boundary component with
boundary value R, any domain of the form {z ∈ D : |f(z)| > R ′},
for R ′ > R, must also have an unbounded boundary component.
Thus we can choose an unbounded curve l0, say, in logD on
which Re F(w) = log r and l0 ∩ {w : Rew < log r} 6= ∅. Then, by
Lemma 4.2.1 part 2, F(l0) = l. Let ζ0 ∈ l0 with F(ζ0) ∈ l and let
ζu = ζ0 + 2πiu, for u ∈ Z. Finally, let Hu be the branch of F−1

that maps F(ζ0) to ζu, as given by Lemma 4.2.1 part 2.
Since there exist no singular values of f restricted to D that

lie in A(r/λ, λr), we can obtain the following estimate on the
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derivative of Hu by applying Lemma 4.2.1 part 3 for w ∈ {w :

log(r/
√
λ) < Rew < log

√
λr}:

max
w∈Sr,s

|(Hu)
′(w)| <

4π

log(λr) − log(
√
λr)

=
4π

log
√
λ

. (4.4.3)

Step 3. Now, we estimate the diameter of Qu,s = Hu ◦Gs(Q),
a second preimage of Q. Recall that Gs(Q) ⊂ Sr,s, so by (4.4.1)
and (4.4.3),

max
w∈Q

|(Hu ◦Gs) ′(w)| <
4πK

a(r, v) log
√
λ

.

So, there exists d ∈ (0, 1) such that

diamQu,s < max
w∈Q

|(Hu ◦Gs) ′(w)|diamQ <
4π
√
2Ka(r, v)1−τ

4a(r, v) log
√
λ
< d,

(4.4.4)
for r sufficiently large.

Let

Q ′ =

w :
|Rew− log |f(zr)|| <

1
8a(r, v)

1−τ − d,

|Imw− arg f(zr)| < 1
8a(r, v)

1−τ − d


and

Q ′′ =

w :
|Rew− log |f(zr)|| <

1
16a(r, v)

1−τ,

|Imw− arg f(zr)| < 1
16a(r, v)

1−τ

 ,

where d satisfies (4.4.4).
Step 4. We now consider level curves of F that meet Q ′′. Let

lu be the image under Hu of l = {w : Rew = log r}, that is a
translate of the curve l0 introduced in Step 2. Denote by lu,Q ′

the intersection of lu and Q ′. From Step 2, we know that lu is
unbounded, and so if lu,Q ′ ∩Q ′′ 6= ∅, then

length(lu,Q ′) >
1

16
a(r, v)1−τ − d. (4.4.5)

Note that since l0 ∩ l 6= ∅ (from Step 2) there are at least
a(r, v)1−τ/16π values of u such that lu ∩Q ′′ 6= ∅.
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Step 5. Next, we obtain an estimate on
∑
u

∑
s |(Hu ◦Gs) ′(w)|

for w ∈ Q, and u and s such that Hu ◦ Gs(Q) = Qu,s ⊂ Q.
Now, lu,Q ′ ⊂ Hu(l). Since the map Hu is univalent on the strip
{w : log(r/λ) < Rew < log(λr)}, it follows from the Koebe dis-
tortion theorem (applied to a covering of l by discs of a uniform
size) that there exists a constant C2 > 0 such that

length(lu,Q ′) < C2
∑
s

|(Hu)
′(wr,s)|, (4.4.6)

for any u such that lu,Q ′ ∩Q ′′ 6= ∅, summing over all s such that
Hu(wr,s) ∈ lu,Q ′ . Note that if Hu(wr,s) ∈ lu,Q ′ , then Qu,s ⊂ Q by
(4.4.4).

The distortion of Hu ◦Gs is uniformly bounded on Q, since
Gs : Q̂ → Sr,s is univalent on Q̂ ⊃ Q, and Hu is univalent
on {w : log(r/λ) < Rew < log(λr)}. Therefore, there exists a
constant C > 0 such that

|(Hu ◦Gs) ′(w)| >
1

C
|(Hu ◦Gs) ′(F(wr,s))|, for w ∈ Q.

So, by (4.4.2), (4.4.5), and (4.4.6), for w ∈ Q, and u and s such
that Qu,s ⊂ Q,

∑
s

|(Hu ◦Gs) ′(w)| >
1

C

∑
s

|(Hu ◦Gs) ′(F(wr,s))|

=
1

Ca(r, v)

∑
s

|(Hu)
′(wr,s)|

>
1
16a(r, v)

1−τ − d

CC2a(r, v)

>
a(r, v)(1−τ)

C3a(r, v)
,

for r sufficiently large, where C3 > 0 is some constant. As we
noted at the end of Step 4, there exist at least a(r, v)1−τ/16π
curves lu that meet Q ′′. Hence, for w ∈ Q, and u and s such
that Qu,s ⊂ Q,

∑
u

∑
s

|(Hu ◦Gs) ′(w)| >
a(r, v)2(1−τ)

C316πa(r, v)
. (4.4.7)
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Step 6. Following [6, p. 622 - 623], we obtain a conformal iter-
ated function system from the family of maps Hu ◦Gs : Q→ Q.
The sets Hu ◦Gs(Q) = Qu,s are pairwise disjoint and the system
gives a maximal compact invariant set, JB, say. Note that by con-
struction F2(JB) = JB and F(JB) ⊂ ∪s∈ZDs. Further, we have that
limn→∞ |(Fn) ′(w)| =∞ for every w ∈ JB by (4.4.1) and (4.4.3).

Recall from Section 1.5.3 that the Hausdorff dimension of JB
is the unique zero of the pressure function

P(t) = lim
n→∞ 1n log

∑
gn

||(gn) ′||t,

where gn = gi1 ◦ · · · ◦ gin , with gij = Hu ◦Gs for u and s such
that Qu,s ⊂ Q. Further recall that the pressure function is strictly
decreasing, so in order to prove that dim JB > 1 it is sufficient to
show that P(1) > 0. For an introduction to the pressure function
see [21] and [42].

Now, estimating the pressure using (4.4.7),

P(1) = lim
n→∞ 1n log

∑
gn

||(gn) ′||

> lim
n→∞ 1n log

 inf
w∈Q

∑
(u,s)

|(Hu ◦Gs) ′(w)|

n

> log

(
a(r, v)2(1−τ)

C316πa(r, v)

)
> 0,

for r sufficiently large, since, by hypothesis, τ < 1/2. This implies
that the Hausdorff dimension of the invariant set JB that arises
from this system is greater than 1.

Let X = exp(JB ∪ F(JB)). As exp ◦F = f ◦ exp and JB ∪ F(JB) is
F-invariant, X is f-invariant. Further, the exponential function
is a smooth covering map, so dimX = dim JB ∪ F(JB) > 1. Fi-
nally, we have that limn→∞ |(Fn) ′(w)| =∞ for w ∈ JB by (4.4.1)
and (4.4.3). Therefore, limn→∞ |(fn) ′(z)| = ∞ for z ∈ X. How-
ever, fn(X) is bounded, so by normality, X ⊂ J(f). Therefore,
dim J(f)∩K(f) > 1.
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Figure 4.3: The direct tract of cos(z) exp(z) in white with boundary
value 1 and zeros at π/2 + kπ for k ∈ Z. Its boundary
includes the point 0.

4.5 examples

In this section, we give two examples in order to illustrate the
application of our results. First, we consider a function f with
one direct tract, which is not simply connected. However, this
function satisfies the hypotheses of Theorem 4.4.1 and so the
Hausdorff dimension of J(f)∩K(f) is strictly greater than one.

Example 4.5.1. Let

f(z) = cos(z) exp(z).

Then dim J(f)∩K(f) > 1.
Consider the direct tract D of f with boundary value 1; see

Figure 4.3. Then D contains {iy : y 6= 0}. Note that the only zeros
of f are real and the only finite asymptotic value of f is 0, by
the Denjoy-Carleman-Ahlfors theorem [48, Section XI.4], since f
has order 1 and is symmetric in the real axis. We show that the
points where f attains its maximum in the upper half-plane lie
asymptotic to the line y = x and thatD contains a disc satisfying
Theorem 4.4.1.

We use the following notation and results of Tyler [72] on max-
imum modulus curves; that is curves on which |f(z)| =M(|z|).
First, let

A(z) =
zf ′(z)

f(z)
and B(z) = zA ′(z).
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Further, let

b(r) =
d2 logM(r)

d(log r)2
.

Then, by [72, p. 2562] we have the following two properties:

1. |f(z)| =M(r) =⇒ A(z) is real and positive, for |z| = r,

2. |f(z)| =M(r) =⇒ B(x) = b(r) > 0, for x = r.

For f(z) = cos(z) exp(z), we have that A(z) = z(1− tan z). Now,
A(z) is real and positive either in various intervals on the real
line or asymptotically close to the line y = x, since tan(z) → i

as Im z→∞.
By considering B(x), we show that there are no large maxi-

mum modulus points on the positive real axis. First,

B(x) = x(1− tan x− x sec2 x) = x(1− tan x− x(1+ tan2 x)).

Hence, for x > 0,

B(x) > 0 ⇐⇒ x 6
1− tan x
1+ tan2 x

⇐⇒ x 6 0.43 . . . ,

approximately. Therefore, there are no maximum modulus points
on the positive real axis greater than 0.44. So, the points sat-
isfying both 1 and 2 in the upper half-plane must lie on an
unbounded curve in the upper half-plane asymptotically close
to the line y = x.

Now, all the zeros of f lie on the real axis. Since,

|f(x+ iy)| = ex(cos2(x) + sinh2(y))
1
2 > ex sinh(y) > 1,

for x > 0 and |y| > 1,

the direct tract D contains {x+ iy : x > 0, |y| > 1}.
Hence for τ > 0 there exists a disc of radius r1−τ with center

on the line y = x inside a tract of f. Further, the critical values of
f grow like the exponential function; that is, the modulus of the
critical values of f are exp(πk+ π/4)/

√
2 for k ∈ Z. So, there

exists λ and an annulus A(r/λ, λr) which contains no singular
values of the restriction of f to D for arbitrarily large r. Hence
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the conditions of Theorem 4.4.1 are satisfied, so we deduce from
Theorem 4.4.1 that dim J(f)∩K(f) > 1.

Next, we give an example with a direct tract with no loga-
rithmic singularities. This example is the reciprocal of the entire
function studied in [12]; for an illustration of the tracts of this
function, see [12, Figure 1].

Example 4.5.2. Consider the entire function

f(z) = exp(−g(z)), where g(z) =
∞∑
k=1

( z
2k

)2k
.

Then dim J(f)∩K(f) > 1.
We will use several key results about f from [12, p.254-258].

The first is the existence of an infinite tree on which f is very
large. Introducing some notation, fix 0 < ε 6 1/8 and set
rn = (1+ ε)2n+1 and r ′n = (1 − 2ε)2n+2 for n ∈ N. Then, for
j ∈ {0, 1, . . . , 2n − 1}, let

Bj,n =

{
r exp

(
πi

2n
+
2πij

2n

)
: rn 6 r 6 r ′n

}
and

C±j,n =

{
r exp

(
πi

2n
+
2πij

2n
± r− r ′n
rn+1 − r ′n

πi

2n+1

)
: r ′n 6 r 6 rn+1

}
.

We then obtain an infinite binary tree

T = [−ir1, ir1]∪
∞⋃
n=1

2n−1⋃
j=0

(Bj,n ∪C±j,n).

If n is large enough, then Reg(z) < −22
n

, for z ∈ Bj,n ∪ C±j,n,
j = 0, 1, . . . , 2n − 1.

The second key result in [12] is that if rn 6 |z| 6 r ′n, then

g(z) = (1+ η(z))
( z
2n

)2n
,

where η(z)→ 0 as n→∞.
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Let ρn = (1 + 2ε)2n+1 and ρ ′n = (1− 3ε)2n+2. The authors
then show a third key result that

∣∣zg ′(z) − 2ng(z)∣∣ < 1/2|g(z)|,
for ρn 6 |z| 6 ρ ′n.

The final key result we need is that for ρn 6 r 6 ρ ′n, we
have that argg(reiθ) is an increasing function of θ and increases
by 2n2π as θ increases by 2π. The authors conclude that for
ρn 6 r 6 ρ ′n the circle {z : |z| = r} contains exactly 2n arcs
where Reg(reiθ) < log ρ for r and n sufficiently large that
{z : |z| = r}∩D 6= ∅ and log ρ > −22

n
.

Let D be a direct tract of f with boundary value R > 0. As f
has no zeros, D is simply connected. Further, from [76, Example
3.3], f has a bounded set of asymptotic values, and we can
assume they all lie in D(0,R). Hence, it remains to check that
the critical values of f are suitably well separated in order to
satisfy condition 2 in Theorem 4.4.1. We deduce this by using
the key results above discussed in [12], as well as an application
of Rouché’s theorem and properties of level curves.

First, from the third key result above g ′(z) 6= 0 in A(ρn, ρ ′n) for
any n and so any critical points of fmust lie in ∪n∈NA(ρ

′
n−1, ρn).

Now, since ∣∣zg ′(z) − 2ng(z)∣∣ < 1/2|g(z)|,
for ρn 6 |z| 6 ρ ′n, by Rouché’s theorem g(z) and zg ′(z) have the
same number of zeros in D(0, ρn). Further, g(z) has 2n zeros
in D(0, ρn) by the second key result and another application
of Rouché’s theorem. Therefore, f has exactly 2n − 1 critical
points in D(0, ρn) and hence 2n−1 critical points in A(ρ ′n−1, ρn),
for n > 1. All such critical points of f, apart from 0, must lie
in components of A(ρ ′n−1, ρn) ∩D, for some n > 1. From each
such critical point there must originate at least 4 unbounded
level curves which go to∞ through A(ρn, ρ ′n)∩D. By the fourth
key result above, exactly 2 of these curves can pass through
each component of A(ρn, ρ ′n)∩D, and the unions of these level
curves must meet the tree T . Hence, the modulus of the level
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curves must be at least the minimum modulus of f on the tree T
in A(ρ ′n−1, ρn)∩D. Therefore, the modulus of each of the critical
values of the critical points in A(ρ ′n−1, ρn)∩D is at least

min{|f(z)| : z ∈ T , |z| = ρ ′n−1} > exp(22
n−1

), (4.5.1)

for n > 1, by the first key result and since rn−1 < ρ ′n−1 < r
′
n−1.

We claim that for any k > 1 there exist arbitrarily large
r such that the annulus A(r,kr) contains no critical values
of f. To prove this, first note that, for all n > 1, the func-
tion f has 2n − 1 critical points in D(0, ρn). Hence, by (4.5.1)
(with n − 1 replaced by n), there are at most 2n − 1 critical
values of f in A(exp(22

n−1
), exp(22

n
)). Now, the number of

annuli of the form A(exp(22
n−1

)km, exp(22
n
)km+1) that lie in

A(exp(22
n−1

), exp(22
n
)) is at least 22

n−1
/ logk, because

exp(22
n
) > exp(22

n−1
)k2

2n−1/ logk.

This proves the claim, since at most 2n − 1 of these annuli can
contain a critical value of f. Therefore, we may apply Theo-
rem 4.4.1 and obtain that dim J(f)∩K(f) > 1.

Remark 4.5.3. Bergweiler and Karpińska [14, Theorem 1.1] show
that if f is a transcendental entire function that satisfies a certain
regularity condition, then dim J(f)∩ I(f) = 2. This result applies
to our Example 4.5.1, but not to Example 4.5.2 since the regular-
ity condition in [14] implies that f has finite order [14, p. 533],
which is not the case for Example 4.5.2 by a theorem of Pólya
[34, Theorem 2.9].





5
F U RT H E R W O R K

In this last chapter, we discuss some further work and open
questions that the contents of this thesis naturally lead to. This
chapter is divided into questions on escaping points and their
prescribed orbits, questions on the Hausdorff dimension of
points with certain orbits, and questions on Wiman–Valiron
type discs in direct tracts.

5.1 iteration in tracts

The first questions come from Chapter 2. Following Rippon
and Stallard’s original results on slow escaping points [59],
we proved in Theorem 2.1.1 that there exist points that escape
arbitrarily slowly in a given logarithmic tract and then in Theo-
rem 2.1.3 we showed that these points exist provided there are
certain geometric conditions on the given direct tract, namely
that the tract has bounded geometry with respect to harmonic
measure. This motivates the first question.

Question 5.1.1. Can the results in Theorem 2.1.1 and Theo-
rem 2.1.3 be generalized to an arbitrary direct tract?

The proofs that there exist points that escape arbitrarily slowly
in both a logarithmic tract (Theorem 2.1.1) and the direct tracts
with nice geometric properties (Theorem 2.1.3) rely crucially on
annulus covering results (Lemma 2.3.1 and Lemma 2.4.1). In
general, new techniques will be needed in order to fully resolve
this question.

In Chapter 2 we also proved a two-sided result on slow escape
(Theorem 2.1.2) for logarithmic tracts. This motivates the second
question.

Question 5.1.2. Can the results in Theorem 2.1.2 be generalized
to an arbitrary direct tract?

85
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To start with, one can possibly generalize Theorem 2.1.2 to
more general direct tracts similar to those with bounded geome-
try with respect to harmonic measure which we considered in
Theorem 2.1.3. While Theorem 2.1.2 requires even more control
on what is covered by our annulus covering results, we note that
an argument similar to that given in the proof of Theorem 2.1.3
would yield a result akin to the two-sided slow escape result in
Theorem 2.1.2. The difference is how the sequence of domains
in the definition of bounded geometry with respect to harmonic
measure (Definition 2.4.2) is chosen. Given a sequence as in
Theorem 2.1.2, one would then need to choose direct tracts with
properties based on the given sequence.

Next, in [61], Rippon and Stallard give the notion of an an-
nular itinerary. A point is given an annular itinerary which
describes the orbit of this point in relation to a sequence of
annuli that partition the plane. There exist many types of pre-
scribed annular itineraries, and they describe when these an-
nular itineraries can or can not be realized. This leads to the
question of whether such results apply for direct tracts.

Question 5.1.3. Can one obtain annular itineraries as in [61] in
direct tracts?

Note that the covering lemma used to prove the existence
of points that escape arbitrarily slowly in logarithmic tracts,
Lemma 2.3.1, should allow one to prove results analogous to
those in [61] for logarithmic tracts.

5.2 hausdorff dimension

The techniques in Chapter 2 give an infinite set of points that
escape slower than a given sequence. Bergweiler and Peter [15]
have shown that for transcendental entire functions in the class
B, the Hausdorff dimension of this set is greater than or equal
to one. Sixsmith [66] studied slow escaping points for functions
in the exponential family, that is functions of the form λez for
λ ∈ C \ {0}. He proved that the set of points with a certain two
sided slow escape condition have Hausdorff dimension equal
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to one. He further looked at the points that escape moderately
slowly and showed that their dimension is equal to one. This
motivates the next question related to the Hausdorff dimension
of the set of points that both escape slower than a given sequence,
as well as the dimension of the set of points whose orbits are
bounded by two prescribed sequences.

Question 5.2.1. What is the Hausdorff dimension of the set of
points that escape slower than a certain sequence in a direct
tract? What can be said for a slow escaping set determined by a
two-sided condition?

Currently, the only known examples of entire functions, f,
for which dim J(f) = 1 have multiply connected wandering do-
mains, namely the example given by Bishop [18] and examples
based on it. We note that if a function has multiply connected
wandering domains, then it has only one direct tract that has
no unbounded complementary components. Further, Bergweiler
has given examples in [11] for which the dimension of K(f) is
arbitrarily small. These functions have no direct tracts with an
unbounded complementary component. On the other hand, it
is known that dim J(f)∩K(f) > 1 for functions in the class B [6].
So, it seems natural to ask the following.

Question 5.2.2. Let f be a meromorphic function with a di-
rect tract with an unbounded complementary component. Is
dim J(f)∩K(f) > 1?

We gave a partial result towards this in Chapter 4. However,
in our proof, we are limited by assumptions on the singular
values of f and the existence of a large enough Wiman–Valiron
type disc on which we can apply our results.

5.3 discs in tracts

Bergweiler [9] shows that the size of a Wiman–Valiron disc is,
in fact, slightly larger than the estimate given in [16]. He also
gives examples in [9] to show this new bound is sharp, proving
that any larger disc would contain zeros for the considered



88 further work

function. These examples, though, all have no direct tracts with
unbounded complementary components. This suggests the next
question, which has connections with the previous question.

Question 5.3.1. Let D be a direct tract of a function f and let
zr ∈ D be a point at which |f| takes its maximum modulus
on {z ∈ D : |z| = r}. What is the largest disc centered at zr
and contained in D if certain conditions are imposed on D? In
particular, what is the largest disc if D is logarithmic?

Most likely similar techniques to those in [9] would give a
larger disc in a logarithmic tract than the size in Chapter 4.

Finally, inside a Wiman–Valiron disc, the Wiman–Valiron es-
timate on the size of f holds as in [16], that is for τ > 1/2 in
Theorem 4.3.4. In Theorem 4.3.4, we gave an estimate on the
error in a larger disc for τ < 1/2, but not for τ = 1/2.

Question 5.3.2. What estimate can we give for the error g in
Theorem 4.3.4 for τ = 1/2?



B I B L I O G R A P H Y

[1] L. V. Ahlfors. Conformal invariants: topics in geometric func-
tion theory. McGraw-Hill Book Co., New York-Düsseldorf-
Johannesburg, 1973. McGraw-Hill Series in Higher Mathe-
matics (cited on pages 21, 22).

[2] M. Audin. Fatou, Julia, Montel, volume 2014 of Lecture Notes
in Mathematics. Springer, Heidelberg, 2011. The great prize
of mathematical sciences of 1918, and beyond, Translated
from the 2009 French original by the author, History of
Mathematics Subseries (cited on page 1).

[3] I. N. Baker. The domains of normality of an entire function.
Ann. Acad. Sci. Fenn. Ser. A I Math., 1(2):277–283, 1975 (cited
on pages 5, 15, 36).
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[6] K. Barański, B. Karpińska, and A. Zdunik. Hyperbolic
dimension of Julia sets of meromorphic maps with loga-
rithmic tracts. Int. Math. Res. Not. IMRN, (4):615–624, 2009

(cited on pages 13, 15, 16, 63, 64, 74, 75, 78, 87).

[7] A. F. Beardon and D. Minda. The hyperbolic metric and
geometric function theory. In Quasiconformal mappings and
their applications, pages 9–56. Narosa, New Delhi, 2007

(cited on page 21).

[8] A. F. Beardon. Iteration of rational functions, volume 132

of Graduate Texts in Mathematics. Springer-Verlag, New
York, 1991. Complex analytic dynamical systems (cited on
pages 2, 5).

89



90 bibliography

[9] W. Bergweiler. The size of Wiman-Valiron discs. Complex
Var. Elliptic Equ., 56(1-4):13–33, 2011 (cited on pages 66, 87,
88).

[10] W. Bergweiler. Iteration of meromorphic functions. Bull.
Amer. Math. Soc. (N.S.), 29(2):151–188, 1993 (cited on pages 2,
5).

[11] W. Bergweiler. On the set where the iterates of an entire
function are bounded. Proc. Amer. Math. Soc., 140(3):847–
853, 2012 (cited on pages 16, 63, 87).

[12] W. Bergweiler and A. Eremenko. Direct singularities and
completely invariant domains of entire functions. Illinois
J. Math., 52(1):243–259, 2008 (cited on pages 42, 43, 51, 52,
60–62, 81, 82).

[13] W. Bergweiler and A. Hinkkanen. On semiconjugation of
entire functions. Math. Proc. Cambridge Philos. Soc., 126(3):565–
574, 1999 (cited on page 7).

[14] W. Bergweiler and B. Karpińska. On the Hausdorff di-
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N O TAT I O N

(an) Sequence given by a0,a1,a2, . . .

A(f) Fast escaping set of f (see Section 1.3)

A(r,R) Open annulus {z : r < |z| < R}

B The Eremenko-Lyubich class (see Section 1.1.2)

C Complex plane

D Unit disc

D(a, r) Disc centered at a of radius r

dimU Hausdorff dimension of U

f−1 Inverse of f

fn The nth iterate of f

F(f) Fatou set of f (see Section 1.1 and Section 1.1.3)

H Right half-plane {z : Re z > 0}

HR Right half-plane {z : Re z > R}

I(f) Escaping set of f (see Section 1.2)

N Set of non-negative integers

J(f) Julia set of f (see Section 1.1 and Section 1.1.4)

K(f) Set of points of bounded orbit under f

L(f) Slow escaping set of f

M(r, f) Maximum modulus of f on the circle of radius r, also
M(r)

m(r, f) Minimum modulus of f on the circle of radius r

MD(r, f) Maximum modulus of f on the circle of radius r inside
the direct tract D, also MD(r)

U Closure of U in C

Pζ(z) Poisson kernel (see Section 1.6.3)

ρD(z1, z2) Hyperbolic distance between z1 and z2 in D (see Sec-
tion 1.6.2)
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S The Speiser class (see Section 1.1.2)

sing(f−1) Singularities of the inverse function (see Section 1.1.2)

σD Hyperbolic density on D (see Section 1.6.2)

ω(z,E,D) Harmonic measure of E with respect to D at z (see
Section 1.6.3)

∂U Boundary of U

Z Set of integers
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