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Abstract Hand gesture is one of the most intuitive and

natural ways for human to communicate with computers,

and it has been widely adopted in many human–computer

interaction applications. However, it is still a challenging

problem when confronted with complex background, illu-

mination variation and occlusion in real-world scenarios. In

this paper, a two-stage hand gesture recognition method is

proposed to tackle these problems. At the first stage, hand

pose estimation is developed to locate the hand keypoints

using the convolutional pose machine, which can effec-

tively localize hand keypoints even in a complex back-

ground. At the second stage, the Fuzzy Gaussian mixture

models (FGMMs) are tailored to reject the nongesture

patterns and classify the gestures based on the estimated

hand keypoints. Extensive experiments are conducted to

evaluate the performance of the proposed method, and the

result demonstrates that the proposed algorithm is effec-

tive, robust, and satisfactory in real-time scenarios.

Keywords Human–computer interaction � Hand gesture

recognition � Convolutional pose machine � Fuzzy Gaussian

Mixture Models

1 Introduction

Recently, with the development of computer vision and

machine learning, human–computer interaction has been

playing an important role in people’s daily life. Compared

to the traditional two-dimensional graphical user interface,

the ultimate goal of human–computer interaction is to

realize the natural communication between the human and

the computer and provide the operator with a more intuitive

and comfortable interactive experience. Kinds of research

on interactive techniques about face, gait, gestures, and

posture have been carried out. Among these interaction

methods, hand gesture is the most intuitive and natural one

which has aroused great attention of researchers.

Gestures are used to convey information and includes

static gestures and dynamic gestures. Hand detection and

tracking are the main difficulties in gesture recognition.

Early researches used data glove or mark-based methods to

deal with this problem [1], but they both require additional

equipment, making the recognition system uncomfort-

able and inconvenient for users. Compared to the wearable

device-based gesture recognition, vision-based gesture

recognition system enables users to communicate with

computers more naturally with a low-cost camera.

Hand segmentation plays an important role in most of

the vision-based gesture recognition system, which aims to

segment the hand from the backgrounds. Some of the

research analyzed and tested their algorithms in simple

background like a white wall [2–4], which facilitated the

data preprocessing by simply thresholding the original
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images. However, the background is usually complex in

real-world scenarios. Hand segmentation methods cannot

handle the complex background well, which makes the

overall gesture recognition system sensitive to complex

background, illumination variation, and occlusion.

Several researchers bring up solutions to the complex

background problem in gesture recognition [5–8]. Yin and

Xie [8] employed a restricted coulomb energy neural net-

work to segment the hand from complex backgrounds.

However, the performance of the segmentation is not very

satisfactory because it is solely based on skin colors.

Pisharady et al. [9] employed a Bayesian model of visual

attention combining low-level and high-level image fea-

tures to produce a saliency map, which helps in hand

segmentation. This method can work well with back-

grounds including skin-colored complex backgrounds.

However, the processing speed of this algorithm is not

satisfactory to real-time requirements and it needs 2.65 s to

process every single image. Dominio et al. [10] utilized

depth information to address the problems of illumination

changes and complex backgrounds. However, the RGB-D

camera is required to obtain the depth images, which limits

the usage of this method.

In this paper, we present a static gesture recognition

approach which consists of two stages, a hand pose esti-

mator and a hand pose classifier. The former is used to

estimate the hand keypoints locations, while the latter

classifies these predicted locations into different categories.

We first train a hand pose estimator based on a network

architecture named convolutional pose machine [11] using

data collected in different backgrounds. Due to its special

network structure, it can handle the problem of complex

background and occlusion well. The convolutional pose

machine takes an RGB image of a human hand as input, the

output of which is heatmaps for each hand keypoint. We

could obtain the location of each hand keypoint according

to these heatmaps. Then, these location features are fed to a

classifier to predict the category of the corresponding

gesture. Considering that the ability to reject unknown

categories is necessary for a gesture recognition system, we

modify the Fuzzy Gaussian Mixture Models (FGMM) [12]

to act as the classifier. FGMM is a kind of generative

model, which can properly filter out the nontarget gesture

and meanwhile the time it takes to classify the data is very

little and could be neglected. Therefore, the overall gesture

recognition system can recognize gestures in complex

background in real time.

In summary, the main contribution of this paper is given

as follows:

– We propose a two-stage gesture recognition method in

this paper, which is based on robust hand pose

estimation to tackle the problem of complex

background.

– A hand pose classifier based on Fuzzy Gaussian

Mixture Models is proposed to classify the gesture

which performs well in rejecting the nongestures with

limited numbers of nongesture training samples.

– Extensive experiments have been conducted to test the

performance of the proposed method and the result

demonstrates that our algorithm is effective, robust to

complex backgrounds, and satisfactory to real-time

requirements.

The remainder of this paper is structured as follows.

Related works are reviewed and discussed in Sect. 2.

Detailed description of our proposed algorithm is given in

Sects. 3, 4, and 5. The experimental results implemented

with the proposed method and related analysis are shown in

Sect. 6. The conclusion is summarized in the last section.

2 Related Works

In this section, we present a brief review of the related

works on hand segmentation and gesture recognition.

2.1 Hand Segmentation

Hand segmentation and detection is the foundation of a

gesture recognition system, which has a large influence on

the performance of the overall gesture recognition algo-

rithm. The main purpose of hand detection is to localize the

human hand for a given image and hand segmentation aims

to separate the human hand from the background.

Among numerous works on hand segmentation, skin

color segmentation is the most commonly used method.

Researchers tried to segment the human hands based on

skin color on different color spaces such as RGB color

space, YUV color space, and YCbCr color space [13–15].

The approach was proposed by Jones and Rehg [16], which

applied Bayesian classifier for skin color segmentation.

These segmentation methods are robust to the hand shape

variation, but when the light condition changes a lot or the

background color is similar to the color of skin, the per-

formance of hand segmentation is not guaranteed.

The movement of the hand is utilized for hand seg-

mentation to deal with the problems above [17]. However,

this method also has its limitation that it only works well

with moving hands in fixed backgrounds. Another solution

is to harness depth information in hand segmentation like

the methods proposed in Refs. [18–21]. However, the

RGB-D camera is required to obtain the depth images and

is limited to be used indoors.
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2.2 Gesture Recognition

After extracting features of the hand region segmented

from the original image, gesture recognition aims to clas-

sify these features to a specific category of gestures.

Extensive gesture recognition methods have been proposed

in recent years.

Different kinds of features are designed and utilized in

these methods. Priyal and Bora [22] used edge feature to

match the test patterns and the saved patterns, while [23]

utilizes Haar-like features to identify specific gestures.

Pisharady et al. [9] employed a Bayesian model of visual

attention combining low-level and high-level image fea-

tures to produce a saliency map, which helps to hand

segmentation. And these features of hand region are

combined properly and then fed to an SVM classifier to

predict the hand gesture. Dardas and Georganas [24]

extracted the features of the image using scale invariance

feature transform (SIFT) and maps them into a bag-of-

words vector, which will be fed to a multiclass SVM to

make final classification decisions.

Instead of designing features manually, researchers turn

to deep learning-based approaches which are able to learn

features from training data automatically [25]. Stacked

denoising autoencoder and convolutional neural network

are applied to the task of static gesture recognition by

Oyedotun and Khashman [2]. In the study by Liang et al.

[26], the convolutional neural network is treated as a fea-

ture extractor and the extracted features are then fed to an

SVM classifier.

Most of the researches only discuss the problem of

gesture recognition in simple background like a white wall.

The performance is not guaranteed when they are con-

fronted with complex background and illumination varia-

tion. In this paper, we propose a two-stage gesture

recognition method to tackle the problem of complex

background, which is inevitable in real-world scenarios.

The experimental results show that our algorithm has good

performance and also meets the real-time requirements.

3 Hand Pose Estimation

The main purpose of hand pose estimation is to localize

hand keypoints, which can facilitate the subsequent pro-

cedure of gesture recognition. In order to obtain a hand

pose estimator which is robust to the complex background,

we tailor the method proposed by Wei et al. [11] called

convolutional pose machine (CPM), which is originally

used for human pose estimation. In this paper, the CPM

takes an RGB image of a human hand as input and the

output are heatmaps for each hand keypoint. We consider

21 hand keypoints in this paper which are denoted as the

blue points in Fig. 1, and consequently the CPM generates

22 heatmaps in total including one for the background.

3.1 Network Architecture

CPM is a combination of the convolutional architectures

and the pose machine architecture [27]. Therefore, it is not

only able to learn feature representations automatically

from the training dataset, but also able to learn and infer the

long-range relationships between keypoints, which is very

suitable for hand keypoints localization.

A CPM consists of several stages, which forms a

sequential architecture. Each stage of the CPM takes the

heatmaps generated by its previous stage and the image

features extracted by a CNN architecture as input and

outputs refined heatmaps, except for the first stage which

only takes the image features as input. This can be for-

mulated as

Ptþ1 ¼ gtþ1ðPt; f ðXÞÞ; t 2 1; . . .; T � 1f g ð1Þ

where Pt denotes the output of stage t, f(X) denotes the

features extracted from image X, and T represents the

number of the stages.

This sequential architecture enables the overall network

to infer the relationships between keypoints. It can leverage

the spatial context information of previous heatmaps to

infer the difficult-to-detect keypoints from the easier-to-

detect keypoints or infer the occluded parts and the

undistinguished parts from the detected parts. This ability

ensures the performance of the hand pose estimator, which

can work well even under challenging situation such as

occlusion, complex background, and light changes.

The network architecture of CPM used in this paper is

depicted in Fig. 2, which is actually a kind of fully con-

volutional networks (FCN) [28] composed of only convo-

lutional layers and pooling layers. The feature extractor is

modified from the VGGNet [29], which consists of several

convolutional layers and pooling layers. The CONV2 and

Fig. 1 The hand keypoints
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CONV3 in this figure have the same architecture, which is

a stack of several convolutional layers. However, they do

not share the same parameters.

As shown in Fig. 2, there are three stages in the CPM,

each of which produces its own heatmaps to predict the

locations of the keypoints. These stages predict the loca-

tions from coarse to fine. The former stages can only make

rough predictions because the corresponding effective

receptive fields are small, in other words, they can only see

a small patch of the input image. On the contrary, the latter

stages have larger effective receptive fields covering a

large patch of the input image, which helps them better

leverage the spatial context information provided by pre-

vious stage and image texture features, thus they can make

accurate predictions. Although the outputs of the former

stages are noisy, they are necessary and informative and

they can provide strong cues for the latter stages. This

sequential architecture allows the hand pose estimator to

infer step by step, instead of forcing it to predict the

accurate localization just in one step.

In this work, in order to reduce the number of the

parameters of the network, these three stages share the

same feature extractor to provide the same image texture

features. Besides, considering that hand pose estimation

does not need very large receptive fields as human pose

estimation does, all the convolutional filters in this network

use small kernel size such as 1� 1 or 3� 3 while [11] uses

large kernel size such as 9� 9 or 11� 11. These changes

can also improve the computational efficiency.

3.2 Network Training

Convolutional neural networks with too many layers like

CPM are prone to encounter the problem of vanishing

gradients in the training phase [30–32]. It means that the

magnitude of the gradients of the layers close to the input

layer is likely to vanish during training and the parameters

of these layers will not be updated. This problem prevents

deep neural networks from being well trained. In order to

tackle the problem of vanishing gradients, [11] introduces

intermediate supervision into CPM, which is easy to

implement in this sequential prediction framework.

Although the output of each stage relies on the con-

textual information provided by its previous stage, all of

these stages are expected to make prediction for the

localization of the hand keypoints as possible as they can.

To encourage each stage to achieve the same goal, the

same loss function is defined for each stage, which aims to

minimize the l2 distance between the output of each stage

and the ground truth heatmaps. Therefore, the cost function

of stage t can be formulated as

lt ¼
XKþ1

k¼1

Pk
t � Gk

�� ��2

2
ð2Þ

where K denotes the number of hand keypoints, Pk
t denotes

the output of stage t corresponding to the k-th keypoint, and

Gk denotes the ground truth heatmap of the k-th keypoint.

Note that all Pt and G are tensors and the shape of them are

the same, which is h0 � w0 � c0. h0 and w0 are the height and

width of the output of each stage, respectively, and c0 is the

number of channels of the output, which is equal to K þ 1

in this network. And the overall loss function of the whole

Fig. 2 The network architecture
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network is the sum of the loss of each stage, which is given

by

L ¼
XT

t¼1

lt ð3Þ

where T is the number of stages. Since this neural network

is fully differential, all the T stages can be jointly trained

using backpropagation [33].

There are K þ 1 ground truth heatmaps for each input

image including K hand keypoints and one background.

The ground truth heatmap corresponding to k-th keypoint is

generated according to a 2D Gaussian function centered at

the actual location of this keypoint, which can be given by

Gkðx; yÞ ¼ e�
ðx�xkÞ2þðy�yk Þ2

2r2 ; k 2 1; . . .;Kf g ð4Þ

where Gkðx; yÞ is the intensity of the ground truth heatmap

at coordinate (x, y), ðxk; ykÞ denotes the actual location of

the k-th keypoint and r is the standard deviation which is

predefined. The background heatmap GKþ1ðx; yÞ is

obtained by

GKþ1ðx; yÞ ¼ 1� max
k2 1;...;Kf g

ðGkðx; yÞÞ ð5Þ

By now, the shape of these generated ground truth heat-

maps is consistent to the shape of the input image. Since

the CPM architecture contains several pooling layers, the

shape of the outputs of each stage is scaled down to

h0 � w0. In order to maintain the consistency of the shape,

the ground truth heatmaps are also resized to h0 � w0 by a

downsampling operation.

3.3 Network Prediction

In the prediction phase, an RGB image is fed into the

trained network and each stage of the network outputs K þ
1 heatmaps. The output of the last stage is the most pre-

dictive among these predictions because it can acquire

enough spatial context information and image texture

information. Therefore, it is chosen to make the final pre-

diction. The intensity of the pixels in a heatmap can be

viewed as the probability that specific keypoint is located at

this position. The predicted location of the k-th keypoint is

calculated as

ð�xk; �ykÞ ¼ arg max
ðx;yÞ

Pk
Tðx; yÞ; k 2 f1; . . .;Kg ð6Þ

where ð�xk; �ykÞ denotes the predicted location of the k-th

keypoint and Pk
T is the output of the last stage corre-

sponding to that keypoint. If the sum of the intensity of all

predicted keypoints is lower than a predefined threshold, it

can be considered that this image contains no hands.

The predicted locations of these hand keypoints are

considered as the feature of the input RGB image, which is

independent of the background of the image. And then

these features are fed into the hand pose classifier for

further gesture recognition, which will be discussed in

Sect. 5.

4 Fuzzy Gaussian Mixture Models

In applications such as machine learning, pattern recogni-

tion, or computer vision, the data often have irregular

probability distribution patterns. Mixture model is a kind of

probability model used to establish these irregular proba-

bility distribution patterns. It is the combination of several

probability density functions called mixture components

which have the same form. In general, a mixture model can

be given by

pðxjHÞ ¼
Xm

k¼1

akpðxjhkÞ ð7Þ

where H ¼ fak; hkgmk¼1 denotes the parameters set of the

mixture model, m denotes the number of components, hk is

the parameter of the mixture component pðxjhkÞ, and ak is

the weight of the mixture component. These mixture

weights should be nonnegative and satisfy
Pm

k¼1 ak ¼ 1,

which ensure that the integral of the overall probability

density model is equal to 1.
Z

pðxjHÞdx ¼ 1 ð8Þ

Gaussian mixture model is the most commonly used mix-

ture model [34–37]. The mixture component of this model

is the Gaussian distribution, which is given by

pðxjhkÞ ¼ N ðxjlk;RkÞ

¼ ð2pÞ�d=2jRkj�1=2
exp � 1

2
ðx� lkÞ

TR�1
k ðx� lkÞ

� �

ð9Þ

where lk and Rk are the mean and covariance of the

Gaussian distribution, respectively. Given a set of samples

X ¼ fxigni¼1, the likelihood function of the mixture model

can be obtained by

LðHjXÞ ¼ pðXjHÞ ¼
Yn

i¼1

Xm

k¼1

akpðxijhkÞ ð10Þ

For the convenience of analysis, the log-likelihood function

is often used instead of the likelihood function, which is

given by

T. Zhang et al.: Hand Gesture Recognition in Complex Background…
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logLðHjXÞ ¼
Xn

i¼1

log
Xm

k¼1

akpðxijhkÞ
( )

ð11Þ

Maximum likelihood estimation (MLE) is a commonly

used method to estimate the unknown parameters of a

probability density function (PDF). The objective of MLE

is to find h� that maximizes logLðHjXÞ:

h� ¼ arg max
h

logLðhjXÞ ð12Þ

For certain distributions, it is very easy to estimate the

parameters by directly maximizing the log-likelihood

function through taking the partial derivative with respect

to the parameters. However, this direct method is not

practical for the GMM. We can see in Eq. 10 that the log-

likelihood logLðHjXÞ contains the logarithm of the addi-

tion, which makes the solution of Eq. 12 difficult.

Expectation–maximization (EM) algorithm is an effec-

tive method for the MLE of mixture models [38]. EM

algorithm estimates the parameters in an iterative way by

introducing an auxiliary function Q given by

Q ¼
Xn

i¼1

Xm

k¼1

xik log akpðxijhkÞf g ð13Þ

where xik denotes the posteriori probability for the k-th

component and it can obtained by

xik ¼ pðhkjxiÞ

¼ ak pðxijhkÞPm
l¼1 al pðxijhlÞ

:
ð14Þ

Instead of maximizing logLðHjXÞ directly, EM algorithm

maximizes the function Q iteratively, which is much easier

just by taking the partial derivative with respect to ak and

hk. It guarantees that the log-likelihood increases mono-

tonically until it reaches the local maximum. Given a set of

samples X ¼ fxigni¼1, the procedure of EM algorithm to

estimate the parameters of GMM is presented as follows:

– E-step: calculate the posteriori probability of every data

point for each component using Eq. 15.

– M-step: update all the parameters of GMM according

to the current parameters using Eqs. 16–19.

xt
ik ¼

atkNðxijltk;Rt
kÞPm

l¼1 a
t
lNðxijltl;Rt

lÞ
ð15Þ

ntk ¼
Xn

i¼1

xt
ik ð16Þ

atþ1
k ¼ ntk

n
ð17Þ

ltþ1
k ¼ 1

ntk

Xn

i¼1

xt
ikxi ð18Þ

Rtþ1
k ¼ 1

ntk

Xn

i¼1

xt
ikðxi � ltþ1

k Þðxi � ltþ1
k Þ

T ð19Þ

This procedure is repeated several times until the log-

likelihood value converges. EM algorithm is sensitive to

the initial values and K-means [39] is often utilized for a

good initialization.

Since it may take many times of iteration for the vanilla

EM algorithm to converge, to improve the computational

efficiency, fuzzy membership is incorporated into the EM

algorithm to become Fuzzy Gaussian Mixture Models

(FGMM) [40], inspired by the implement of Fuzzy

C-means algorithm [41, 42]. The only difference between

vanilla EM algorithm and fuzzy EM algorithm lies in the

parameters updating formulas, which is derived as follows.

In FGMM, a dissimilarity function is introduced to

better describe the distance between the data and clustering

centers, which is given by

d2
ik ¼

1

akpðxijhkÞ
ð20Þ

And the degree of membership uik is computed according

to Eq. 21, which is originally from Fuzzy C-means algo-

rithm [41].

uik ¼
Xm

j¼1

dik

dij

� � 2
m�1

" #�1

ð21Þ

By combining Eqs. 20 and 21, a key formula can be

obtained:

uzik ¼
½akpðxijhkÞ�

z
z�1

Pm
j¼1ðajpðxijhjÞÞ

1
z�1

h iz ð22Þ

where pðxijhkÞ can be obtained by Eq. 9 and z represents

the degree of fuzziness. The procedure of FGMM to esti-

mate the parameters is similar to the EM algorithm, except

that the parameters updating equations are changed as

follows:

atþ1
k ¼

Pn
i¼1 u

z
ikPm

k¼1

Pn
i¼1 u

z
ik

ð23Þ

ltþ1
k ¼

Pn
i¼1 u

z
ikxiPn

i¼1 u
z
ik

ð24Þ

Rtþ1
k ¼

Pn
i¼1 u

z
ikðxi � ltþ1

k Þðxi � ltþ1
k Þ

T

Pn
i¼1 u

z
ik

ð25Þ

The equations above are used to update the parameters of

FGMM, which will be further discussed in Sect. 5.2. The

experimental results in [40, 43] demonstrate that when the
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number of components m is greater than 1, the incorpora-

tion of fuzziness into EM algorithm accelerates the con-

vergence with a fewer number of iterations when compared

to the conventional EM algorithm.

5 Hand Pose Classifier Based on FGMM

In this section, we discuss the gesture recognition based on

the hand pose obtained from Sect. 3. Not only does the

algorithm need to classify the gesture accurately, but it also

has to reject unknown classes. The ability to reject

unknown category is very necessary for an automatic

gesture recognition system.

Since the number of nongestures without specific pat-

terns can be almost infinite, it is not practical to obtain the

set of nontarget gesture training samples. To handle this

problem, we modify the Fuzzy Gaussian Mixture Models

to act as the gesture classifier in this second stage. Actually,

FGMM is a kind of generative model, and it is suitable to

filter out the nontarget gesture categories. The process of

the classification can be summarized as follows: FGMM is

first employed to estimate the probability distribution of the

known categories using training samples. When given a

testing sample, the corresponding likelihood is calculated

based on this FGMM. If the likelihood is lower than a

predefined threshold, it is considered as an unknown ges-

ture. Otherwise, it is considered as a target gesture and

needs further classification.

5.1 Feature Preprocessing

After hand pose estimation, we obtain 21 two-dimensional

coordinates, each of which is corresponding to one of the

hand keypoints, and we have to preprocess these data and

design effective features to facilitate the following

classification.

We denote the location of the k-th hand keypoint as

Zk ¼ ðxk; ykÞ and denote the location of the hand wrist as

Z1 ¼ ðx1; y1Þ for convenience. To ensure that features are

invariant to shifting, all coordinates of these keypoints are

subtracted by the coordinate of the hand wrist. It means

that we use the relative position instead of the absolute

position. This transformation can be given by

Zk ¼ Zk � Z1; k 2 f2; . . .; 21g ð26Þ

Note that Zk is a 2D vector, therefore the subtraction

operation here means the subtraction of vectors. After this

transformation, the coordinate of the hand wrist is aligned

to the origin of coordinates, which can be ignored now.

Invariance to scaling is also important for a gesture

recognition system because the distance between the

human hand and the camera is not fixed. To ensure that

features are invariant to scaling, all coordinates of these

keypoints are scaled by the maximum norm value

according to the following formulas:

I ¼arg max
i2f2;...;21g

Zik k2 ð27Þ

Zk ¼
Zk

ZIk k2

; k 2 f2; . . .; 21g ð28Þ

where Zik k2 denotes the l2 distance between Zi and the

origin. After scaling, the norms of these coordinates are all

smaller than or equal to 1, which helps to normalize the

features. Then, these coordinates are concatenated one by

one to become a single feature vector and the length of this

vector is 20� 2 ¼ 40 ignoring the coordinate of the hand

wrist. The processed feature vectors are then fed to the

classifier for training or testing.

5.2 Classifier Training

Given a set of training samples with labels, we assume that

they cluster around several centers well in the feature

space. We first employ FGMM to estimate the probability

distribution of these data, which is very useful to reject

unknown category in the prediction phase. Since the labels

of training samples have been given, we know the number

of gesture categories actually. Therefore, we can set the

number of mixture components m equal to the number of

gesture categories and estimate the parameters of these

components according to Eqs. 22–25.

After the convergence of the modified EM algorithm,

we obtain m sets of parameters fak;lk;Rkgmk¼1. However,

since the training of FGMM is in an unsupervised way, the

mapping relationships between the mixture components

and the actual gesture categories are unknown. We need to

obtain these mapping relationships according to the labels

of the training samples. First, each training sample is

assigned to the mixture component with maximum poste-

rior probability, which is given by

X k ¼ fxijpðhkjxiÞ ¼ max
l¼1;...;m

pðhljxiÞ; i ¼ 1; . . .ng ð29Þ

where X k is the set of samples belonging to k-th component

and pðhkjxiÞ denotes the posteriori probability that can be

obtained by Eq. 14. Note that X k contains samples with

different labels and we assign the label that has the maxi-

mum number to component k. We denote the gesture cat-

egories as Q ¼ fq1; . . .; qmg and the mapping is given by

k arg max
q2Q

fxijyi ¼ q; xi 2 X kgj j ð30Þ

where yi is the label of xi which satisfies yi 2 Q and j � j
denotes the cardinality of the set.
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Consequently, each mixture component is associated

with a certain gesture category and the mapping relation-

ships between the mixture components and the actual

gesture categories are established.

5.3 Classifier Prediction

After the training phase, all parameters of the FGMM have

been obtained, which is denoted as H. Given a testing

sample x, we can compute the likelihood pðxjHÞ by Eq. 7.

And the equation below determines the approval or rejec-

tion of the testing data as a target gesture.

pðxjHÞ[ s ð31Þ

If the likelihood is lower than the predefined threshold

value s, this sample is considered as a nongeseture pattern.

Otherwise, it is considered as a target gesture and needs

further classification. We can obtain the posteriori proba-

bility for each component pðhkjxÞ by Eq. 14 and assign this

sample to the component with the maximum posteriori

value. According to the mapping relationships given by

Eq. 30, we can finally classify the sample to the corre-

sponding gesture category.

6 Experiments

6.1 Analysis of CPM

The network architecture presented in Fig. 2 is imple-

mented using Tensorflow [44] deep learning framework.

Considering that the hand pose estimator should be robust

to the complex background, we adopt the Rendered Hand

Pose (RHD) dataset [45] for training. This dataset is

composed of a large number of synthetic images and the

background of each of these images is randomly sampled

from a pool of 1231 images taken in different cities and

landscapes. The creation method of this dataset ensures that

it has enough variance of the background.

We crop the training images to make them center around

the region of hands and resize the cropped images to

368� 368. Data augmentation techniques such as rotation,

shifting, and scaling are used in the training phase. We

train on this dataset for 150 epochs which are enough for

the convergence and visualize the performance of this

network on some images taken in real-world scenarios. The

evaluation of the overall gesture recognition system based

on this CPM will be given in the following section.

The output of each stage is presented in Fig. 3. The

input image shown in Fig. 3a is fed to the trained network

and we can obtain 22 heatmaps at each stage. For the

convenience of visualization, we combine 21 heatmaps

(ignoring the background heatmap) of each stage into one

heatmap using the following equation:

H ¼ max
k2 1;...;Kf g

ðGkðx; yÞÞ ð32Þ

where Gkðx; yÞ denotes the heatmap corresponding to the k-

th keypoint.

The combination heatmap of each stage is shown in

Fig. 3. We can see that the heatmap produced at the first

stage is a little noisy and the activation values are weak. It

is because the effective receptive field at this stage is small

and the long-range relationships between keypoints cannot

be learned well with small receptive fields. When it comes

to the second stage, the receptive field becomes larger and

therefore the combination heatmap is much more clear as

shown in Fig. 3c. At the third stage, the receptive field is

the largest and it is able to handle the long-range rela-

tionships between parts. The heatmap of Stage 3 is more

clear, the response value is stronger, and the location of

keypoints is more accurate compared to the heatmap of

Stage 2.

We also test the performance of the trained network in

challenging situations and some examples are shown in

Fig. 4. The hand pose estimator works well even when the

hand is in a strange pose shown in Fig. 4a. In Fig. 4b, when

some joints of the hand are occluded, it can also infer the

location of these keypoints accurately. When the hand is

put on the arm, though they have similar skin color, the

algorithm can still distinguish the hand from the arm. In

Fig. 3 The output of each stage
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low illumination conditions such as Fig. 4d, it is still able

to locate the keypoints. All the examples above demon-

strate that the hand pose estimator is robust to the complex

background and challenging situations.

6.2 Evaluation on the Gesture Recognition System

In order to evaluate the performance of the overall gesture

recognition system in the real-world scenarios, we collect a

gesture dataset consisting of 7 gesture categories and 1

nongesture category. These 7 gestures are shown in Fig. 5.

We collect these images of different gestures in different

indoor scenarios under varying lighting conditions. In this

dataset, each gesture category contains 200 samples and the

nongesture category contains 100 samples. In each gesture

category, four-fifths of the samples are used as training

samples and the remainder are left for evaluation. In order

to evaluate the ability of the recognition system to handle

the nongesture patterns, only one-fifth of the samples are

used as training samples and all the remaining samples are

used for evaluation. Therefore, this dataset consists of 1140

training images and 360 testing images totally.

After the previous experiment, the hand pose estimator

is obtained. To construct a complete gesture recognition

system, we train an FGMM classifier described in Sect. 5

on top of the pose estimator. Note that only the gesture

patterns in the training set are used for the training of

FGMM, the nongesture patterns are used to determine a

proper threshold value in Eq. 31. Therefore, the number of

components m is set to 7 during training.

For comparison, we also train an support vector machine

(SVM) classifier and a multi-layer perceptron (MLP) as the

gesture classifier. We can assume that the hand pose data

are not linearly separable. However, SVM with Gaussian

radial basis kernel function is good at handling these

nonlinear classification problems. Therefore, it is chosen as

the kernel function of the SVM classifier. The MLP clas-

sifier we use is actually a two-layer fully connected neural

network with ReLU activation functions. The number of

neurons of the output layer is 8 including one for the

nongestures. All the training samples are used to train the

SVM classifier and the MLP classifier including the

nongesture patterns. After training, we test these two

classifiers on each category subset, respectively, and on the

whole testing set. The comparison result is given in

Table 1.

From Table 1, we can see that for the gesture categories

the performance of FGMM is comparable to that of the

SVM and MLP. However, for the nongesture patterns, the

accuracy of SVM is only 65%, and MLP is only 47.5%

while FGMM can achieve 95% which leads to the better

performance on the whole testing set. Even when the

number of nongesture training data is small, the tailored

FGMM classifier can still have satisfactory performance

for the nongesture patterns, which demonstrates the ability

of FGMM to reject unknown categories. On the overall

testing set which is collected in different indoor scenarios,

the proposed gesture recognition system achieves an

accuracy of 98.06%, which demonstrates the effectiveness

and the robustness to complex background.

Fig. 4 Examples of some challenging situations

Fig. 5 Gestures in our dataset
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We also conduct an experiment to evaluate the perfor-

mance of these three classifiers to reject the nongestures

with limited nongesture training samples. We randomly

choose 50 samples from the 100 nongestures in the dataset

for testing and choose different numbers of nongestures

from the remaining 50 nongestures for training. The result

is presented in Fig. 6. Note that only the accuracy of

nongestures classification is considered in this experiment.

Though there is only one nongesture training sample, the

FGMM classifier can reject 66% of the nongesture patterns.

However, the SVM and MLP classifiers are not able to

reject the unknown categories in this limited situation.

When the number of nongestures in training set is smaller

than 30, FGMM has the best performance to reject the

unknown gestures, while the performance of the other two

classifiers is not satisfactory. This experiment reveals the

ability of FGMM to reject the nongestures with limited

numbers of nongesture training samples.

We evaluate the computational efficiency of the overall

gesture recognition system on an NVIDIA 2080 GPU,

which achieves more than 30 fps. It means that it only

takes 33 ms for the system to process every single frame,

which meets the real-time requirements.

7 Conclusions

In this paper, a two-stage gesture recognition system is

proposed to tackle the problem of complex background.

Convolutional pose machine is first applied to estimate the

pose of the hand, which can effectively localize hand

keypoints even in complex background. After being pre-

processed, these hand keypoints are then fed to a tailored

FGMM classifier for gesture recognition. After modifica-

tion, the FGMM classifier is able to reject the nongesture

patterns and classify the gesture patterns well. Experi-

mental results demonstrate that our algorithm is not only

robust to the complex background but also satisfactory to

real-time requirements.
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