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Abstract The efficiency and mechanism of an active control device ‘‘SparkJet” and its application

in shock-induced separation control are studied using large-eddy simulation in this paper. The base

flow is the interaction of an oblique shock-wave generated by 8� wedge and a spatially-developing

Ma = 2.3 turbulent boundary layer. The Reynolds number based on the incoming flow property

and the boundary layer displacement thickness at the impinging point without shock-wave is

20000. The detailed numerical approaches were presented. The inflow turbulence was generated

using the digital filter method to avoid artificial temporal or streamwise periodicity. The numerical

results including velocity profile, Reynolds stress profile, skin friction, and wall pressure were sys-

tematically validated against the available wind tunnel particle image velocimetry (PIV) measure-

ments of the same flow condition. Further study on the control of flow separation due to the

strong shock-viscous interaction using an active control actuator ‘‘SparkJet” was conducted. The

single-pulsed characteristic of the device was obtained and compared with the experiment. Both

instantaneous and time-averaged flow fields have shown that the jet flow issuing from the actuator

cavity enhances the flow mixing inside the boundary layer, making the boundary layer more resis-

tant to flow separation. Skin friction coefficient distribution shows that the separation bubble

length is reduced by about 35% with control exerted.
� 2016 Chinese Society of Aeronautics and Astronautics. Production and hosting by Elsevier Ltd. This is

an open access article under the CCBY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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Fig. 1 Schematic of SparkJet work cycle.

Fig. 2 SparkJet device used in experiment of Reedy et al.30
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1. Introduction

Shock-wave/turbulent boundary layer interaction (SWTBLI)
happens ubiquitously in high-speed vehicles, including tran-

sonic airfoils, supersonic inlets, control surfaces of aircrafts,
missile base flows, reaction control jets, and overexpanded noz-
zles. Among these configurations, maximummean and fluctuat-

ing wall pressure and thermal loads are often found in the
vicinity of SWTBLI region and have great influences on the
high-speed flying vehicles and their component geometry
designs, material selections, fatigue life, thermal production sys-

tem designs, weight and cost.1 Over the past sixty years since the
SWTBLI phenomenon was firstly observed by Ferri,2 a large
number of configurations have been investigated over a wide

range of flow conditions. Although substantial databases of
experimental3 and theoretical4 results have been accumulated,
the underlying physical flowphenomenon is still not fully under-

stood yet and remains one major subject of active investigation
due to its great practical importance and extreme complexity,
which hindered the establishment of an effective and applicable

turbulence model for such flow.5 Some extensive reviews on the
achievements and remaining challenges were given previously
byGreen6, Adamson andMessiter,7 Delery,8 Dolling1 andmost
recently by Knight9 as well as Babinsky,10–12 etc.

With the rapid increase of computing power in recent dec-
ades, especially the fast development of high-performance
computing (HPC) platforms, modern computational fluid

dynamics (CFD) technique is now playing a much more
important role in aerodynamic researches. In particular, direct
numerical simulation (DNS) and large-eddy simulation (LES)

become essential research tools for fundamental in-depth flow
mechanism studies.13,14 While DNS resolves flow structures of
all scales and can get full temporal-spatial information of a

turbulent flow field, the computational grid must be fine
enough to resolve the Kolmogorov scale thus would be too
expensive for relatively high Reynolds number flows. By apply-
ing a low-pass filter, LES resolves only large scale structures

that dominate the major dynamics of the turbulence and
model the unresolved subgrid scales.15 Thus the LES grid
requirement is much less severe than that of the DNS, which

saves computing resources and extends the flow range that
can be studied. Nevertheless, LES maintains some major
advantages of DNS, namely providing the full spatial and

temporal flow information down to the resolved scales. Based
on these, LES is increasingly becoming an appropriate tool
to study the unsteady complex SWTBLI flows and some
noticeable researches have been published in the last two

decades.16–18 These works have greatly deepened our under-
standing about the SWTBLI flows.

One of the important problems in SWTBLI is that the

strong adverse pressure gradient due to the shock-wave can
trigger large-scale flow separation, resulting in significant total
pressure loss and flow distortion. Furthermore, the low-

frequency unsteadiness of the separation shock-wave motion
which can cause severe structural loads/resonances and may
eventually lead to fatigue is also thought to be linked with

the so-called ‘‘breath” motion of the separation zone.19 Hence,
controlling the shock-wave induced flow separation is always a
focus in SWTBLI researches and many active and passive con-
trol approaches have been proposed.20 Passive control devices

include vortex generators21–23, Mesoflaps24–26 ventilation duct
or porous wall over cavity,27,28 etc. Active controls using
plasma are now gaining more and more attentions in high-
speed flows for their advantages of avoiding any ad hoc

mechanical components, enabling high effectiveness and abil-
ity of high-frequency modulation. The primary mechanisms
of plasma flow control include electro-hydrodynamic (EHD)

control and magneto-hydrodynamic (MHD) control, as well
as thermal methods. The SparkJet actuator studied in this
paper belongs to the third type.

The SparkJet actuator was originally developed by Land
et al.29 aiming for high-speed flow control. This actuator can
manipulate high-speed flow without introducing additional
mechanical components. The SparkJet is a zero net mass flow

(ZNMF) device that consists of a small chamber with elec-
trodes inside and a discharge orifice. High chamber pressure
is generated by rapidly heating the gas inside the chamber

using an electrical spark discharge. Then the high pressure
gas would be ejected into the main flow field through the
orifice, forming a jet stream. Fig. 1 shows a single cycle of

SparkJet operation which consists of three distinct stages:
energy deposition, discharge, and refilling. Fig. 2 is the photo-
graphical view of a laboratory SparkJet device which is a mod-

ified version of Cybyk’s original invention, experimentally
investigated by Reedy et al.30 (the device is axisymmetric and
the radial and axial coordinates r and z are shown in the
figure). Characteristics of this device have been extensively

investigated in experimental studies.31–41 Narayanaswamy
et al.42,43 applied such a device to control the flow separation
and low-frequency unsteadiness in a supersonic compression

corner flow.
The main purpose of this paper is to investigate the prop-

erty of SparkJet and the feasibility of its application in

SWTBLI separation controls.
The paper is organized as follows: In Section 2, numerical

details are presented, including governing equation, numerical

schemes, inflow turbulence generation method and adopted
subgrid scale model. In Section 3, numerical results of the
SWTBLI base flow are presented and validated by comparing
with the experimental measurements of the same flow



Table 1 Classification of SGS terms.

Magnitude SGS term

Medium (O(10�1)) Ii, B1, B2, B3

Small (O(10�2)) B4, B5

Negligible (O(10�3)) IIi, B6, B7
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condition conducted by the research team at Institut Universi-
taire des Systèmes Thermiques Industriels (IUSTI) in Mar-
seille, France. In Section 4, the setup of SparkJet in LES

modeling is described and the generated jet is validated against
the experiment of Reedy et al.41 The single-pulsed characteris-
tics of the flow with the SparkJet control are then further ana-

lyzed. Finally, some conclusions are given in Section 5.

2. Numerical approach

2.1. Governing equation

The numerical approach adopted in this paper is LES due to
its advantages mentioned in the introduction. The conceptual
idea of LES is to fully resolve the large-scale energy-

containing turbulence structures and only model the effect of
the unresolved smaller scales of turbulent flow. The spatial-
scale separation is represented by the convolution product
defined in Eq. (1):

�qðxÞ ¼
Z

Gðx� z; �DÞqðzÞd3z ð1Þ
where q is an arbitrary variable, �q the filtered variable, G the

filter convolution kernel, and �D its associated characteristic
cutoff length scale, x and z are spatial coordinates. The kernel
function G satisfiesZ

Gðx� z; �DÞd3z ¼ 1 ð2Þ
In compressible flow researches, the following Favre aver-

age is a commonly used technique to take account of the effect
of density variety.

~q ¼ qq
�q

ð3Þ

Applying the above filter and Favre average operator to the

Navier–Stokes equations and after some algebraic manipula-
tion, the complete form of the grid-filtered dimensionless com-
pressible Navier–Stokes equations can be written as

@�q
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The resolved equation of state, the resolved total energy/

pressure relation and the resolved viscous shear-stress relations
are

�p ¼ 1

cMa2
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þ 1
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ð9Þ

The resolved dynamic viscosity is determined by

Sutherland’s law
~l ¼ ~T1:5 1þ TS=T0

~Tþ TS=T0

ð10Þ

where TS ¼ 110:4 K and T0 ¼ 145:77 K according to the pre-
sent experimental condition.

The dimensionless parameters in the above equations are:

Ma ¼ u0=
ffiffiffiffiffiffiffiffiffiffiffi
cRT0

p
the Mach number, and Re ¼ q0u0L0

l0
the

Reynolds number. A constant Prandtl number Pr ¼ lCp=h ¼
0:72 is used, where Cp ¼ cR=ðc� 1Þ is the specific heat capac-

ity of gas at a constant pressure and h is the thermal conduc-
tivity. R and c are the specific gas constant and the specific heat
capacity ratio, which are both set to be constants as,

R ¼ 287:1 J=ðkg �KÞ and c ¼ 1:4. q0, u0 and l0 are the density,
velocity and dynamic viscosity of the incoming free-stream
flow, which are used as reference values to normalize the

Navier–Stokes equations. The reference length L0 is taken as
1 mm in the present study for the convenience to compare with
the experimental data.

The subgrid-scale (SGS) terms in the right-hand side of the
Eqs. (5) and (6) are
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ð11Þ
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where rij is the SGS stress tensor and defined as

rij ¼ �qðguıu| � ~ui~ujÞ ð20Þ
Vreman44 looked at all the above SGS terms by analyzing

DNS database of a plane compressible mixing-layer at Mach
numbers 0.2 and 0.6. He categorized the SGS terms as shown
in Table 1. Although the classification was performed for

lower Reynolds number and Mach number flows other than
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the high-speed high-Reynolds number flow considered in the
present SWTBLI study, the classification is still widely
accepted and valid, and has been successfully used in other ear-

lier LES studies of SWTBLI.16–18

After some mathematical manipulations, the sum of B1 and
B2 can be decomposed into two terms as follows:

B1 þ B2 ¼ 1

ðc� 1ÞMa2
� @

@xj

ðqHjÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}U þ ~uj
@p

@xj

� u|
@p

@x||fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}D ð21Þ

where Hj ¼ gTu| � ~T~uj is known as the SGS heat flux. Using

integration by part, term B3 and term B4 are assembled as
follows:

�B3 þ B4 ¼ �~ui
@rij

@xj

ð22Þ

The present LES only solves the approximate form of the

aforementioned filtered Navier–Stokes equations where terms
IIi, B5; B6; B7 and D are neglected44 and only the SGS stress
tensor and the SGS heat flux are modeled.

The SGS stress tensor is modeled via the classical eddy-
viscosity approach as follows:

rij � 1

3
dijrkk ¼ �2�qmtfS�

ı| ð23Þ

where mt is the eddy viscosity and fS�
ı| the deviatory part of the

strain-rate tensor computed from the filtered velocity field:

fSı| ¼ 1

2

@~uj
@xi

þ @~ui
@xj

� �
ð24Þ

fS�
ı| ¼ fSı| � 1

3
dijgSkk ð25Þ

The SGS model used in the present simulation is the mixed-
time-scale (MTS) model by Inagaki et al.45 The MTS model is

essentially based on a dimensionally-consistent physical argu-
ment relating to the asymptotic behavior of the eddy viscosity
as one approaches the wall and the potential flow. Similar to

the widely used dynamic Smagrinsky model, the MTS model
makes use of a test filter. The eddy viscosity mt is modeled as

mt ¼ CMkesTS ð26Þ
where

kes ¼ ð~ui � u
�
iÞð~ui � u

�
iÞ ð27Þ

T�1
S ¼ D

�ffiffiffiffiffiffi
kes

p
 !�1

þ CT

j ~S�j

� ��1

ð28Þ

u
�
i ¼ �q~uı

q
¼ ð29Þ

The constants CM and CT were originally set to be 0.05 and

10, respectively, by Inagaki et al.45 based on a priori test of
channel and backward-facing step flow data. However, in the
current implementation of the model, we have used

CM = 0.03 and CT = 10 based on the application of present
LES solver to the compressible turbulent channel flow of Li.46

Once the eddy-viscosity value is obtained, the SGS heat flux
is modeled as
Hj ¼ gTu| � ~T~uj

� �
¼ mt

Prt

@ ~T

@xj

ð30Þ

The SGS turbulent Prandtl number Prt was set as a con-

stant Prt ¼ 1:0 in the present simulation, invoking the strong
Reynolds analogy (SRA).

2.2. Numerical schemes

The above equations are solved using an in-house high order
finite-difference code SBLI. The code employs a fourth-order
central difference scheme to calculate derivatives at internal

points. Close to boundaries, a stable boundary treatment pro-
posed by Carpenter et al.47 is applied, giving the overall fourth-
order accuracy. Time integration is based on a third-order

compact storage Runge–Kutta method.48

For LES of turbulent flow, the longtime integration can
accumulate the numerical error and cause the instability of

the solution. As proposed by Yee et al.49, the application of
the energy estimation method to the Euler equations can be
extended to the Navier–Stokes equations in order to stabilize
the solution of long time integration problems. Based on this

idea, Sandham et al.50 applied an entropy splitting approach
to calculate the nonlinear terms. The basic procedure consists
of a transformation of the equations in a symmetric form using

an ‘‘entropy variable” W, which is introduced as W ¼ @g=@U,
where g ¼ qnðSÞ is an entropy function and nðSÞ is an arbi-
trary but differentiable function of a dimensionless physical

entropy S, S ¼ lnðpq�cÞ. The choice of nðSÞ is restricted by a
homogeneity requirement and a positive definite condition
on the matrix UW ¼ @U=@W; which can be satisfied by defin-

ing nðSÞ ¼ KeS=ðaþcÞ, where K and a are constants. Then the

convective terms are split into a conservative portion and a
non-conservative portion by a splitting parameter b, both in
symmetric form. Finally, the summation by parts propriety

can be applied to each portion in order to estimate an upper
bound to the energy growth. This will guarantee the stability
of the algorithm. The details of entropy splitting method can
be found in Ref. 50.

A total variance diminishing (TVD) shock capturing
scheme and the artificial compression method (ACM) of Yee
et al.,49 coupled with the Ducros sensor51, are implemented

in the code to handle shock-waves and contact discontinuities.
The code is made parallel using the message passing interface
(MPI) library. A multi-block version of the code was exten-

sively validated by Yao et al.52

As for the boundary condition, periodic boundary condi-
tions are used in the spanwise direction. At the wall, the no-
slip condition is enforced. Furthermore, the wall is considered

isothermal with a temperature close to the upstream adiabatic
value (assuming a recovery factor of 1). The top (free-stream)
and outflow boundaries make use of the characteristic non-

reflecting boundary condition53 in order to minimize unwanted
reflections from the computational-box boundaries. The obli-
que shock-wave is introduced at the top boundary using the

Rankine-Hugoniot relationships. As for the turbulent inflow
condition, the generation of inflow turbulent fluctuation is a
major issue for LES and DNS computation. In the present

simulation, the turbulent inflow turbulence is generated using
a digital filter method which will be described in the next
section.



Table 3 Flow parameters.

Parameter Value

Ma 2.3

Wedge angle (�) 8.0

Stagnation pressure (Pa) 50000

Stagnation temperature (K) 300.0

Reynolds number 20000.0

Sutherland’s law C value 0.76
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2.3. Inflow turbulence generation

The digital filter method incorporates the turbulence first-
order and second-order moments information with filtered
random datasets to generate an artificial inflow condition

which prescribes both the real-turbulence Reynolds stress
and energy spectra. It has been applied to a series of high-
speed boundary layer flows54,55 due to its advantages of
easy-to-implement, short transition distance and introducing

no artificial periodicity. Using this method, the velocity at
the inflow plane is written as

u1ð0; y; z; tÞ
u2ð0; y; z; tÞ
u3ð0; y; z; tÞ

264
375 ¼

~u1ð0; y; zÞ
~u2ð0; y; zÞ
~u3ð0; y; zÞ

264
375

�

ffiffiffiffiffiffiffi
R11

p
0 0

R21=
ffiffiffiffiffiffiffi
R11

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R22 � ðR21=

ffiffiffiffiffiffiffi
R11

p Þ2
q

0

0 0
ffiffiffiffiffiffiffi
R33

p

2664
3775

F1ðy; zÞ
F2ðy; zÞ
F3ðy; zÞ

264
375

ð31Þ
where Rij is the prescribed Reynolds stress tensor, and Fiðy; zÞ
the filtered independent random variable with the Gaussian
distribution updated every time step using the formula:

Fi ¼ Fold
i exp � pDt

2s

� �
þ v̂l

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� exp � pDt

s

� �s
ð32Þ

where Dt is the time step, and s the Lagrangian timescale
(s ¼ Ix=u in the present implementation, where Ix and u are
the prescribed inlet mean streamwise velocity and integral

length scale, respectively).The v̂l in the above formula are given
as

v̂lðj; kÞ ¼
XNy

j¼�Ny

XNz

k¼�Nz

bjkvlðj; kÞ ð33Þ

where vlðj; kÞ are pure Gaussian distributed random numbers,
and bjk digital filter coefficients. The detailed determination

method of these coefficients can befound in Ref. 56 The
parameters used to generate the digital filter coefficients are
given in Table 2.

The temperature and density fluctuations are then related
to the streamwise velocity fluctuation via the formulas below,
as implied by SRA.

T0

�T
¼ �ðc� 1ÞMa2

u0

�u
ð34Þ

q0

�q
¼ �T0

�T
ð35Þ
Table 2 Digital filter parameters.

Parameter u1 u2 u3

Ix= d
^ 10 4 4

Ny ðy > d
^

Þ 20 25 15

Ny ðy < d
^

Þ 35 45 20

Nz 20 20 30
3. SWTBLI results

As mentioned before, the simulation flow condition is consis-
tent with the experiment performed by Dupont et al.57 of

IUSTI, i.e., an oblique shock-wave generated by an 8� wedge
impinging onto a Mach 2.3 turbulent boundary layer (Note
that for all the figure legends in this section, ‘‘LES” means pre-

sent LES, and ‘‘PIV” means PIV measurements of Dupont
et al.52, unless otherwise stated). The flow parameters are listed
in Table 3. The Reynolds number is based on the boundary
layer displacement thickness at interaction point without

shock-wave impinging. This flow condition has been previ-
ously studied by Garnier et al.16 and Touber and Sandham,55

also using LES.

In the present simulation, the computation domain is
(Lx, Ly, Lz) = (256 mm, 51 mm, 59 mm), along the streamwise,
wall-normal and spanwise directions, respectively. For the con-

venience of comparing with the experimental data, the stream-
wise domain range is [148, 404] mm, which is the same with the
physical domain in the experiment. The shock-wave impinging

point is at x = 336 mm in absence of shock-wave. The grid
number in each direction is (Nx, Ny, Nz) = (451, 151, 281),
uniform in the streamwise and the spanwise directions while
stretched in the wall normal direction. The corresponding grid

resolution in each direction is estimated as ðDxþ;Dyþ;DzþÞ=
(33, 1.3, 12), which satisfies the general LES requirement.15

In Fig. 3, the impinging shock-wave, reflected shock-wave

and expansion fan can be clearly recognized in the time aver-
aged density field. The white dashed line is the average sonic
line and the black solid line is the contour line of u ¼ 0 that

marks the average separation bubble boundary. The mean
velocity profile of the equilibrium boundary layer at
x = 260 mm is validated in Fig. 4. Fig. 4(a) shows that current

LES results are in a good agreement with the data from the
PIV measurement, the superscript ‘‘*” means in dimensional

form, and the van-Driest transformed velocity profile Uþ
vd in

the wall unit in Fig. 4(b) agrees well with the classic law of
the wall. This testifies that the boundary layer in the upstream
of the interaction zone is indeed fully developed. Fig. 5 shows
Fig. 3 Time average density field.



Fig. 4 Mean flow validation against experiment and log-law of

wall.

Fig. 5 Squared Reynolds stress profile at x = 260 mm.

Fig. 6 Mean flow results.
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the root mean squared (RMS) Reynolds stress profiles at the
same location. LES prediction still agrees well with the particle

image velocimetry (PIV) data, except for the near wall region,
where the accuracy of PIV measurement may be degraded
somehow. The above results have shown that in the region

of equilibrium turbulent boundary layer ahead of shock-
wave impinging location, the present LES results agree well
with the available test data.
Fig. 6(a) shows the skin friction coefficient Cf, while Fig. 6
(b) is the wall pressure pw distribution (normalized by incom-

ing free-stream static pressure). The results are compared with
the LES results of Touber and Sandham55, and reasonable
agreements are achieved. The wavy profile of the skin friction

may be due to the lack of statistical samples. We can see from
the figure that the flow separates at x = 295.32 mm and reat-
taches at x = 334.67 mm, resulting a mean separation bubble

length of about 39.4 mm.
Figs. 7 and 8 show the comparison of the mean streamwise

�U� and the wall-normal velocity profiles �V� of LES predica-
tions and PIV measurements at five successive streamwise loca-
tions. Some noticeable influences of adverse pressure gradient

on the development of the boundary layer’s shape can be seen
across the entire interaction zone. Overall, the LES results are
in good agreements with the PIV data. The boundary layer

thickening process is well captured according to the mean
streamwise profile evolution. The wall-normal velocity also
agrees well with the measured data, although the agreement

is not as good as that of the streamwise velocity profiles since
the PIV data could be less converged for the wall-normal
velocity. Generally, the LES predictions and PIV measure-

ments agree extremely well in both upstream and downstream
of the interaction, while some discrepancies are observed in the
interaction zone where the flow is unsteady and complex, thus
difficult to simulate or measure accurately.

Figs. 9 and 10 present the RMS of the streamwise
ffiffiffiffiffiffiffiffi
u0u0

p �

and the wall-normal velocity fluctuations
ffiffiffiffiffiffiffi
v0v0

p �
, the results



Fig. 7 Mean streamwise velocity profiles at different streamwise

locations.

Fig. 8 Mean wall-normal velocity profiles at different stream-

wise locations.

Fig. 9 Streamwise-velocity fluctuations profiles at different

streamwise locations.

Fig. 10 Wall-normal-velocity fluctuations profiles at different

streamwise locations.

Fig. 11 Reynolds shear-stress field profiles at different stream-

wise locations.
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are still in reasonably good agreements with the PIV data, and

again the streamwise velocity intensity matches better with the
PIV measurement than the wall-normal component. Fig. 11

gives the Reynolds stress
ffiffiffiffiffiffiffi
u0v0

p �
distributions. Although the

Reynolds stress is hard to be accurately obtained using PIV,
the qualitative or even the quantitative agreement between

the PIV and the LES is quite good.
As for the instantaneous flow structure, Fig. 12 shows the

instantaneous numerical Schlieren (by using density gradient

magnitude jrqj) and the streamwise velocity fluctuation at
the plane of y+ = 15. The shock-wave system is clearly cap-
tured and the typical low-speed streaks of the equilibrium tur-

bulent boundary layer can be clearly observed before entering
the interaction region. The streaks are broken in the interac-
tion region and gradually recovered after the reattachment.

In general, the LES results, including both the mean profile
and the second-order turbulence statistics, agree well with the
PIV measurements. Thus the ability of present LES to repro-
duce the complex flow field of SWTBLI is verified. On the



Fig. 12 Instantaneous flow structure, numerical Schlieren of

shock-wave and boundary layer streaks.
Fig. 13 SparkJet control device geometry in present simulation.

Table 4 Total grid numbers of three computational domains.

Block Nx Ny Nz

Main flow 600 150 150

Throat 30 10 30

Cavity 90 60 90
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other hand, as the PIV data are obtained from the median
plane of the wind tunnel, this agreement also testifies that
the experiment is close to being statistically two-dimensional

and the wind tunnel corner flow has little impact in this case.

4. SparkJet control

Based on the validation of numerical method and CFD code in
the above section, the LES is further used to study the
SWTBLI flow with the SparkJet control as shown above.
The SparkJet device is placed before the separation zone.

The geometrical parameters of the configuration are chosen
in reference to the real device in experiment.30 For the purpose
of the proof of concept, rectangular subdomain is adopted in

present computations rather than the cylinder shape used in
experiments due to the limitation of our grid patched struc-
tured code. By the physical intuition, the cavity volume should

have a major influence on the actuator characteristics against
the shape as the cavity volume directly influences the dynami-
cal change of the pressure inside the cavity. However, the influ-

ence of the cavity shape remains for the further study. The
energy deposition process of electrical discharge heating per-
formed during the test is modeled by introducing an additional
heating source in the total energy equation.

We adopted a relatively narrower spanwise computational
domain here to avoid redundant calculations and massive stor-
age space of long time integration, and the non-control base

flow with the same spanwise length is also carried out for com-
parisons (not shown). The spanwise length here is larger than
the narrowest case presented in the LES of Touber and Sand-

ham,58 in which the results has been verified in details. The
computation domain of the base flow is (Lx, Ly, Lz) =
(256 mm, 51 mm, 14.0 mm), and the streamwise domain range
is also [148, 404] mm, which are the same as those in the above

section. The center of the device is placed at x = 280 mm,
which is 1.5 nominal boundary layer thickness before the sep-
aration line. The throat size is (Lx, Ly, Lz) = (2 mm, 1 mm,

2 mm), while the cavity is a cube of length (Lx, Ly, Lz) =
(6 mm, 6 mm, 6 mm). Fig. 13 shows the geometry of the
SparkJet actuator model in the present simulation. This con-

trol device geometry is comparable with that used in UIUC’s
experiment.30 In the UIUC’s experiment, the cavity volume
is 183 mm3 and jet is exhausted through a 0.83 mm diameter

orifice, while in the present simulation the cavity volume is
216 mm3 and the jet flow is exhausted through a squared
throat of 4 mm.2 The numbers of computational grids in each
block are given in Table 4.
The heating source pulse is distributed spherically from the
center of the cavity domain and explicitly given by the follow-
ing formula,

q ¼ q0HðtÞ

� exp � x� x0

Rx

� �2

� y� y0
Ry

� �2

� z� z0
Rz

� �2
" #

ð36Þ

HðtÞ ¼ 1 0 6 modðt; 1=fÞ < s

0 s 6 modðt; 1=fÞ 6 1=f

�
ð37Þ

This model was proposed by Zheltovodov et al.59,60 as the
energy deposition (ED) model in their simulation.

In the formula above, the parameter q0 decides the spark

heating intensity, ðx0; y0; z0Þ are the coordinates of the center
of the heating source, ðRx;Ry;RzÞ represent the energy concen-

tration radiuses, f is the pulse frequency, and s is the heating
duration in each pulse. In the present simulation, the heating
source is positioned at the center of the cavity cubic, the

radiuses ðRx;Ry;RzÞ are set as 2 mm, and non-dimensional

heating intensity q0 is 0.15. Integrating the heating source over
time and space, we get the total added energy Q. The total
deposited energy Q here is 8.9 J in a time duration of
s ¼ 20 ls. The choosing of the energy source parameters is also

in reference to the UIUC’s experiment. In the experiment, they
tested three different energy levels E, e.g., 41 mJ, 330 mJ, and
4.0 J, and the heating duration is also 20 ls. The simulation

condition is comparable to the highest energy level case of
the experiment. As we focused on the characteristics of a
single-pulse, the pulse frequency f is not involved here, and

the flow field is sampled every 4 ls in a time span of 1000 ls
after energy deposition starts.

Fig. 14 gives the instantaneous numerical Schlieren of the

controlled flow field at the spanwise middle plane and an
enlarged view near the control device. The streamline in the
cavity and near the throat is also shown, from which the inter-
action between the ejected jet flow and the main flow can be



Fig. 14 Instantaneous numerical Schlieren of the controlled flow

field and an enlarged view near the control device.

Fig. 16 Maximum jet velocity and Mach number at the exit of

the throat.
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observed. Small shock lets can be seen ahead and near the jet
flow. Also we can see that in the cavity, the air explodes from
the center to the surrounding walls after the energy deposition

process started. At the upper exit plane of the cavity domain, a
jet stream is formed and ejected into the main flow. It can be
seen that because of the high momentum of supersonic bound-

ary layer, the jet is confined in the near-wall region of the
boundary layer. The height of the jet is about 10–20% of the
local boundary layer thickness. However, it still has an obvious
influence on the downstream interaction zone. Fig. 15 gives the

time history of the streamwise velocity variations U=Ue of
Fig. 15 Time history velocity at three monitor points A, B and C

in the cavity.
three monitor points marked as ‘A, B, C’ in the cavity domain
(see Fig. 14), which reveals the compression wave propagating
from the center to the wall, and the oscillation may be caused

by the interaction between the traveling wave and the reflected
wave inside the cavity.

Fig. 16 plots the maximum jet velocity and Mach number at

the exit of the throat region. It can be seen that in a short time
period after the energy deposition, the air in the cavity will
expand and be ejected into the main flow at rapidly increased

velocity up to the maximum peak value. Then the discharge
velocity will gradually decline to the minimum value close to
zero, which will be followed by a slow recovery phase. The
highest jet velocity predicted from LES is about 446 m/s.

The measurement of UIUC’s experiment on SparkJet in a qui-
escent environment is also presented in Fig. 16. As the control
parameters in the present simulation are close to the highest

energy level (4.0 J) case, and a corresponding peak jet speed
is close to that of experimental data. However, the time history
of maximum velocity from the LES prediction exhibits a more

rapid decay rate than that of the experiments, which may be
due to a larger jet exit area used in the present simulation.

Fig. 17 shows the turbulence coherent structures identified
by Q-criterion in the vicinity of the jet exit. In the incoming

boundary layer in the upstream of the control device, the typ-
ical streamwise vortex patterns are identified. Then the main
flow interacts with the jet from the cavity and complex vortex

structures are generated. Fig. 18 shows the enlarged view near
the exit, where a rectangular vortex ring (resulting from the jet
in cross-flow interactions) can be clearly seen. The three-

dimensional streamlines near the throat plotted as the yellow
ribbon reveal the nature of mixing flow in this region. Around
Fig. 17 Turbulence coherent structures in the boundary layer.



Fig. 18 Turbulence coherent structures and streamlines near jet

exit.
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the jet, a horseshoe vortex can be identified, which is similar to

the structure in blunt body round flow.
Fig. 19 gives the slices at different streamwise locations

across the control device, which are contoured by density
Fig. 19 Slices at six different stre
with the projected streamlines shown. In these figures, the
evolution of a pair of counter-rotating streamwise vortexes
in the boundary layer is clearly observed. The structures

are very similar to the wake of vortex generator.32,61

Fig. 20 shows the time averaged streamwise velocity profiles
of mid-span plane at different streamwise locations across

the control device correspondingly, and the velocity profiles
are obviously fuller than that of the uncontrolled case, which
indicates that the mixing process enhances the boundary

layer’s ability to resist flow separation. The flow topology
around the exit and in the wake shows that the SparkJet
plays as a virtual vortex-generator and promotes flow mixing
inside the boundary layer, thus enhancing its ability to resist

flow separation.
Fig. 21 shows the time and the spanwise-averaged skin fric-

tion coefficient variations along the streamwise direction.

Compared with the uncontrolled base flow, the flow separation
is delayed, resulting in an overall separation length reduction.
The mean separation bubble length of the control case study is

31 mm, about 35% decrease against that of the uncontrolled
case.
amwise locations across throat.



Fig. 20 Time averaged streamwise velocity profile evolution.

Fig. 21 Time and spanwise averaged skin friction coefficients

variations along the streamwise direction.
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5. Conclusions

(1) Large-eddy simulation of a Ma= 2.3 shock-wave gen-
erated by 8� wedge impinging onto a spatially-
developing turbulent boundary layer along a flat plate

is carried out. The numerical approaches and the simu-
lation results are systematically validated with experi-
mental measurements in the same flow condition,
which establishes the database of the basic SWTBLI

flow field.
(2) Based on this, the ‘‘SparkJet” control technique devel-

oped for the SWTBLI flow is further studied using

LES. The configuration of the control device is modeled
in reference to the experiments with similar configura-
tion parameters. The single-pulse characteristics of the

control mechanism are analyzed and the effects of the
SparkJet on the main SWTBLI flow are visualized.

(3) The maximum jet velocity time history agrees qualita-
tively well with the experiments and a maximum jet

velocity of 446 m/s is predicted, which is close to that
of experimental measurement. By exerting the control
device, the flow separation is delayed noticeably and

the average length of the separation bubble also reduces
by about 35%, and this proves the effectiveness of the
SparkJet control technique on suppressing the flow sep-

aration occurred in SWTBLI flows.
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