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Abstract Computational imaging and light field technology promise to de-
liver the required six-degrees-of-freedom for natural scenes in virtual reality.
Already existing extensions of standardized video coding formats, such as
multi-view coding and multi-view plus depth, are the most conventional light
field video coding solutions at the moment. The latest multi-view coding for-
mat, which is a direct extension of the high efficiency video coding (HEVC)
standard, is called multi-view HEVC (or MV-HEVC). MV-HEVC treats each
light field view as a separate video sequence, and uses syntax elements similar
to standard HEVC for exploiting redundancies between neighboring views. To
achieve this, inter-view and temporal prediction schemes are deployed with
the aim to find the most optimal trade-off between coding performance and
reconstruction quality. The number of possible prediction structures is unlim-
ited and many of them are proposed in the literature. Although some of them
are efficient in terms of compression ratio, they complicate random access due
to the dependencies on previously decoded pixels or frames. Random access
is an important feature in video delivery, and a crucial requirement in multi-
view video coding. In this work, we propose and compare different prediction
structures for coding light field video using MV-HEVC with a focus on both
compression efficiency and random accessibility. Experiments on three different
short-baseline light field video sequences show the trade-off between bit-rate
and distortion, as well as the average number of decoded views/frames, nec-
essary for displaying any random frame at any time instance. The findings of
this work indicate the most appropriate prediction structure depending on the
available bandwidth and the required degree of random access.

Keywords Light field video coding · multi-view video coding · MV-HEVC ·
prediction structures · random access · virtual reality · free navigation
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1 Introduction

Virtual reality (VR) is one of the biggest breakthroughs of our times in the
fields of entertainment, edutainment and remote control applications. Camera-
captured content in VR (e.g., panorama video) is lagging far behind the
computer-generated VR experiences (e.g., computer games). For a fully im-
mersive VR experience, a sense of six degrees-of-freedom (6DoF) around the
perpendicular axes of the viewer is needed. 6DoF consists of three rotational
movements, such as head rotation and tilts, combined with three translational
movements such as walking around and small sideway head movements (see
fig. 1). Panorama video allows only rotational head movements but disregards
any translational move in that same 3D coordinate space (no parallax effect).

Fig. 1 A sense of 6 degrees-of-freedom (6DoF) around the perpendicular axes of the viewer
is required for a fully immersive experience (3 rotational + 3 translational movements).

Light field image modalities are currently a promising solution to help
reaching the sense of 6DoF in VR experiences based on natural content. Light
fields are the result of advanced capturing of all the light traveling in all
directions in a given volume of space. They can create a realistic sense of
presence by producing motion parallax, from which we can derive absolute
depth information for nearby objects. However, the increase of dimensionality
from 2D images and 3D video to 4D light fields and 5D light field video (as in
fig. 2) requires the right coding solutions for being able to efficiently transmit
camera-captured VR content. This is due to the vast amounts of the resulted
data. For instance, less than ten seconds of low resolution 8×8 view light field
video consists of several gigabytes (GBs) of data.

Multi-view video coding (MVC) standards are the most conventional cod-
ing solutions at the moment, since they can compress video sequences simulta-
neously captured from multiple camera angles. The high efficiency video cod-
ing (HEVC) extension, namely multi-view HEVC (MV-HEVC) is the latest
MVC standard and it treats each sub-aperture view as a different HEVC video
sequence [1–3]. In practice, in addition to the standard motion-compensated
algorithm for temporal prediction, MV-HEVC utilizes inter-view dependen-
cies as well. In other words, MV-HEVC makes use of a reference picture from
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Fig. 2 Representation of the dimensionality increase from a 2D image and 3D video to 4D
light fields and 5D light field video.

another position in time, but also a reference picture from a different view in
space (typically, with same picture order count). Those inter-view and tem-
poral prediction strategies allow MV-HEVC to compress light field video at
acceptable rates.

A similar format, namely multi-view plus depth (MVD), is using the 3D-
HEVC extension for coding light field video by treating only a given view
(typically the center view) or a set of views as video sequences, and the other
sub-aperture views as depth (disparity) maps [3]. Consequently, MVD-based
approaches provide additional coding tools such as advanced inter-view pre-
diction tools (for motion and textures), specific depth map coding tools, and
view-synthesis coding tools.

The Moving Picture Experts Group (MPEG) has started efforts to stan-
dardize a 6DoF video format namely MPEG-I by the year 2021. They aim at a
process with two phases: (1) identify the most important 2D views, and (2) rely
on view synthesis methods to render other 2D views at the decoder side [4].
Their claim at the moment is that the desired motion parallax feature can be
achieved by using color videos, depth information, and associated meta-data,
similarly to 3D-HEVC [5]. However, the distortion of the synthesized views is
extremely sensitive to the distortion introduced in depth maps [6]. Most depth
estimation algorithms have either poor depth estimation performance for light
field images, or they add on computational complexity [7]. Therefore, the view
synthesis methods which are expected to be used may require considerable
computational complexity at the decoder side.

While the coding solutions using MV-HEVC and the ones using 3D-HEVC
perform similarly, MV-HEVC solutions do not require disparity maps or any
other additional prediction tools in contrast to techniques built upon 3D-
HEVC. They rather use syntax elements similar to standard HEVC for en-
abling inter-view prediction, which facilitates the whole process to a great
extent. Due to this facts, we argue that MV-HEVC offers a more convenient
and straight-forward coding solution (in terms of implementation) for data-
intensive light field video.
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In video applications, random access is one important feature which allows
the viewer to navigate through a video. For a video to be fully random accessed
in time for example, all video frames must be able to be independently decoded,
and consequently independently accessed. Besides random access in time, VR
and free viewpoint television (FTV) applications also have view random access
as a crucial requirement for delivering high quality content at any possible
instance both in time and in space (free navigation) [8,9]. For this work, we
define view random access as the ability of a decoder to switch to a different
view immediately at any point in time. Predictive coding structures complicate
random access because pixels within a frame directly depend on previously
decoded frames. This is an issue for light field video and the desired free
navigation feature, since the user movement changes the access patterns in
complex ways. Therefore, it is plausible to seek for a prediction scheme which
offers low-cost random access in time and space for light field video coding.
There is a large level of freedom in choosing an optimal prediction structure.
In previously published work, we have stressed the importance of choosing the
appropriate scanning topology and the correct view indexing in the spatial
domain [10]. In this work we go one step further by combining those inter-view
prediction structures with temporal prediction for an optimal MV-HEVC light
field video coding scheme which exploits every possible redundancy between
different frames. The main goal of this work is to combine inter-view and
temporal prediction structures for MV-HEVC, aiming towards an optimal rate-
distortion coding scheme with regard to the additional requirement of cost-
effective random accessibility.

We tested and compared a number of different light field video coding sce-
narios for MV-HEVC, which differ in terms of random access capabilities in
space and in time. For the evaluation of the results, we focused on compres-
sion efficiency and view random access. The main contribution of this work is
twofold. First, a coding structure (namely CenterView - see sec. 3.3), which
offers sufficient random access freedom for free navigation applications while
remaining efficient in terms of compression gain, is evaluated and tested. Sec-
ond, we assess a coding structure (namely Full - see sec. 3.4), which efficiently
combines inter-view and temporal prediction for offering drastically better
compression performance than conventional methods at the cost of minimum
view random access. For measuring random access, a simulation of a simple
light field video streaming scenario for a VR application is presented.

In the next section (sec. 2) we briefly present related work on MV-HEVC
light field coding and their different approaches for exploiting redundancies
between views in the 2D space. In sec. 3 we present in detail the different coding
structures proposed in this work. Then, in sec. 4 we describe the experimental
setup and we provide necessary information for recreating the demonstrated
results. Finally, sec. 5 discusses those results along with useful conclusions
we were able to draw with respect to light field video compression and its
applications.
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2 Related work

Several studies in the literature propose methods of restructuring light field
images into 2D video frames and using standardized video codecs and their
extensions for compression purposes. In that way, they are able to exploit
spatial redundancies between views in space by treating them as consecutive
frames in time. For instance, in [11], the authors used the sub-aperture views
of a light field image as video frames and code them using HEVC. In [12],
pseudo multi-view sequences were created from light field images and coded
with standard MV-HEVC using a 2D bi-directional prediction scheme. Liu et
al. propose an HEVC scalable coding approach (HEVC-SC) by using a sparse
interlaced view image set and disparity maps [13]. A hybrid linear weighted
prediction scheme for coding light field images using the screen content coding
extension of HEVC (HEVC-SCC) is proposed in [14].

While numerous efforts have been made to efficiently compress light field
image data similar to conventional video, light field video coding has been
an emerging field of research as well. Both MVD and MVC techniques are
typically deployed and deliver acceptable results. While MVC offers a more
straightforward implementation, it focuses on the compression of a given num-
ber of camera views and it is not able to facilitate the generation of additional
views. Therefore, the new immersive video coding standard (MPEG-I) is ex-
pected to be MVD-based. With the right additional coding tools MVD can
slightly outperform current MVC methods. However, in the absence of readily
available depth maps for each camera view and/or the absence of depth coding
tools and view synthesizers, MVC methods are convenient solutions for light
field video coding. Dricot et al. propose an efficient full parallax prediction or-
der for the optimization and the exploitation of inter-view dependencies [15].
Their method, namely Central2D outperforms conventional MVC prediction
structures used in the past (see fig. 3) for the purpose of multi-view video cod-
ing [16]. Wang et al. propose an MVC-based approach (see fig. 4) by enabling
a two-directional (horizontal and vertical) inter-view prediction scheme [17] to
eventually outperform the Central2D method [15]. On the other hand, Conti
et al. experiment with MVD light field video coding and they recommend a
geometry-based disparity compensation scheme aiming to only code the depth
map of the base view [18].

Due to the high dimensionality of light fields and the resulting amount
of data which is prohibitive for real-time immersive applications, alternative
approaches which depart significantly from traditional coding techniques have
been proposed as well. For example, steered mixture-of-experts (SMoE) is a
promising framework for delivering the required 6DoF for camera-captured
content [19,20]. SMoE focuses on the generic representation of multidimen-
sional image modalities while operating in the spatial domain and offering
pixel-parallel decoding capabilities [21].
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Fig. 3 Typical coding structures found in the state-of-the-art literature for inter-view
prediction (spatial ordering and inter-dependencies). On top, a spiral scanning topology (a)
for a 3 × 3 light field for which an IBPBP prediction structure (b) is applied. Beneath,
customized coding structures (c),(d) and (e) for a 5× 3 camera array proposed in [16], and
the Central2D method (f) proposed in [15].

3 Proposed Coding Structures for Light Field Video Coding

In this section, the tested light field video coding structures for MV-HEVC are
presented in detail. Four different coding structures have been implemented,
aiming to find an optimal solution in terms of rate-distortion performance
and random access capabilities. As such, the presented implementations are
covering a set of MVC solutions ranging from true random access in time and
space (free navigation) to most optimal coding performance (lowest bit-rate
for the highest video quality). The four configurations consist of:

– an all intra-coded anchor scheme (AllIntra) for allowing full independence
between frames/views (true random access),

– an anchor scheme where inter prediction between frames in time (Inter-
Frame) is allowed and every view is an independent HEVC sequence,
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Fig. 4 Coding structure proposed in [17]. On top, the indexing (a) for a 3 × 3 light
field (raster scan), for which the proposed prediction structure (b) is applied. Beneath, the
temporal prediction structure is visualized as well, for n = 3 camera views. While this
approach outperforms previously proposed ordering structures, it is too complicated for
random access applications due to its multiple dependencies.

– a proposed scheme where a central view (CenterView) is being used as
reference and all other views are P-predicted from that center view,

– and a proposed scheme where inter-dependencies between frames in time
and neighboring views in space are fully exploited (Full).

In terms of compression efficiency, a scheme which exploits all sorts of redun-
dancies would be considered the best configuration. A scheme which deploys
the maximum and most optimal temporal and inter-view dependencies is the
scheme which will require the least bit-rate for providing the best video qual-
ity. However, when considering free navigation, such a scheme will not allow
view random access at any possible time instance due to all the necessary
frames which are required for reconstructing a randomly requested picture. To
reduce the complexity at the decoder side and make a choice of random access
over compression rate, frame dependencies need to be minimized. Optimally,
frame independence is achieved by using only HEVC intra-prediction for cod-
ing all frames. However, the bandwidth requirements for such a solution are
quite demanding. Therefore, depending on the application requirements, the
scheme which provides the right trade-off between random access freedom and
compression efficiency can be adequately chosen.
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3.1 AllIntra

To cover the whole range from true random access to best compression effi-
ciency, we start from an all intra configuration, namely AllIntra. Every view
at every time instance is independently coded such that true random access
in time and in space is provided. Consequently, all frames are coded using
only intra prediction (I-frames). No temporal predictions are being performed
between frames in time nor between views in space (fig. 5). In this case, the
presentation frame rate is the same as the decoding frame rate. While an
AllIntra case enables full random access and completely avoids temporal arti-
facts, it is however computationally expensive, something which makes it less
practical.

View 1 I I I I I I I I I I

View 2 I I I I I I I I I I

View 3 I I I I I I I I I I

...

... ... time

Fig. 5 Fully random accessed case used in the AllIntra anchor scheme. Each view/frame
is coded independently without a single inter-dependency.

3.2 InterFrame

In this scenario, multi-view compression is not fully exploited and every view
is encoded as a separate video sequence. Every first frame of each sequence
is always an I-frame and the remaining frames are coded using bi-directional
predictive frames (B-frames) or uni-directional predictive frames (P-frames). If
the group-of-pictures (GOP) size is equal to the intra-period (frequency of the
appearance of an I-frame in time), then all the remaining frames are treated
as B-frames. This is similar to the typical hierarchical-B coding structure used
in HEVC [22]. Since every view is a separate sequence, there are no dependen-
cies between different views. Therefore, while watching a specific view and a
switch to another view is necessary, that other view would need to be decoded.
This scheme is similar to conventional adaptive streaming techniques [23,24].
However, the absence of inter-view dependencies leaves a large room for im-
provement in terms of redundancy exploitation, and therefore compression
efficiency. Fig. 6 depicts an example of the InterFrame scenario for light field
video coding used in this work. Note here, that the intra-period is larger than
the GOP size (in this case GOP= 8), and therefore the first frames of a GOP
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within an intra-period are coded as a P-frame. One could argue that instead of
using a new I-Frame for each intra-period of each independent light field view,
the corresponding key-frame of a previously decoded neighboring view could
be used. In other words, a more bandwidth-efficient simulcast-based scheme
at the cost of full view-independence. For this work’s experiments, we name
this enhanced InterFrame scheme Interframe+ (see sec.4).

View 0 I B B B B B B B P B

View 1 I B B B B B B B P B

View 2 I B B B B B B B P B

...

... ...
time

Fig. 6 Temporal HEVC prediction structure (hierarchical-B) used in the InterFrame
scheme. Each view is considered as a separate HEVC video sequence with no inter-view
dependencies as in typical MVC. In the InterFrame+ case, only one view is using I-frames
and all other views are using P-frames instead.

3.3 CenterView

This is the proposed solution where only one view, typically a center view,
is encoded as a regular video. The other views are predictively coded (P-
pictures) from that center view as depicted in fig 7. While the center view
uses hierarchical-B coding structure for inter-prediction, the frames of the re-
maining views are P-predicted from the corresponding frame within the center
view as illustrated in fig. 8. Randomly watching any position in the light field
video would require the decoder to be able to decode at twice the frame rate
i.e., the center view and the chosen view. In this way, MVC capabilities are
exploited due to the inter-view prediction, while temporal dependencies are
completely discarded from all the surrounding views for the sake of view ran-
dom access. Therefore, random access can be partially claimed since only two
views need to be decoded for offering a frame rate equal to the actual decoding
frame rate. However, a minor disadvantage of this scheme is that in future light
field applications where light fields consist of several hundreds or thousands
of views with a large base-line between them, it will then be harder (more
expensive) for a corner view to be encoded using a center view as a reference.
This is due to the large error between the two views because of the significant
distance between the corresponding cameras.
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P P P P

P I P P

P P P P

P P P P

Fig. 7 Coding structure for the CenterView scheme for an example of a 4×4 view light
field video. All views are P-predicted from one single center view (dashed arrows also begin
from the center tile).

Center view I B B B B B B B P B

View 1 P P P P P P P P P P

View 2 P P P P P P P P P P

...

... ...
time

Fig. 8 Proposed prediction structure used in the CenterView scheme for inter-view predic-
tion. Every frame from every view is predicted by its corresponding frame originated from
a center view. The center view uses hierarchical-B coding structure for temporal prediction.

3.4 Full

This structure is the most compression efficient setting presented in this paper.
Within MV-HEVC, an IPBBBB coding structure is deployed (see fig. 9-b) for
exploiting dependencies between the closest neighboring views. To result in
this coding structure, the views need to be indexed in 2D space. There are
unlimited scanning topologies which can be used for indexing the different
sub-aperture views. For reaching optimal coding efficiency, we used a modified
spiral scanning technique as shown in fig. 9-a for a light field with 4×4 views,
similar to our previous work [10,20]. Starting from the corners of the grid, the
2D space is scanned by revolving in a clock-wise manner until the center view
points are reached. For an optimal encoding structure, the maximum number
of possible bi-directional dependencies must be used for a significant reduction
in bit-rate. Therefore, vertical correlations (and not only horizontal) between
views need to be considered as well [17]. Consequently, for predicting an actual
view, the two closest horizontal, vertical or diagonal views are used similarly
to the illustration in fig. 9-b. A slight preference for the closest horizontal view
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is given, since the human visual system is more sensitive to horizontal correla-
tions [25]. An example of the basic MVC bi-directional prediction principle is
illustrated in fig. 10. The views are reordered by following the proposed index-
ing topology, and the dependencies are organized accordingly. While this is an
efficient solution for coding light field video at minimum bit-rate ranges, the
temporal inter-dependencies and the inter-dependencies between views com-
plicate random access to a great extent. More specifically, to have random
access capabilities and be able to see any random view at any point in time
when using this scheme, all views need to be decoded at once. In other words,
the decoding hardware needs to decode at n times (n is the number of views)
the frame rate to provide the full light field experience.

1 4 5 2

11 12 13 6

10 15 14 7

3 9 8 0

(a)

P B B B

B B B B

B B B B

B B B I

(b)

Fig. 9 Grid view of the 8×8 light field view ordering structure (a) and inter-view prediction
structure for a 4 × 4 light field view case (b) used in the proposed Full prediction scheme.
Each view is predicted by using two other (horizontal, vertical or diagonal) neighboring
views.

View 0 I B B B B B B B P B

View 1 B B B B B B B B B B

View 2 P B B B B B B B B B

...

... ...
time

Fig. 10 Typical MVC coding structure for inter-view and temporal prediction. The same
principle has been used in the Full coding scheme with a modified view ordering structure
as shown in fig. 9.
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4 Experiments

In this section, we compare the performance of the coding structure method-
ologies presented in this work with regard to compression gain and random
access. The dataset used for this comparison is the light field videos provided
by researchers from the University of California [26]. It contains three light
field sequences namely cats, train1 and train2. In fig. 11, a thumbnail picture
of each dataset is shown. The dataset consists of three camera-captured light
field video sequences in total, two with a resolution of 512×352 pixels and one
of 544×320 pixels. All test sequences were captured at 30 frames per second
for approximately 100 frames and 8 × 8 = 64 views. In terms of content, the
scene is relatively static with the motion of the moving object(s) gradually
increasing from cats to train1 to train2. The reference MV-HEVC software
HTM-16.5 [27] was used for encoding and decoding the three light field video
sequences in four different coding structure scenarios (AllIntra, InterFrame,
CenterView, Full - see sec. 3). The GOP size and intra period used in all cases
with temporal dependencies were 8 and 24 respectively (random access at
roughly each second) as recommended in [28]. Fig 12 shows the view indexing
for the proposed Full prediction scheme.

Fig. 11 The three light field video sequences used in this work. From left to right, "cats",
"train1" and "train2" [26].

1 4 5 20 21 6 7 2

19 28 29 36 37 30 31 8

18 47 48 49 50 51 38 9

27 46 59 60 61 52 39 22

26 45 58 63 62 53 40 23

17 44 57 56 55 54 41 10

16 35 34 43 42 33 32 11

3 15 14 25 24 13 12 0

Fig. 12 Grid view of the 8×8 light field view ordering. This is an adaptation from the 4×4
example presented in fig. 9, and the inter-view dependencies can be drawn accordingly.
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For assessing the light field video quality we used conventional video qual-
ity assessment (VQA) techniques [29]. For accelerating the process and not
calculating quality metrics for each individual view of our 8× 8 view dataset,
a shortcut method has been utilized, similar to previous works [19,20]. Five
views taken from different areas of the 2D space were selected and a single 2D
video sequence is created by iterating through those selected views as visual-
ized in fig. 13. It is still not clear which quality metric is the best for measuring
light field video quality. Therefore, we calculated two conventional VQA met-
rics, peak signal to noise ratio (PSNR) and structural similarity index (SSIM).
Since both metrics correlated well for the tested content we only present PSNR
as the distortion unit. Typical values for the PSNR in lossy image and video
compression are between 30 and 50 dB (bit depth of 8 bits), where higher is
better.

1,1 1,2 1,3 1,4 1,5 1,6 1,7 1,8

2,1 2,2 2,3 2,4 2,5 2,6 2,7 2,8

3,1 3,2 3,3 3,4 3,5 3,6 3,7 3,8

4,1 4,2 4,3 4,4 4,5 4,6 4,7 4,8

5,1 5,2 5,3 5,4 5,5 5,6 5,7 5,8

6,1 6,2 6,3 6,4 6,5 6,6 6,7 6,8

7,1 7,2 7,3 7,4 7,5 7,6 7,7 7,8

8,1 8,2 8,3 8,4 8,5 8,6 8,7 8,8

(2, 2) (3, 6) (4, 4) (6, 7) (7, 2) (2, 2) (3, 6) (4, 4) ...

1 2 3 4 5 6 7 8 ...Frame#

time

View#

Fig. 13 Frame structure of video sequence generated out of different light field views for
quicker quality assessment. Five views generated a single video sequence which used for
evaluation purposes respecting the standardized video quality assessment methods.

As seen in fig. 14, in terms of rate-distortion, the proposed CenterView so-
lution performs better than the InterFrame (no inter-view dependencies), yet
worse than the Full (fully-referenced) scenario. More specifically, for achieving
37 dB in the PSNR measurement, network capabilities of approx. 1, 3, and 9
Mbps would need to be deployed respectively for Full, CenterView and Inter-
Frame (see fig. 15). However, the main advantage of CenterView is its freedom
in terms of random access, since it requires the decoding of at most two views
at any time to select any random view. Additionally, by using CenterView
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instead of InterFrame, significant bit-rate savings can be achieved. Similarly,
by using the Full instead of the CenterView solution, a remarkable bit-rate
reduction can be achieved as well. Nevertheless, using the Full solution comes
at an important cost of losing any freedom in terms of random access (table 1).
For the best-performing Full case, a comparison with the work proposed by
Wang et al. [17] is given in fig. 16. Lastly, fig. 17, shows where the Center-
View stands between the Simulcast InterFrame case and an enhanced version
of InterFrame (InterFrame+) where full view independence is sacrificed for
bandwidth efficiency (see sec.3.2).
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Fig. 14 Rate-distortion comparison between the four different random access scenarios
tested in this work, for each one of the three datasets. Logarithmic scale is used for better
visualization.
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Fig. 15 Comparison between three different tested prediction structures which can be used
in realistic scenarios (in terms of bandwidth), for each one of the three datasets. Depending
on the content, the proposed CenterView structure can closely compete prediction structures
where full inter-view dependencies are enabled (Full).
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Fig. 16 Comparison between the best-performing in terms of compression efficiency pro-
posed scheme in this work with a proposed scheme from the literature (see fig. 4) [17].

We estimated the average number of necessary decoded pictures required
to be able to access the video at a random time instance and then switch
to another random view in space (table 2). Fig. 18 shows an example of the
derived estimation of the results shown in table 2. AllIntra offers full frame
independence, although it is inefficient in terms of required bit-rate. The most
efficient in terms of bit-rate Full scheme needs all the frames to be decoded,
due to its multiple inter-dependencies. Interframe (temporal prediction only)
needs 10 frames on average for switching views at any time instance, and the
CenterView (proposed random access scheme) requires an average of approx.
5.88, 5.93 and 5.99 decoded frames (less than 25% of total frames) while of-
fering acceptable rates. The most compression efficient methods proposed in
the literature either require to decode all frames [17], or need an average of
approx. 38% more frames [15], for the number of tested views (3 × 3, 4 × 4,
and 8× 8).

Table 3 shows the Bjøntegaard-Delta rate (BD-rate) [30], i.e., the bit-rate
overhead for the same quality, between the different tested scenarios. Negative
values represent improvement of the CenterView over the scheme in compar-
ison. For instance, we achieved 61.3% of bit-rate savings when we switched
from InterFrame to CenterView (for the cats sequence). On the other hand, a
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Fig. 17 Comparison of the proposed CenterView scheme with the InterFrame simulcast
scheme and an enanced version of InterFrame (InterFrame+) for increased compression
performance at the cost of view independence.

90.7% bit-rate overhead was observed when a switch from Full to CenterView
was made for the same dataset.

Table 1 Summary of the results for the four MV-HEVC coding structure scenarios in terms
of bit-rate (Mbps) and view random access efficiency.

Prediction structure Bitrate (Mbps) View random access efficiency
AllIntra ×101 −×102 Yes
InterFrame ×100 −×101 No
CenterView ×10−1 −×100 Yes
Full ×10−1 −×100 No
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Fig. 18 Example of frames labeling based on the number of decoded pictures needed for
visualizing each frame for the proposed CenterView structure. Using the above labeling, we
estimate the average number of decoded frames necessary for accessing a random frame in
time of a random view in space, and instantaneously switch to another view. Dependencies
between frames can be seen in fig. 8.

Table 2 Average number of decoded pictures needed for switching from a frame at a random
time instance to another view in space. The results apply for a sample of 24 frames.

Number of decoded frames
Setting 3× 3 views 4× 4 views 64× 64 views
AllIntra 2 2 2
InterFrame 10 10 10
CenterView 5.88 5.93 5.99
Full 24 24 24
Central2D [15] 10.25 13.76 21.66
Wang et al. [17] 24 24 24

Table 3 Bjontegaard-Delta Rate (BD-Rate) percentages in terms of bit-rate overhead of
the proposed CenterView setting when compared to the tested scenarios.

Sequence CenterView vs. Full CenterView vs. InterFrame CenterView vs. AllIntra
cats 90.7 -61.3 -96.9
train1 171.7 -28.6 -94.4
train2 31.1 -84.7 -98.1

5 Conclusions

In this work the goal is to seek for a prediction structure scheme within multi-
view coding which is not efficient only in terms of compression efficiency, but
in terms of random accessibility as well. The target application is light field
video compression aiming at VR applications. Consequently, we propose a pre-
diction structure (CenterView) which offers an acceptable trade-off between
bandwidth requirements and ease of use in free navigation applications. We ad-
ditionally propose a prediction scheme (Full) which aims at the minimization
of bit-rate requirements by efficiently exploiting spatial redundancies between
different views. For comparison reasons we implemented two anchor schemes
and a widely-used prediction scheme from the literature of light field video cod-
ing. The anchors, namely AllIntra and InterFrame, use only intra-prediction
and only temporal prediction, respectively.



Random access prediction structures for light field video coding with MV-HEVC 19

The best configuration in terms of random access, the AllIntra scheme, en-
codes all views and all frames independently using only I-frames. However, the
large bitrates needed for encoding makes it inefficient. The proposed solution
(CenterView) has the best trade-off between random access and compres-
sion efficiency, providing remarkable improvement when compared to simul-
cast (InterFrame) and enhanced simulcast solutions (InterFrame+). On the
other hand, when compared to the (Full) solution, which is optimal in terms
of compression gain but without random access capabilities, the CenterView
solution needs at most two times more bit-rate for the same quality to offer
full view random access only by decoding a maximum of two views at a time.
That makes the CenterView a realistic solution for coding light field video
data while retaining random access features necessary for free navigation in
VR.

Finally, the performance is content-dependent. In cases where less motion is
present in a video, one can assume that the CenterView will offer less gain (due
to the preference of inter-view over inter-frame dependencies) than the one
presented in the current results since less motion typically causes better inter-
frame (temporal) predictions and therefore more compression gain. However,
since temporal prediction is also crucial for coding the reference central view,
the proposed CenterView structure will benefit from it as well in terms of bit-
rate savings. The same reasoning holds for inter-view or inter-tile differences.
When objects are further from the camera, or the array of cameras, then
inter-view predictions are expected to improve performance.

The findings of this work indicate that it is possible to enable random
access capabilities in light field video coding, a crucial requirement for freely
navigating through different views in VR applications. In the past, random
access has been discussed in the literature of multi-view video coding. However,
no work investigated both compression efficiency and random access at the
same time. The proposed CenterView scheme can be readily applied in light
field video coding solutions in MV-HEVC for significantly reducing decoding
delays while maintaining the ability of switching between views. Future work
consists of investigating random access in multi-view plus depth techniques,
which appear to be the basis of the future immersive video coding standard
of MPEG.
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