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#### Abstract

The use of robots to map disaster-stricken environments can prevent rescuers from being harmed when exploring an unknown space. In addition, mapping a multi-robot environment can help these teams plan their actions with prior knowledge. The present work proposes the use of multiple unmanned aerial vehicles (UAVs) in the construction of a topological map inspired by the way that bees build their hives. A UAV can map a honeycomb only if it is adjacent to a known one. Different metrics to choose the honeycomb to be explored were applied. At the same time, as UAVs scan honeycomb adjacencies, RGB-D and thermal sensors capture other data types, and then generate a 3D view of the space and images of spaces where there may be fire spots, respectively. Simulations in different environments showed that the choice of metric and variation in the number of UAVs influence the number of performed displacements in the environment, consequently affecting exploration time and energy use.
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## 1. Introduction

Mobile robotics is being applied more often to not only solve problems found in industrial environments, but also applied to services and home uses. For example, robots can be used in the process of warehouse automation, space monitoring, and house cleaning. These new applications show that a mobile robot can perform complex tasks while navigating unknown environments and avoiding unexpected obstacles by reacting to environmental stimuli [1]. Another application of mobile robotics is in the support of rescue teams in natural-disaster or catastrophe situations. Exploration might put the life of rescue-team professionals in danger. The use of Unmanned Aerial Vehicles (UAV) may assist rescue activities, especially in indoor areas where the arrival or movement of a ground robot is sometimes impossible. Access to unknown indoor areas requires techniques for defining the space where a robot is positioned, generating environmental mappings in order to aid teams in the reconnaissance of these areas where the use of global positioning systems (GPS) is unavailable. Thus, an autonomous robot must deal with two critical problems to survive and navigate in its environment: mapping the environment, and searching for its own location in the map [2].

For rescue environments, the time for space recognition becomes critical. Thus, the use of multiple robots can reduce environment exploration time. The collective construction of a map that is used to
displace both multiple robots and the rescue team must represent spaces where it is possible to move and points that need more attention, such as human-temperature recognition, toxic elements, fires, and other factors that could be life-threatening.

This work proposes a mapping approach that was bioinspired by honeycomb construction. Honeybees use hexagonal-pattern cylinders to progressively build a complex structure by adding wax produced and manipulated by several bees [3]. This hexagonal structure allows the construction of combs with less wax (material saving), with the capacity for more storage. The construction of a honeycomb structure starts from a cell floor. Then, the structure is progressively extended in depth by adding more materials around the cell walls. The hive combs are the result of the collective work of hundreds of bees. There is no central commander/master for the building process. The individuals follow simple rules related to environmental construction (e.g., only one bee at a time can build a particular comb, and a new cell must be adjacent to an existing cell), so that this environment influences behavior, which, in turn, transforms the environment, it being a mechanism of synergy [3].

The scope of this work is in the application of simulated models of UAVs with similar configuration, and in addition, it will make use of simulation environments to validate the developed method. In this way, details and restrictions of communication technologies are abstracted.

## 2. Related Works

### 2.1. Map Generation

Building an environment map is necessary for both robot exploration and in simultaneous localization and mapping (SLAM) tasks. In [4], map generation was partitioned into three parts: metric, topological, and hybrid maps. Cartographic maps are able to make use of Vector map ([5-7]); however, they are not the focus of this work.

### 2.1.1. Metric Maps

Metric maps try to extract the features and geometric properties of the environment, and they are represented as a grid, geometric, or feature map [8]. Often, metric maps are probabilistic [4], and establish methods for modeling noise and its effects on environmental modeling. The approaches are based on a Bayesian filter, graph-based SLAM, and submap-joining SLAM.

### 2.1.2. Topological Maps

Topological maps represent the environment in graphs, where nodes represent places and objects of interest, and edges represent the spatial relationship or path between nodes [4]. In addition to providing a more compact representation of the environment than metric maps, topological maps provide a higher-level symbolic understanding for planning and navigation tasks. While metric maps are achieved with odometry-error accumulation, topological maps are built without the worry of metric aspects. Odometry errors that are accumulated between graph nodes do not necessarily accumulate through the global map.

### 2.1.3. Hybrid Maps

Hybrid maps combine the advantages of metric and topological mapping. Topological mapping is applied for a global view of the environment, while metric mapping is applied to smaller areas, which reduces computational complexity during metric-information processing. A hybrid-map form is the use of each topological-map node to represent a small metric map, and edges between nodes represent the path from the center point of one metric map to the center point of the next metric map [4].

### 2.2. Multiple Robots in Environment Mapping

Solutions that use multiple robots are characterized by the application of homogeneous and heterogeneous robots. Many related works make use of SLAM algorithms, but the focus of this work is environment exploration. Thus, works that make use of SLAM were considered for understanding the way they build the maps.

In [9], the authors performed collaborative space mapping with UAV and Unmanned Ground Vehicle (UGV) modeling through complementary maps. While the UGV does 2D area mapping, the UAV does 3D mapping of orthogonal objects in the environment. In [10], the authors presented a practical application, which is the mapping of areas struck by earthquakes. This being an implementation that uses a UAV and UGV, operation is semiautonomous. That happens because the UGV is remotely controlled, but when it faces obstacles it cannot overcome, the UAV autonomously does the mapping of the area. The execution of a 3D SLAM is done by the UAV via an RGB-D sensor, and by the UGV with a laser scanner. In [11], the UAV implements a Parallel Tracking and Mapping (PTAM) on the basis of sonar readings, while the UGV executes a Visual SLAM (VSLAM) fed by RGB-D and laser sensors. The work's goal was heterogeneous exploration using integer programming. The UGV has its own VSLAM and, for places that it cannot explore, the UAV is put in action using PTAM. UAV data via PTAM are then sent to the UGV and integrated in a VSLAM.

Some works that only use UAVs are presented: [12] uses a swarm to distribute areas to be explored by the UAVs. The focus is the use of UAVs for both hunting and cleaning. Here, in a group of many UAVs, one is defined as a sentinel and partitions the area for exploration. The work of [13] modified the PTAM algorithm for multiple agents using monocular cameras. Environment exploration is done cooperatively with recognition of points of interest. The definition of exploration is done via auction, where each bid is the linear distance of each UAV to the point being explored. The shortest distance wins the auction. In [14], an adaptation of PTAM (Parallel Tracking and Multiple Mapping-PTAMM) with the use of RGB-D, inertial measurement unit (IMU), and infrared (IR) sensors was presented. The work did localization and mapping using RGB-D sensors. A characteristic of this work is that it decomposed a 3D SLAM problem in a monocular SLAM with sparse representation.

There are solutions that implemented cooperative indoor mapping by using only UGVs [15-19]. In [15], heterogeneous robots were used in 2D and 3D area mapping using laser scanners, performing 3D and 2D cooperative mapping via autonomous agent navigation. Here, each robot builds a local map and sends the relevant data to a central server, where the data are joined with existing data using join-compatibility branch and bound (JCBB) implementation. In [16], the authors adapted the FastSLAM algorithm for multiple agents by also using laser scanners. Presenting a version of FastSLAM adapted to multiple UGV robots, it could perform cooperative mapping with the stigmergic potential field (SPF) technique, which represents behavioral influences of gathered data from the operational environment of one of the agents. In [17], the UGVs executed a VSLAM via a monocular camera. The creation of cooperative SLAM was based on salient landmarks to represent prominent characteristics. For that, each robot performs its own monocular SLAM with Extended Kalman Filter (EKF). The merge algorithm uses duplicated landmarks to increase the accuracy of the centralized map. In [18], a laser and webcam were used to model an area. By employing multiple autonomous UGVs, this work performs exploration with teams of robots for learning. Each robot creates a partial 3D map that it shares with other robots in its communication range. A global map is created on the basis of matching poses and mutual characteristics found in individual maps. The authors in [19] presented an implementation of multiple GraphSLAM using a stereo camera. Here, autonomous UGVs perform 6D mapping of an area using graph topology to separate uncertainty estimates of the local filters of multiple robots in a SLAM graph.

## 3. Methodology—Bioinspired Mapping Method

For [20], an exploration task is the combination of both mapping and robot motion-control activity.

This work proposes an environment exploration method with multiple UAVs inspired by how bees build hives. The authors in [3] discussed how bees perform hive construction. Following the behavior of bees in the construction of each honeycomb, UAVs perform the build and exploration map in a similar way, where combs are represented as hexagons. Each honeycomb can have only one bee occupying its space, so each hexagon can hold a maximum of one UAV. The built map is a collection of hexagons.

The construction of a beehive begins with the work of the first bee, which begins construction of the first honeycomb using wax to build its walls. Similarly, in the proposed method, a first UAV, identified as the sentinel, generates the first map hexagon, checking whether there are adjacencies for each of the six sides (honeycomb walls). In this case, the term adjacency means the possibility for a UAV to move from one hexagon to another. Thus, a hexagon exists on the map if and only if it is possible for a UAV to fully access it from another hexagon on at least one of its six sides, so obstacles cannot exist between the center of one hexagon and the center of the other hexagon. Figure 1 shows a UAV exploring a hex that should rotate at six angles: $\pi / 2, \pi / 6,-\pi / 6,-\pi / 2,-5 \pi / 6$, and $5 \pi / 6$. Each evaluated hexagon with possible adjacency is marked with an identifier.


Figure 1. Unmanned Aerial Vehicle (UAV) in hexagon exploration.
Briefly, the UAV explores the hexagon in each of its six angles, sets a new hexagon to explore and moves to this, starts a new exploration. The Figure 2 shows this action.

Once the sentinel UAV finishes the first scan, all UAVs can start searching for spaces to explore. To control the hexagons identified in the reading process from each of the six angles, some structures are used. To record the identifiers (ids) of the explored hexagons, a list called "visited hexagon list" is used. When the UAV rotates and finds adjacency for a new hexagon, a new id is generated and added into a structure called a "not visited hexagon list". Thus, a UAV searching for a hexagon to explore should perform this search in the "not visited hexagon list".

(a) Action 1: explore the first hexagon.

(b) Action 2: get a new hexagon to explore and scroll to it.

(c) Action 3: explore the new hexagon

Figure 2. Exploration stages.
At the end of hexagon exploitation, id is removed from the latter list. Figure 3 presents two UAVs exploring a given space. In this case, exploration started with hexagon 1, which was already explored. For illustration purposes, hexagon 1 is green, indicating that it was already fully explored. In its exploration process, adjacencies were identified with hexagons $2-4$, which were inserted into the "not visited hexagon list". When a UAV began exploring hexagon 2, hexagons 5-7 were identified. Blue hexagons represent spaces in exploration, while yellow ones are those that were identified but not yet explored. The exploration process ends when the "not visited hexagon list" is empty.


Figure 3. Multiple UAV exploration: green hexagon, explored place; yellow hexagons, places that have adjacency, but not yet explored; blue hexagons, places that are explored by UAV; white hexagons, unknown places that are mapped in future steps.

### 3.1. Environment Exploration

Figures 4 and 5 present state diagrams of the scanning activity of both sentinel and other UAVs. The sentinel UAV only behaves differently in the first exploration (where it generates the first id from point $x y z$ from its placement); in the others, it has the default behavior of the other UAVs.

## sentinel UAV begining



Figure 4. First sentinel UAV exploration.


Figure 5. All UAVs after first sentinel exploration.

### 3.1.1. Checking If "Not Visited Hexagon List" Is Empty

This is the stopping criterion of the exploring algorithm. Each uncovered discovered hexagon is inserted into the "not visited hexagon list". When a UAV receives a id to explore, it remains in the "not visited hexagon list" to the end of the exploration, but the UAVs that it exploits are registered. This ensures that no UAV stops the exploration process without actually having any new spaces to explore. For example, at one point in the exploration, one UAV may have finished its exploration, while another is working. If no unvisited hexagons are currently available, the first UAV waits for possible discoveries of the second UAV, which is still in exploration activity. If no new hexagon is discovered, then exploration is finished, or new explorations process are done again.

### 3.1.2. Getting Id/Hexagon to Explore

When a UAV is free (no hexagons in the exploration process), it seeks a new place to explore, which is done in the "not visited hexagon list". To define which is assigned to the UAV, two metrics were defined for different simulations: First-In-First-Out (FIFO) and Euclidean distance. The FIFO metric assigns to the UAV that unvisited hexagon than has been awaiting exploration for the longest, so the first discoveries are the first to be explored. The second metric defines that the hexagon to be explored by the UAV is the one with the smallest Euclidean distance from the initial hexagon (id 1).

### 3.1.3. Go to Hexagon

Once the UAV gets a hexagon to explore, it must travel there. The UAV only transitions through familiar and accessible spaces. Thus, given the hexagon where the UAV is located and the target, one path is defined to go. This path is built from Dijkstra's algorithm [21], with an adapted version from [22]. With this path, the UAV travels the map until it reaches its target.

### 3.1.4. Add Hexagon Id into "Visited Hexagon List"

When the UAV finishes moving along the path defined by Dijkstra's algorithm, it is in the hexagon to explore. At the beginning of the exploration activity, hexagon id is inserted into the "visited hexagon list". This ensures that a UAV identifies a hexagon already found and identified by another UAV, not creating a new id for the same space.

### 3.1.5. Rotate to Angle and Check If Angle Has Adjacent Hexagon

For each six sides of the hexagon (six angles), the UAV should rotate and check for adjacency: a sensor checks if it is possible for the UAV to access the center of the neighboring hexagon; in other words, if there are no obstacles between the two hexagons. If so, adjacency is added to an adjacency matrix. Each angle of the explored hexagon is identified in the honeycomb map with dashed lines if there is adjacency at that angle, or with continuous lines if there is none, as shown in Figure 6.


Figure 6. Honeycomb map.

### 3.1.6. Add Adjacent Hexagon Id into "Not Visited Hexagon List"

When the sensor reading discovers an adjacent hexagon for each of the six angles, and it is not in the "visited hexagon list", it sends it to the "not visited hexagon list", if it is not already there (this is a newly discovered hexagon).

### 3.1.7. Perform RFB-D and Temperature Reads

Map information is available for both UAVs to control their movements in the environment, and for rescue teams to know the space that can be navigated. In addition to obstacle sensors, RGB-D and temperature sensors are used. RGB-D sensors read the 3D angle of the UAV, and a cube view is then built to aid rescue teams in space recognition. At the same time, a thermal sensor reads the temperature from the same angle. If a temperature higher than a reference value is found, it is identified and a photo of the location is taken. In honeycomb map, this scenario is represented with red lines, as shown in Figure 6.

The RGB-D reading returns a matrix structure. The matrix size ( $n x m$ ) and the range of RGB-D sensor are set in a V-REP simulator in the sensor settings. Matrix values are between 0 and 1, where 0 is very close to and 1 very far from the sensor. When the UAV reads RGB-D, the 3D data, and the angle and position of the UAV during the reading are recorded. These data are transformed from a perspective to a global point. For instance, let $R$ be the cube size, amplitude $R G B D$ the extent of the RGB-D sensor, buffer the RGB-D matrix read, $x n$ and $y n$ the buffer dimension, angUAV the UAV Euler angle, and posUAV the $x y z$ UAV position. Algorithm 1 brings the data transformation.

```
Algorithm 1 RGB-D transformation algorithm.
function \([\mathrm{xc}, \mathrm{yc}, \mathrm{zc}]=\) TransformRGBD(R, amplitudeRGBD,
                                buffer, xn, yn, angUAV, posUAV)
\(x c=0 ;\)
yc \(=0\);
\(\mathrm{zc}=0\);
deltaAngleRGBD = double(amplitudeRGBD)/double(xn);
for \(\mathrm{i}=1\) : yn
    for \(\mathrm{j}=1\) : xn
        if (double (buffer (i, j)) <0.99)
            angUAVz=rad2deg (angUAV (3)) ;
                \(-\quad n z\) is the distance in meter.
            ——RGB-D is set to \(2 m\)
            \(n z=\) double (buffer (i, j) ) *2;
            if ( \(\mathrm{j}==1\) )
                    dtAng \(=0\);
                elseif ( \(\mathrm{j}==\mathrm{xn}\) )
                    dtAng=amplitudeRGBD;
            else
                    dtAng=deltaAngleRGBD*double ( j ) ;
            end
                if (dtAng < amplitudeRGBD / 2)
                    alfa \(=\) double \((\) angUAVz \()+((\) amplitudeRGBD / 2) -dtAng\()\);
            else
                alfa \(=\) double \((\operatorname{angUAVz})-(\) dtAng \(-(\operatorname{amplitudeRGBD/2)})\);
            end
            alfarad=deg2rad(alfa);
            _-Sine's Law
            dy = double(nz*sin(double(alfarad))/sin(deg2rad(90)));
            \(\mathrm{dx}=\mathrm{nz} * \sin (\mathrm{double}(\mathrm{deg} 2 \operatorname{rad}(180-90-\mathrm{alfa}))\) )/sin(deg2rad(90)) ;
            ——calculate dz
            \(\operatorname{angUAVx}=\operatorname{rad} 2 d e g(\operatorname{angUAV}(1))\);
            if \(\quad \mathrm{i}==1\) )
                dtAngz=0;
            elseif (i==xn)
                dtAngz=amplitudeRGBD;
            else
                    dtAngz \(=\) deltaAngleRGBD \(*\) double \((i) ;\)
            end
            if (dtAngz < amplitudeRGBD / 2)
                alfaz=double (angUAVx) + ((amplitudeRGBD / 2) -dtAngz) ;
            else
                alfaz=double \((\operatorname{angUAVx})-(\mathrm{dtAngz}-(\) amplitudeRGBD \(/ 2)) ;\)
            end
            dz = nz*sin(double(deg2rad(alfaz)))/sin(deg2rad(90));
            \(\mathrm{xp}=\operatorname{posUAV}(1)+\mathrm{dx}\);
            yp = posUAV(2) + dy;
            \(\mathrm{zp}=\operatorname{posUAV}(3)+\mathrm{dz}\);
            ——Discretizing values.
            \(x c=\operatorname{round}(x p / R) * R\);
            \(y c=\operatorname{round}(y p / R) * R\);
            \(z c=\operatorname{round}(z p / R) * R\);
        end
    end
end
end
```


### 3.1.8. Remove Id from "Not Visited Hexagon List"

At the end of the reading of the six sides of the hexagon, id is removed from the "not visited hexagon list". Then, the UAV can begin the search for a hexagon to explore again if the "not visited hexagon list" is not empty; otherwise, the UAV's exploration activity is finished.

### 3.2. Lock Path Resolution

Throughout the exploration process, the various UAVs will be moving towards their targets, and consequently, their paths may cross. Avoiding collisions is a critical point for an environment with multiple robots. Several approaches have been presented, where means of prevention are proposed by optimized programming [23-25], potential fields [26], sampling-based methods [27], and others. In general, two concepts are applied [28]: one where robots are free and can change their paths, and another where robots have a fixed path with no possibility of changes. Thus, in the first concept, the focus is on changing paths, while in the second, the focus is on controlling movement and time. In [28] a method for treating deadlock for multiple robots where the path is fixed is discussed. To improve performance, some stopping policies are proposed. With these policies, each robot makes the decision to change or wait for another one. A correct-by-construction synthesis approach to multi-robot mission planning that guarantees collision avoidance with respect to moving obstacles are approach in [29], where has done an integration of a high-level mission planner with a local planner that guarantees collision-free motion in three-dimensional workspaces, when faced with both static and dynamic obstacles.

To avoid collisions, the proposed architecture defines that only one UAV can occupy one hexagon (honeycomb) at a time. Thus, it is necessary to have a record of the hexagon that the UAV currently occupies. To do this, each time a UAV moves from one hexagon to another, it records both which one it is in and what is the next move. Collision is avoided in this way; however, deadlock states can happen.

In the proposed approach, it is assumed that a UAV can be found in three possible states: "in exploration", "in displacement" or "stopped". The state "in exploration" means that the UAV is reading the six angles of the hexagon (honeycomb), and generating the mapping data. "In displacement" means that the UAV is moving to a hexagon and make their exploitation. The "stopped" state means that the UAV has no allocated exploration, and is not moving to any honeycomb.

A key element for resolving path blocks in this approach is the Adjacent Degree (AD), which is the number of adjacent hexagons, directly or indirectly, to which the UAV can travel, in order to free the paths. To obtain the AD, each UAV checks how many hexagons are directly adjacent to it, excluding those in which they are occupied by other UAVs. If the AD value is greater than 1 , it means that there is space to perform a maneuver to release the passage. If the AD value is 1 , the AD value for this adjacent single is searched. The AD value found for the adjacent one will be its value as well.

A comparison between the AD values of each UAV is made, and if there is a conflict between UAVs, the one with the highest AD must give way to the one with the smallest, moving to one of its adjacent hexagons to resolve the deadlock. When he finishes moving, he retraces his trajectory for his hexagon to explore and returns to his tasks. The Figure 7 presents a scenario with two UAVs, where the UAV in the blue hexagon has three adjacent hexagons directly and its AD value is 3 , while the one in yellow has a single adjacent one; however, this, in turn, it has two adjacent hexagons, making the UAV AD in the yellow hexagon to be 2 .


Figure 7. Adjacent Degree: blue hexagon has $\mathrm{AD}=3$, while yellow hexagon $\mathrm{AD}=2$.
Considering the existence of several UAVs in the environment, each one identified as $A, B, C, \ldots, Z$, and $A \rightarrow B$ representing the UAV who wants to move to the hexagon which is the UAV B. Some cases of path blocking can happen:

- $\quad$ Case $1 — A \rightarrow B$ and $B \rightarrow A$ :

In this scenario, UAV A wants to move to the hexagon of UAV B, and at the same time, UAV B wants to move to the hexagon where UAV A. Here, each UAV calculates its adjacent degree (AD). The UAV that has the largest AD will open the way to the other UAV.

- Case 2- $A \rightarrow B$ :

In this scenario, only UAV A shows that it wants to move to the hexagon of UAV B; however, B will not go to the hexagon of A is. In this case, UAV B may be in an "in exploration" or "stopped" state. If it is in an "in exploration" state, UAV A will recalculate a new path trying to deflect the hexagon occupied by B. If there is only one path, UAV A waits for UAV B to complete its exploration. On the other hand, if UAV B is in a "stopped" state, UAV B itself will identify that UAV A wants to go to the hexagon it occupies. That way, it will calculate your AD and compare it with the UAV A. If your $A D$ is greater, it will move to a free adjacent hexagon, and otherwise, it will try to move to a hexagon adjacent to the UAV A, which causes them to find themselves in Case 1.

- Case 3- $A \rightarrow B, B \rightarrow C$ and $C \rightarrow A$ :

In this case, two UAVs are unable to mutually identify a deadlock. So, it is necessary to check if there is a cyclically blocking. Thus, from the hexagon to which you want to move, UAV A checks if there are any others that want to move to where it is. If this block is detected, the UAV calculates its AD , and if it is greater than 0 , it will give space for the resolution of the deadlock. After that, the path to the defined hexagon will be recalculated, and then continue your task.

### 3.3. Simulation

To validate the proposed method, simulations were performed with different scenarios and UAV numbers. Through the simulation, it was possible to verify the proposed approach, i.e., to plan the UAV tasks to map a catastrophic environment. Simulations were created with the following setup: CPU, Intel Xeon with 3.33 GHz 6 Core, 6 GB 1333 MHz DDR3 memory, and GPU ATI Radeon HD 5770 1024 MB.

There are several robot simulation environments, such as Open HRP [30], Gazebo [31], Webots [32] and Virtual Robot Experimentation Platform (V-REP) [33]. In this work, we chose V-REP, which has application programming interfaces (API) that allow communication with many programming languages. The proposed approach was implemented in MATLAB [34].

Figure 8 shows the simulation scenarios. Both were $10 \times 10 \mathrm{~m}$ locations. Scenario 1 (Figure 8a) presents a place characterized by rooms with furniture that were knocked down, like an earthquake scene, while Scenario 2 (Figure 8b) is a place with passages; red dots represent fire spots.


Figure 8. V-REP simulation scenarios.
To perform exploration, the simulations made use of two and three similar UAVs. Figure 9 shows a used UAV. The UAV was equipped with an RGB-D camera, a thermal sensor, and a laser sensor. The laser sensor took a 0.5 cm radio to the honeycomb, so distance from a hexagon center to another was 1 m . For each scenario and each configuration (two or three UAVs), simulations were performed with the FIFO and Euclidean Distance algorithms.


Figure 9. UAV in simulation.

## 4. Results

Figure 10 shows scenarios merged with the honeycomb-map build. After the simulations were performed, it was possible to verify the displacements of each UAV within the generated map, as well as the order of honeycomb exploration by each UAV.


Figure 10. Scenarios merged with honeycomb map.

### 4.1. Scenarios and Honeycomb-Map Generation

Figures 11 and 12 show the movements made by the UAVs in the simulations of Scenarios 1 and 2, respectively. Figures 13 and 14 present the exploration order of each UAV with the respective hexagon-definition algorithm to be explored, FIFO and Euclidean distance. The blue line correspond to UAV 1, the red is UAV 2, and the green is UAV 3 (when the simulation had three UAVs).

The yellow circle identifies the highest-traffic hexagon. Hexagon traffic means how many times a UAV went through the hexagon. Table 1 shows the max traffic number in the simulations. Considering the ids of Table 1, and relating them in Figures 11 and 12, these most accessed hexagons were located in places characterized as doors or passageways.

In the simulations, the movements of each UAV were recorded. Displacement means that a UAV moved from a hexagon to an adjacent one. Table 2 shows the displacement number and average per UAV in each simulation in Scenario 1. Table 3 shows the same for Scenario 2. Table 4 bring the exploration time. Tables 5 and 6 details data from both exploration order and displacement.

Table 1. Hexagon traffic.

| Simulation | Scenario 1 |  | Scenario 2 |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Id Hexagon | Traffic Number | Id Hexagon | Traffic Number |
| Two UAVs-FIFO | 8 | 17 | 3 | 19 |
| Two UAVs-Euclidean distance | 4 and 12 | 8 | 3 | 13 |
| Three UAVs-FIFO | 5 and 10 | 15 | 2 | 21 |
| Three UAVs-Euclidean distance | 10 and 13 | 9 | 12 | 14 |

Table 2. Displacement number-Scenario 1.

| Simulation | FIFO | Average/UAV | Euclidean Distance | Average/UAV |
| :---: | :---: | :---: | :---: | :---: |
| Two UAVs | 196 | 98 | 143 | 71.5 |
| Three UAVs | 203 | 67 | 169 | 56.33 |
| Variation | - | $31.63 \%$ | - | $21.21 \%$ |



Figure 11. Displacement-Scenario 1.

Table 3. Displacement number--Scenario 2.

| Simulation | FIFO | Average/UAV | Euclidean Distance | Average/UAV |
| :---: | :---: | :---: | :---: | :---: |
| Two UAVs | 290 | 145 | 206 | 103 |
| Three UAVs | 324 | 108 | 271 | 90.33 |
| Variation | - | $25.51 \%$ | - | $12.29 \%$ |



Figure 12. Displacement-Scenario 2.


Figure 13. Cont.


Figure 13. Exploration order-Scenario 1.

(d) Scenario 2-3. UAV-Euclidean distance.


(c) Scenario 2-3. UAV-FIFO.

Figure 14. Exploration order-Scenario 2.

Table 4. Exploration time.

| Simulation | Scenario 1 | Scenario 2 |
| :---: | :---: | :---: |
| Two UAVs-FIFO | $2: 30: 32$ | $3: 00: 17$ |
| Two UAVs-Euclidean distance | $2: 24: 56$ | $2: 27: 58$ |
| Three UAVs-FIFO | $3: 44: 25$ | $2: 08: 09$ |
| Three UAVs-Euclidean distance | $3: 54: 17$ | $1: 56: 08$ |

Table 5. Exploration order.

| Scenarios | UAV Number | Exploration Order |
| :---: | :---: | :---: |
| Scenario 1 |  | Three UAV - Euclidean Distance |
|  | UAV 1 | 1247161514202327313534394443 |
|  | UAV 2 | 3691112222124292833374041 |
|  | UAV 3 | 51081918131726253032383642 |
|  |  | Two UAV - Euclidean Distance |
|  | UAV 1 | 136971011141613231922283031333734404342 |
|  | UAV 2 | 2548121721242015182527262932353839364144 |
|  |  | Three UAV - FIFO |
|  | UAV 1 | 1268111518212326303335374144 |
|  | UAV 2 | 359121416192225283134394042 |
|  | UAV 3 | 471013172024272932363843 |
|  |  | Two UAV - FIFO |
|  | UAV 1 | 12578101215171921232527293133353739414244 |
|  | UAV 2 | 34691113141618202224262830323436384043 |
| Scenario 2 |  | Three UAV - Euclidean Distance |
|  | UAV 1 | 145712161720242630333541434547535559615265 |
|  | UAV 2 | 269131518192325283234383940445156605063 |
|  | UAV 3 | 3810111422212729313637424648495458576264 |
|  |  | Two UAV - Euclidean Distance |
|  | UAV 1 | 14378913121521182223242728313234374146495155575954436163643640 |
|  | UAV 2 | 25611101416171920252629303335394244475253565848605045626538 |
|  | UAV 1 | 125811161820232730333537404346495356586265 |
|  | UAV 2 | 3691315192225283134384245475054576063 |
|  | UAV 3 | 471012141721242629323639414448515255596164 |
|  |  | Two UAV - FIFO |
|  | UAV 1 | 1256810121416182022242629313335363840424446485052545658596264 |
|  | UAV 2 | 347911131517192123252728303234373941434547495153555760616365 |

Table 6. Displacement order.

| Scenarios | UAV Number | Exploration Order |
| :---: | :---: | :---: |
| Scenario 1 | UAV 1 | Three UAV - Euclidean Distance $\begin{aligned} & 12474101615104714912202312974101518212718151081729313534312928323944 \\ & 39364336322825137531 \end{aligned}$ |
|  | UAV 2 | 1369611129781016192219211815108132413172928171314912233033261413172832 37313538403431292832364139322817842 |
|  | UAV 3 | 125241081016191815108131713142614242513142630261413172832282931353834 31373236323731344042403431291784753 |
|  | UAV 1 | Two UAV - Euclidean Distance $\begin{aligned} & 13696578108711714741216124569139654121620232016121119152225282514 \\ & 1519301915142531252226293337323440343237333943393337323440424034323019 \\ & 114531 \end{aligned}$ |
|  | UAV 2 | 125458541217212421201612111578101810814251474121620232720161211152629 303235383532373339364144363329191142 |
|  | UAV 1 | $\begin{gathered} \text { Three UAV - FIFO } \\ 12523686116845915182115121486112023138451017261710915243033211591017 \\ 263526171091218212430373641444136302415954 \end{gathered}$ |
|  | UAV 2 | 136312591214751016109121922147510162516105714222822147510162531251610 57121521273432394032273330364236302415952 |
|  | UAV 3 | 134751054813845101710548132013814121524212721181922292219182127322733 303630241591016253138251610915212734433427211812743 |
|  | UAV 1 | ```Two UAV - FIFO 125778710612645815891799811191310142114107815231589162516957132027 2013111522292215891625312516991522293335293430373034293339333541352934 30364244423630231585431``` |
|  | UAV 2 | $\begin{aligned} & 13464598111310146459169811181113201311152215871014241464591726179 \\ & 5713202820131115233023158917263226179815222934303630231589162531382516 \\ & 98152229334033293430364336302315852 \end{aligned}$ |

Table 6. Cont.

| Scenarios | UAV Number | Exploration Order |
| :---: | :---: | :---: |
| Scenario 2 | UAV 1 | Three UAV - Euclidean Distance $\begin{aligned} & 145237121116171173248101420141084237121517161824181926303335343641 \\ & 4342454746474853484751555961595451474644524450576265636257494642413631 \\ & 28241816117621 \end{aligned}$ |
|  | UAV 2 | 123624891398426711151116181923192524283234383436393740373641424446 455148515551485356545560555147465057495750575057495762636257494642413937 3432292519171512762 |
|  | UAV 3 | ```1373248108423711732481014108423711152221151117117732481014202720 141084237111618242928313637364142464548454649475154585451474957625750 57505264504442413631282418161173``` |
|  | UAV 1 | Two UAV - Euclidean Distance ```141373245859138542371012151221121518152218172324232728313234373335 394146414449514952555357595451474441434146486061636463616048464139353640 363331282418151211731``` |
|  | UAV 2 | 12454236371110141073145916954237101417141073245916191695423 7101220121073245916192519169542371014182629282730333539424144474952 535653575857535147486050456265504541393835302723171410732 |
|  | UAV 1 | Three UAV - FIFO 1252484237911161811912201297324814231484237911162227263033303537 3640363936384140413841404140413843464549454653505650535850454751556255 51474956615649566164656461564945424138322824181197521 |
|  | UAV 2 | 1323232462379139732481584237913192216119732481525158423791118 24282631262116119732481525293429251584237911182428323841424547444246 504547515452575460636054514744424140363330262116119752 |
|  | UAV 3 | ```13732481084237117324810141084237111522211511171177324810142027 201410842371116182429283136373641424645484546494751545854514749576257 5057505264504442413631282418161173``` |
|  | UAV 1 | Two UAV - FIFO <br> 12356324842361091296324814842369111611121812132013963248152215 842369111624161196324815222622158423691116242928313331353638353440 424442464548455045444752474849544948475256575358534849545954494853586264 615752474442403430272316119631 |
|  | UAV 2 | 131472369119139632481584236911171219129632481421148423691116 23161725242327282730272316119632481522263226221584236911162327303437 3937413734404342454447444549454651464548534845465155504548534853576061 575348495459636563595449454643403430272316119632 |

### 4.2. Cube View and Temperature Caption

In addition to performing the mapping honeycomb in a hexagonal shape, further information can be generated for rescue teams. With the RGB-D sensor, a cube view can be generated. Figure 15 shows the Scenario 1 cube projection (Figure 8a), while Figure 16 shows the honeycomb map.

A cutout of 41 and 44 hexagons from the generated map of Figure 16, and the location of these hexagons in the simulator, are shown in Figure 17. In Section 3.1.7, the TransformRGB-D Algorithm 1 shows how RGB-D points are converted into 3D cubes.

In Figure 16, red lines (continuous or dashed) indicate the temperature reading above a reference value. Then, a fire-spot photo was recorded. Figure 18 shows the caption of hexagon 14 in Scenario 1.


Figure 15. Three-dimensional cube view.


Figure 16. Honeycomb-map simulation-Scenario 1, three UAVs, Euclidean distance algorithm.

(a) Three-dimensional cube view-hexagons 41 and 44 .

(b) V-REP scenario 1-hexagons 41 and 44.

Figure 17. Clipping of hexagons 41 and 44 of Figure 16.


Figure 18. Fire-spot—hexagon 14 of Scenario 1.

## 5. Discussion

Topological mapping reduces information processing compared to metric mappings. The graph structure allows the execution of generic algorithms, such as the Dijkstra algorithm, used in trajectory planning. The data presented in Section 4 show the behavioral differences in the simulations considering number of UAVs, and algorithms in the definition of places to be explored, besides environment characteristics. By comparing the simulations, we verified that traffic in the hexagons was reduced when there was an algorithm change (FIFO for Euclidean Distance), as can be seen in Table 1. When comparing the change in UAV number, there was a slight increase in the maximum traffic value and exploration time, as can be seen in Table 4. When Scenario 2 is analyzed, the variation in the number of UAVs from two to three, in both FIFO and Euclidean Distance algorithms, reduces the exploration time. Already in Scenario 1 the opposite occurs. This happens due to the characteristics of the scenarios, where Scenario 2 has wide passages and more space for maneuvers, while Scenario 1 is composed of rooms and narrow doors, which influences the processing to avoid collisions in this points that were bottlenecks on the map. To decrease these values, an algorithm that considers not only Euclidean distance, but also the arrangement of UAVs and hexagons as a whole, should be evaluated.

On UAV displacement in the simulated scenario, Tables 2 and 3 exhibited a strong reduction in UAV movement when increasing the number of UAVs and changing the algorithm of choosing hexagons to explore. For Scenario 1, the change in the number of UAVs in the FIFO algorithm showed $31.63 \%$ reduction in average displacement per UAV. For the Euclidean distance algorithm, the reduction was $21.21 \%$. By changing the simulation with two UAVs to three, and the FIFO algorithm for the Euclidean distance algorithm, reducing displacement in the scenario reached $42.52 \%$; the same analysis for Scenario 2 showed a displacement decrease of $37.7 \%$. This saves both energy and exploration time .

## 6. Conclusions

This work presented an environment mapping method inspired by how bees build their hives. Since only one bee constructs and occupies the space of a honeycomb, a topological map was constructed so that UAVs involved in the mapping process behaved similarly to bees. The definition of which honeycomb the UAV should map depends on a metric. The performed simulations considered two metrics to define which honeycomb should be mapped, FIFO and Euclidean Distance. In addition, simulations were performed by changing the number of UAVs. This demonstrated that setting the exploration order has direct impact on the number of offsets and a UAV in the environment, considering its position on the map. This can result in saving both energy and exploration time. Generating RGB-D and thermal-reading information enables rescuers to be prepared for obstacles and dropped objects, but also life-threatening elements such as high temperatures.

## Future Work

Improvements in the definition of the spaces to be explored can be made, with metrics that consider not only distance from the initial hexagon (Euclidean distance), but also UAV location and environmental characteristics. In addition, in identifying points that may endanger the life of the rescue team, the use of gas or other toxic-element sensors may be applied. There is still the challenge of gathering this information and processing it with the use of game theory and machine learning. So far, each UAV works independently; however, it is not identified when a failure occurs with another one. A way of detecting failures and generating contingency plans needs to be implemented in future work. In this work, the representation of the hexagons is made in a projection of the $x$ and $y$ axes. In future work, the $z$ axis will be added, so that this representation has several layers.
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## Abbreviations

The following abbreviations are used in this manuscript:

| AD | Adjacent Degree |
| :--- | :--- |
| ED | Euclidean Distance |
| EKF | Extended Kalman Filter |
| FIFO | First-In-First-Out |
| GPS | Global Positioning Systems |
| IMU | Inertial Measurement Unit |
| IR | Infrared |
| JCBB | Join-compatibility Branch and Bound |
| PTAM | Parallel Tracking and Mapping |
| PTAMM | Parallel Tracking and Multiple Mapping |
| RGB-D | Red, Green, Blue and depth |
| SLAM | Simultaneous Localization and Mapping |
| SPF | Stigmergic Potential Field |
| UAV | Unmanned Aerial Vehicle |
| UGV | Unmanned Ground Vehicle |
| VSLAM | Visual SLAM |
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