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Nowadays, Unmanned Aerial Vehicles (UAVs) are used in many different applications. Using systems of multiple UAVs is the next obvious
step in the process of applying this technology for variety of tasks. There are few research works that cover the applications of these
systems and they are all highly specialized. The goal of this survey is to fill this gap by providing a generic review on different applications
of multiple UAV systems that have been developed in recent years. We also present a nomenclature and architecture taxonomy for these
systems. In the end, a discussion on current trends and challenges is provided.
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1. Introduction

Unmanned aerial vehicles (UAVs) have a wide range of
applications such as surveying and mapping [1], search and
rescue [2], reconnaissance [3], and many others [4–8]. Re-
cently, using several UAVs became a hot topic, since these
systems have several advantages comparing to systems
containing only one vehicle. Some of the advantages are
discussed in [9, 10], but after having analyzed a set of
papers about multiple UAVs, we can extend the advantages
to the following:

. Time efficiency: The missions operational times can
be significantly reduced with the use of multiple UAVs.
The most drastic effect can be found in tasks such as
target search, exploration, etc. One of the examples is [7]
addressing urgent detection of nuclear radiation in a di-
saster and building a contour map in a cooperative
manner before deploying the salvage. For another

quantitative example, we could imagine a 50 ha field
which is covered by a single UAV in up to 15mins and a
natural park of 13,000 ha. To cover the area of this park
with only one UAV, it would require up to 64 h. Intro-
ducing a team of 20 UAVs for this task would significantly
reduce that time to only 3 h excluding the time spent on
recharging.

. Cost: Sometimes, having a single operating UAV could be
an expensive solution, when having several UAVs could
be much cheaper and reduce the costs related to, for
example, power consumption. One could imagine a use
case with goods deliveries. Having a team of small UAVs
will be a cheaper alternative to using a heavy (>25 kg)
UAV due to the fact that to use this type of UAVs one has
to go through long and costly administrative procedures
with the final price being magnitudes higher.

. Simultaneous actions: A team of UAVs can accomplish
tasks in different geographical locations at the same exact
time contrary to a single UAV. This can be used when it is
necessary to collect information from the points that
cannot be reached by a single UAV. This is the case for the
problems related to continuous coverage.

. Complementarity: In a team of UAVs, each member can
have a specific set of sensors. All the sets would be
complementary to each other. This separation could be
done when all the payload could not be physically located

Received 15 March 2019; Revised 19 June 2019; Accepted 7 November
2019; Published 2 April 2020. This paper was recommended for publica-
tion in its revised form by editorial board member, Jinwen Hu.
Email Address: *georgy.skorobogatov@upc.edu

This is an Open Access article published by World Scientific Publishing
Company. It is distributed under the terms of the Creative Commons At-
tribution 4.0 (CC BY) License which permits use, distribution and repro-
duction in any medium, provided the original work is properly cited.

Unmanned Systems, Vol. 8, No. 2 (2020) 149–169
#.c The Author(s)
DOI: 10.1142/S2301385020500090

149

U
n.

 S
ys

. 2
02

0.
08

:1
49

-1
69

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om
by

 6
2.

57
.1

70
.1

14
 o

n 
05

/0
7/

20
. R

e-
us

e 
an

d 
di

st
ri

bu
tio

n 
is

 s
tr

ic
tly

 n
ot

 p
er

m
itt

ed
, e

xc
ep

t f
or

 O
pe

n 
A

cc
es

s 
ar

tic
le

s.

https://dx.doi.org/10.1142/s2301385020500090


on a single UAV. Or when the mission goals demand
different types of sensors to be located in different areas.
This, for example, was done in one of the experiments
discussed in [11] where one UAV was equipped with a
fire detector, and the second one with an infrared camera.

. Fault tolerance: In case of a single UAV, the loss of it
means a termination of the mission. But when there are
multiple operating UAVs, in some cases, the loss of a UAV
could be mitigated by the algorithm managing the flight
by assigning additional tasks to other UAVs. For example,
in [12] one of the challenges for their system’s architec-
ture was to be fault tolerant. A search and rescue mission
cannot be cancelled if one of the UAVs in a team
malfunctions.

. Flexibility: Single UAV can perform one task at a time,
while a group of UAVs could be dynamically allocated to
different tasks at the same time and rearranged if nec-
essary. As an example, one could imagine a case of a
group of UAVs performing an observation on a crowd of a
people. If at some point there is a subgroup of people that
separates from the main group, and it is required to track
their movement, the flexible task allocating system would
be able to rearrange the tasks and send one or more
UAVs for tracking that subgroup.

However, among others, we found that a system consisting
of several operating UAVs also has several disadvantages

. Legal restrictions: Using several UAVs at the same time
may be not permitted in some jurisdictions. For example,
[13] reports that in the United States, using swarms of
autonomous UAVs for commercial applications is not
allowed by the Federal Aviation Administration.

. Piloting complexity: The more UAVs a system has, the
more difficult it becomes to manage it. For a single pilot
to operate several UAVs becomes an uneasy task, hence
there is a need for having systems facilitating the process
of operating multiple UAVs.

. Safety issues: Introducing several UAVs presents several
issues related to safety. One of them is collision-avoidance
which is also related to piloting problem. With several
vehicles in the air, it is necessary that they do not go into
each others’ buffer zones, otherwise they can collide and
crash on the ground. Also, since several UAVs cover a
larger area than one vehicle, it becomes more difficult to
avoid them in the air. There are many other things to
consider regarding safety such as no-fly zones, flying in
dense urban areas, malfunctioning, and possibility of
hacking. The more complex the system is, the more dif-
ficult it is to account for all possible system failures.

Basically, a multiple UAV system is a subset of multiple
robot system. The only restriction i s that each robot is a
UAV. To the best of our knowledge, there are no publica-
tions that characterize multiple UAV systems in the context

of distributed robotics systems but it is clear that these
systems exhibit the same basic features.

There are not many surveys that touch usage of multiple
UAVs. Authors in [10] discuss swarms robotics. They focus
mainly on the state-of-the-art algorithms for communica-
tion, tasks allocation, planning trajectories, and flight co-
ordination. Things as adversarial control, distributed
sensing, monitoring and mapping are also discussed in the
context of aerial swarms. Another paper that is not tech-
nically a survey but a classification and discussion on dif-
ferent architectures of multiple UAV systems is [9]. There
they present different architectures used in other works and
discuss issues related to UAVs cooperation. To the best of
our knowledge, there are no more papers surveying usage
of multiple UAVs.

The goal of this survey is to discuss advances in multiple
UAV systems with an accent on those works where real-life
applications are discussed. Papers about multiple UAVs
systems use also words, such as swarms, automation and
flight plan, with different meanings. This lack of homoge-
neity in the nomenclature makes it difficult to understand
the range of the contributions. Thus, we also propose a
nomenclature for such systems, as well as a taxonomy, and
discuss the gaps and possible future work that could be
done in this area.

A total number of 87 papers discussing multiple UAVs
was covered, from which we took 55 for our analysis. Those
were the papers where multiple UAV systems were pre-
sented with enough details to be classified according to
proposed taxonomy. Several research topics were discussed
as robotics and vehicular technologies, networks and com-
munications, remote sensing, AI, and others. For the list of
all the covered papers and their topics, see Table 1. From
Fig. 1, showing those initial 87 publications, it can be seen
that the number of papers discussing multiple UAVs started
growing from the year 2013. It can be also seen that the
number of publications that report on performing experi-
ments is roughly the same as the number of publications
with simulations.

Table 1. Topics of covered publications discussing multiple
UAVs.

Research topics Publications

Robotics (Low-level Control and SLAM) [4, 7, 8, 14–33]
Planning Algorithms and High-level Control [34–47]
Artificial Intelligence [48–54]
System Engineering, Multiple UAV Design [6, 11, 12, 55–66]
Communication Networks and Protocols [67–74]
Remote sensing [5, 75–78]
Human Factors and Display Designs [79–83]
Safety [84, 85]
Surveys [10, 86]
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The structure of the paper is as follows. In Sec. 2, we
discuss the history of multiple UAV systems. In Sec. 3, we
provide the nomenclature that we will use in this work.
Section 4 provides a list of various applications where
systems of multiple UAVs have been used. In Sec. 5, we
present an analysis of multiple UAV systems and propose a
taxonomy. In Sec. 6, details on data processing of the ana-
lysed papers are discussed. Section 7 talks on different
communication technologies used or considered in multiple
UAV systems. Finally, in Sec. 8, we discuss the future trends
and current gaps in such systems.

2. History

As it quite often happens with new technologies, using
multiple UAVs was first originated in the domain of military
applications. Multiple UAVs in a context of a single mission
were initially used and developed for reconnaissance. It was
expected that having several unmanned vehicles will reduce
both the loss of human lives, and the cost of equipment in
battle [87]. For example, one of the earliest papers dis-
cussing multiple UAVs was [88], a paper from 1993. The
authors discuss different levels of autonomy for a single and
multiple UAVs missions, and present a simulation with two
UAVs with the goal to reach some target when there is a
possibility to be destroyed by enemy surface-to-air missiles.
The tactics of avoiding the enemy was to use one UAV as a
decoy, and proceed the second UAV to the target.

The first papers on swarming techniques appeared in the
90s and were also related to military programs. This is
covered in details in a baseline study of swarming UAVs
[89]. There they discuss and give references for such
swarms’ problems as collision avoidance, path planning,
search algorithms, as well as “ultraswarms” — teams of
UAVs that combine their computing power for solving dif-
ferent problems.

Starting from the years around 2002, papers on non-
military usage start to emerge. For Search and Rescue the
earliest work we could find was [90] where they discuss
cooperative search for stationary targets. Their approach
was tested by Monte Carlo simulation runs to evaluate their
strategy comparing to the optimal plan and strategy with-
out cooperation. In 2002, one of the first papers [91] dis-
cussing simulation of multiple UAVs was published. The
goal of the work was to present a simulation of a system of
multiple UAVs with cooperative control in performance of
task such as surveillance, search, reconnaissance, decoy,
jamming, formation, or target attack. The simulation soft-
ware allows for a hierarchical block diagrams representa-
tion, and allows for replacement of components, for
example, control schemes or vehicles.

One of the first papers discussing swarms not in a mil-
itary context was [92]. There the authors performed re-
search in the control of a team of UAVs. Control strategies
were discussed with an inspiration from social behaviour of
insects.

The further we go, the more and more papers started to
emerge with more diverse and complex applications. In
2005, for example, two different research groups published
papers on fire fighting using multiple UAVs [62, 93]. In such
application, there are many things to consider such as fire
spread models, imagery collection and analysing, commu-
nication problems, etc.

The usage of multiple UAVs is still on its early stage, and
we still can expect more different applications to come. As a
reference for a prognosis of the UAV market one can refer to
an outlook study of 2016[94].

3. Nomenclature

Two distinct concepts must be explained before going into
classification of multiple UAV systems and how UAVs in-
teract with each other and the environment. These
are coordination and cooperation. The goal of coordina-
tion, when speaking about UAVs, is to share an operative
space with other flying units in a safe manner [95, 96].
For cooperation, [97] gives the following definition: “joint
collaborative behavior that is directed toward some goal in
which there is a common interest or reward”. Even though
coordination between UAVs often plays an important role in
missions that use several UAVs, we will mainly focus on the
cooperation of multiple UAVs instead. For a deeper dis-
cussion on both of these terms, one can refer to [9].

Normally, the flight of a UAV could be divided into three
parts: take-off, cruise and landing. We noticed that there
is a small subset of papers where the cruise part could be
split into several parts. For example, in [20], defending
against malicious UAVs with UAV defense swarms is

Fig. 1. Distribution of all 65 covered publications discussing
multiple UAVs by year.
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discussed. The cruise part of the flight consists of the fol-
lowing parts: (1) deployment, (2) clustering, (3) formation,
(4) chase, (5) escort. There are also some papers where the
flight could have virtually infinite number of stages. This is
the case in [19] discussing a tracking system. There, we can
see three primary cruise stages: (1) UAV is directed man-
ually to the center of the field, (2) UAV starts tracking the
target, (3) upon the battery being close to run out, first UAV
sends a signal to GCS and another UAV flies to replace it.
The last phase can be repeated as many times as necessary.

Based on this, we propose the following definitions in
order to aid with further classifications:

Mission: An operation performed by a multiple UAV
system starting with the first UAV take-off and finishing
with the last UAV landing.

Mission stage: Part of a mission which is distinct from
other parts by its goal. For example, in search and rescue,
there could be two following stages: searching for a target,
and directing it to some specific location. Although take-offs
and landings can be considered as mission stages, we will
not take them into account in the further analysis.

4. Applications of Multiple UAV Systems

A big variety of possible applications exists where multiple
UAV systems could be used. Figure 2 shows applications of
these systems in the publications that we have analyzed. It
can be seen that those applications that use cameras or
other types of remote sensing equipment are the most
prominent, such as photogrammetry, video surveillance,

traffic monitoring, search and rescue, etc. Applications as
loads carrying and networks also get lots of attention. The
“None” column in Fig. 2 is for those works where no specific
applications are mentioned. For example, some papers were
doing research on architecture, swarm models, algorithms
for task allocations, and others.

In the following sections, we will go through applications
according to Fig. 2. Also, from now on, when discussing the
publications on multiple UAV systems, we will refer to those
55 papers that were chosen from the initial number of 87.

4.1. Video surveillance

Several works are dedicated to video surveillance or use it
as an example application in experiments [36,48,49,55,76].
One of them [36] describes a novel system of camera-
mounted UAVs that can provide a coverage of multiple
oriented targets. Ground control station with a master
camera decides on the position of UAVs to cover the targets.
Although the main application of the system is surveillance
and crowd monitoring, it could be also used in other areas:
infrastructure inspections, cinematography, and military
applications. One of the contributions of this work was a
model called Oriented Line Segment Coverage Problem
(OLSC) developed to capture identified targets with their
size and orientation. In [48], development of a ground
control station for a multiple UAV surveillance system is
discussed. An experiment was performed with two Pelicans
where user approved the plan proposed by the system or
created his own, and the UAVs performed the surveillance
task and sent images back to the GCS. In paper [76], a
multiple UAV system with stitching of video frames is pre-
sented. Their system achieves a shorter stitching time than
any other existing methods with GPU acceleration. More
details on this work will be given in Sec. 6. Authors of another
work [65] discussed using a swarm of quadcopters for object
localization and tracking. UAVs are proposed to perform
patrolling and area exploration, and to localize and track
suspicious objects. Two experiments were performed with a
static and dynamic targets. The system control was based on
a modified Particle Swarm Optimization algorithm.

4.2. Photogrammetry

Photogrammetry is the process of extracting quantitative
information from photographs, especially recovering the
exact positions of specific points on the surface. For pho-
togrammetry, there are several papers that had our atten-
tion [18,19,75,77]. In Lakeside Labs,a there were several
works with multiple UAVs performing imagery collection.

Fig. 2. Target applications of the multiple UAV systems discussed
in the reviewed publications. ahttps://www.lakeside-labs.com/.
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For example, paper [75] introduces a system for registra-
tion of low-altitude visual and thermal aerial images. In the
experiments an operator specified areas for observation,
and the system generated accordingly the flight plans. Final
mosaicing was performed on the ground.

A master thesis about the STAMP project [77] presents a
method to automate the ground control point collection
process. The idea behind the STAMP is that the human land
surveyor will be replaced by a set of six to eleven small
UAVs. The time for the field survey is supposed to be re-
duced to just a few minutes. The role of the UAVs would be
to land on the location specified by the operator and remain
in the same position on the ground during the photo-
grammetric flight of a “master” UAV which would take the
images of the lying “slave” UAVs.

Most photogrammetry applications are based on the
detection and matching of key points in different images of
the same scene. Examples of key points extractors which
are traditionally used include the scale-invariant feature
transform (SIFT) [98], the speeded up robust features
(SURF) [99], and Harris operator or Harris corner detector
[100]. These algorithms are used in different tasks such as
object recognition, classification, image stitching, mosaicing,
video tracking, motion detection, 3D reconstruction, robotic
mapping and navigation, and others. Authors of [75] also
proposed their own algorithm called Rough Features Along
Edges (RFAE) that was tailored specifically for their use-
case of having images from different sensors.

4.3. Networks

There are several proposals to use multiple UAV systems
to cover areas to improve the connection when there are
disturbances in the cellular networks, which can happen
during large scale events such as concerts, natural dis-
asters, terrorist attacks, and others. Some papers discuss
possible ways to create this type of system. For example, in
[40], authors discuss the problem of minimizing the
number of UAVs required for a continuous coverage of a
given area, given the recharging requirement. In [101],
authors address the problem of optimizing two criteria for
a group of UAVs: maximizing the area coverage, and pre-
serving network connectivity. Other papers like [72] dis-
cuss optimal deployment approach, [73] studied the
problem of UAVs 3D placement, as well as minimizing the
total transmit power, and satisfying the required data rate
for the users.

The works on networks discuss either solutions for the
UAVs positioning problems or the problem of their optimal
movement. In the first case sometimes the problem is re-
duced to Circle Packing [102] or Particle Swarm Optimiza-
tion [103]. The problem of movement, for example, in [40]

was reduced to the Traveling Salesman Problem [104]
where the salesman has limited energy capacity. Ant colony
optimization algorithms [105] are used often for solving this
problem as well.

4.4. Traffic monitoring

Road traffic monitoring with UAVs is a very promising field,
but still very far from being used in real systems. Paper [6]
describes using a system of multiple UAVs for traffic mon-
itoring. There they present a low-complex solution for
behavior analysis of drivers along with models for collab-
orative formation and vehicle tracing. Proposed system
would allow to eliminate road site units and replace them
by UAVs which could be used for multiple missions simul-
taneously and not bound to act as road site units at all time.
This proposed system’s focus is in irregular behavior de-
tection system that can regulate road traffic and force
cautious driving. Authors of [68] discuss multiple UAV-
aided networks, in which UAV aerial networks are incor-
porated directly into the ground vehicular networks to fa-
cilitate different applications. Different scenarios of these
networks are discussed along with challenges and state of
the art. Also, a prototype of the multi-UAV-aided vehicular
networks is introduced. Another publication [69] discusses
intelligent transportation systems for smart cities with the
help of UAVs. There they also study applications, as well as
security and privacy challenges in intelligent transportation
systems scenarios.

Basically, the algorithms used in traffic monitoring for
the positioning of the UAVs are the same as in the networks
application discussed earlier. Apart from the problem of the
most optimal location, problems such as vehicle detection,
are also discussed. For example, in [6], authors referenced a
work [106] that proposed a patch-gap model to deal with
probabilistic identification of diseased trees, and applied it
for identification of vehicles on road segments.

4.5. Loads carrying

There are several works that discuss loads carrying using
multiple UAVs. Most of them mainly propose their own
algorithms to deal with specific loads as, for example, sus-
pended cables in [23]. Authors of [24] introduced a method
for carrying a flexible payload and performed an experi-
ment where six UAVs were carrying a thin flexible ring.
Mellinger et al. [25] address the problem of controlling
multiple quadrotors for grasping, manipulating, and trans-
porting loads in three dimensions. Authors of [28] per-
formed both simulations and experiments with three UAVs
transporting an object by hanging cables.
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4.6. SLAM

Simultaneous Localization and Mapping (SLAM) is the
construction or updating a map of an unknown environ-
ment by a robot moving in it. It may be both an application
and a tool assisting in order to achieve some other goals.
While there are many papers discussing SLAM for a single
UAV, we found only two papers that discuss using several
UAVs and perform experiments with real UAVs. Paper [8]
proposes an architecture for collaborative keyframe-based
SLAM following a centralized paradigm. The idea is that the
visual odometry is ran on board of small UAVs indepen-
dently, and the central server collects all the acquired data
and merges the maps. The server provides the agents with
the optimized data so that they could operate based on this
new information. The proposed system allows collaboration
not only in mapping workspace of the UAVs but in per-
ceiving it as well. In this particular paper, authors used
ORB-SLAM2 system [107] both for tests and as an inspira-
tion for some parts of their own system. In turn, bundle
adjustment was employed using Levenberg–Marquardt g2o
implementation [108].

In another paper, [30] authors proposed SLAM using an
uncertainty-aware expectation maximization (EM) ap-
proach. This method incorporated uncertainty to identify
inlier and outlier multi-robot data associations. Experi-
ments were performed in three indoor and outdoor envir-
onments with two-three quadrotors equipped with 2D laser
scanners. Each UAV was estimating its trajectory using the
laser and an inertial 3D SLAM framework. Since individual
SLAM instances running on each UAV did not perform loop
closure, an EM algorithm was introduced to address the
trajectory drift.

There were also several works that did not perform
experiments with real UAVs but only simulations. For ex-
ample, in [17], authors presented a collaborative localiza-
tion framework for a team of micro aerial vehicles equipped
with forward-facing monocular cameras, and tested it
within Microsoft AirSim. Or [16] where authors tested col-
laborative relative pose estimation for two UAVs using both
simulated and real publicly available datasets.

There is a number of popular SLAM algorithms used in
robotics that could be potentially used in multiple UAV
systems as well, such as Google Cartographer, Gmapping,
Hector SLAM, and others [109]. But to the best of our
knowledge, there are no works that have implemented
them.

4.7. Search and rescue

Using UAVs for search and rescue operations is not a new
concept but using systems of several UAVs is still not fully

explored, and there are very few works discussing it. In
paper [12], authors discuss a design of a UAV system for
search and rescue with real-time video streaming for one or
several ground control stations. The main contribution was
the use of the autonomous system that could be adjusted to
different levels of autonomy. UAVs could also join or leave
the search making the system expandable and robust to unit
failures. The system was tested in an outdoor mission with
four UAVs: AscTec Pelican and AscTec Firefly, two of each
type. The first ones had Bluefox color cameras, and the
seconds had C920 WebCams. Authors do not detail what
detection algorithms exactly were used in their work.

In another work, [43] authors discussed a concept of
dynamic path planning in search and rescue missions using
two teams of UAVs: fixed-wing search robots and rotorcraft
rescue robots. The idea was that search robots take images
to be analysed and rescue robots come to areas of interest
to receive more details with cameras of higher resolution.
The system was tested in two simulations of real-life sce-
narios, Ajka alumina sludge spill and 2010 Haiti earthquake.
Authors proposed a method for homogeneous Multi-Robot
Task Allocation (MRTA) and its extension Uncertain Multi-
Robot Task Allocation (UMRTA). Planning was performed
using hindsight optimization (HOP) [110].

4.8. Others

Apart from the aforementioned works, there were several
applications that had scarce research works exploring them.
Next, we list some of those applications.

A novel application of UAVs in cinematography is dis-
cussed in paper [4]. The authors propose an architecture for
cooperative planning in cinematography applications as, for
example, sports events filming. The system should be able
to reproduce typical shots from cinematography rules au-
tonomously, shooting both static and mobile targets. The
system should also ensure smooth transitions along the
shots, implementing collision avoidance and being aware of
no-fly zones. Security and emergency situations would be
also considered. The system should also take into account
the limited resources of the UAVs, for example, the battery
life. There was no experiment performed yet.

In [5], a concept of using UAVs for monitoring floods in
the desert is discussed. The idea is that UAVs drop La-
grangian sensors that are not fixed in a position and move
with the water, and inform about the water levels of the
flood. The final goal is to cooperatively create a map of the
flood, but no details of how this would be done are given.

There are several papers discussing reconnaissance with
multiple agents, but most of them are abstract works
reporting only on mathematical models. We could find just
one paper that presents a specific application for multiple
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UAV system. Paper [35] is about research on cooperative
area reconnaissance using multiple UAVs. The main con-
tribution was in presenting and verifying higher effective-
ness of new models for area reconnaissance with multiple
UAVs in complex dynamic environments. The goal was to
obtain optimum efficiency but ensure real-time processing.
Mathematical model and optimization framework were
established, and multi-thread technology was applied for
simulations to verify validity of proposed methods. Particle
swarm optimization based simulated annealing [111]
(SAPSO) was used in order to find efficient online cooper-
ative routes planning method.

Firefighting is one of the first applications where it was
considered to use multiple UAVs. In the book chapter [11],
authors summarize some of the works and describe an ar-
chitecture of a cooperative unmanned aerial system in
forest firefighting. Several experiments were performed. In
one, two helicopters were used to detect and confirm the
fire. One helicopter was gathering information with its fire
detector, and when an alarm was detected, the central sta-
tion would replace the helicopter by another one carrying
an infrared camera to take images of the area where alarm
was detected. In another experiment a helicopter detected
fire with an infrared camera as well, and the second UAV
deployed droppable sensor nodes. In order to detect fire on
recorded videos, a learning method from paper [112] was
adopted that used color histograms and motion information
for detection.

Apart from imagery collection, there are also several
works where collecting information was performed using
different types of sensors. For example, in [7], the use of
several low-cost UAVs for detecting nuclear radiation in a
disaster was addressed. The UAVs flew in circles or squares
and built contour maps in a cooperative manner.

While there are several works on meteorology with a
single UAV usage, only one project can be found where
multiple UAVs are intended to be used. Paper [37] is a
description of a simulation system for a fleet of UAVs with a
task of probing clouds. A system level simulation infra-
structure is presented that should help with the integration
of different software managing a fleet of UAVs. The idea
behind the system architecture is as follows. User will de-
fine goals to gather information in some volume, UAVs are
allocated to corresponding goals, get measurements and
send them back to GCS. Information obtained by GCS is
then used to define trajectories so that flying time will be
maximized. Unfortunately, no real-life experiments were
performed. In this paper, authors used a macroscopic pa-
rametrized model of the cloud [113]. The approach uses a
Gaussian Processes Regression framework to build a dense
model of wind fields from sparse data. The obtained local
map is then exploited by a trajectory planner based on a
stochastic optimization algorithm.

Security concerns regarding misuse of UAVs are already
emerging and going to draw even more attention in the
future. One of the papers that discusses using multiple
UAVs in the area of protection against malicious UAVs is
[20]. The idea presented in the paper is to use a swarm of
UAVs to chase and escort a malicious UAV out of restricted
area. There was no real experiment performed, but only a
simulation proving the idea to be viable. The idea of the
system is as follows. A system gets a signal that there is a
malicious UAV approaching a restricted zone. A team of
UAVs are deployed, form a 3D cluster in the shape of a
semisphere. When the cluster intercepts the UAV, the UAVs
of the team get closer to each other and enclose the mali-
cious UAV inside the sphere. Further, the team will move it
away from the restricted area according to the assumption
that the malicious UAV will try to avoid collision with other
UAVs, hence the team can direct its trajectory. K-hop clus-
tering algorithm (KHOPCA) [114] was used in this work for
such reasons as simple leader election, and suitability for
highly-dynamic networks.

Another work related to security is [64] where authors
discuss using a team of UAVs to perform secure location
verification of devices’ positions by means of received
power. There was no experiment performed but only a
simulation showing that a swarm of only three UAVs could
detect more than 99% of false reported location attacks.

Although not reported in scientific papers, UAVs are also
used in entertainment. From time to time large events
happen like Intel light show, where they used 2018 UAVs,
and beat the world record for the biggest number of UAVs
used in one show.b Another example is a show from EHang
company.c They performed a formation light show with one
thousand UAVs at the Guangzhou city center for celebrating
the Chinese traditional Lantern Festival. Publications for
this type of application are almost non-existent apart from
regular articles on the internet. There is a report [115]
discussing safety and reliability concerns, as well as cur-
rent solutions for UAV systems used in the entertainment.
There is also a master thesis [21] discussing possible
flying displays of multiple UAVs. Unfortunately, the
experiments were performed only with one UAV. There
was also a work [66] that discussed using a swarm of four
UAVs to perform cooperative construction work for an
architecture installation.

It is also worth to mention that there are some works
discussing competitions using teams of UAVs as, for exam-
ple, in [29] where several teams competed in a tag game of
25 UAVs in each swarm, or [32] where teams of UAVs were
navigating through a room full of obstacles.

bhttps://www.intel.com/content/www/us/en/technology-innovation/ae-
rial-technology-light-show.html.
chttp://www.ehang.com/news/249.html.
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Next, we will provide a taxonomy of multiple UAV sys-
tems based on those works that were covered in this section
and elaborate more on data processing and communication.

5. Taxonomy

In this section, we will work a full classification of the
multiple UAV systems. There are several different ways in
which these systems can be classified. For example, they
could be classified by the number of vehicles, the type of
their flight formation, the way the user interacts with the
system, etc. Having analyzed publications on multiple UAV
systems we extracted a taxonomy from the most relevant
features of multiple UAV systems. The developed taxonomy
is summarized in Fig. 3 and fully presented in the following
sections.

All the classifications of the taxonomy are fully orthog-
onal with the rest, like in a multi-dimensions volume, except
for the last three, which have interdependencies between

them. This means that a classification in one of the taxon-
omy axis can be combined with any classification of the
other axis. Note that, in case of a mission with a number of
different mission stages, each stage could reach different
classifications. In order to make the proposal clear, we will
refer to the context of single-stage missions.

5.1. Collective organization

In [116], where taxonomy for multi-agent robotics is dis-
cussed, there is the following classification of the robots’
collective by the size:

(i) SIZE-ALONE: minimal collective of a single robot,
(ii) SIZE-PAIR: simplest group of two robots,
(iii) SIZE-LIM: number of robots in the group is relatively

small comparing to the size of environment or the task,
(iv) SIZE-INF: there could be effectively an infinite number

of robots in the collective.

To classify a multiple UAV system, we do not require the
first type of having a single robot. Moreover, we do not see
the need of having both types for a pair of robots, and for a
group of a limited number of robots. The type of a pair of
robots is redundant and we will not include it in our
classification.

The swarm survey [10] also has a classification of mul-
tiple UAV systems. They classify a group of UAVs to teams,
formations, or swarms. Teams are said to have less than
ten vehicles with each agent optimizing individual objec-
tives. Formations usually have tens of agents and each agent
typically has a specific task. The biggest ones are swarms,
having “dispensable” agents. We find this classification not
very precise. We would also like to note that there are some
discrepancies in how swarm is defined in the literature. For
example, in [9], it is said that specific feature of swarms is
decentralized control. It does not say anything on the
number of UAVs. But, for example, taking a paper [14], they
discuss both centralized and decentralized control. More-
over, we noticed that some papers do not describe their
system of UAVs as a swarm though they could be described
as swarms. Hence, in our classifications we will not use the
term swarm for its ambiguity.

The number of UAVs used in experiments was analyzed.
Figure 4 shows how many UAVs were used in experiments.
It can be seen that in some cases experiments were per-
formed only with one UAV. For example, in [49], there was
an experiment with five UAVs where four of them were
simulated and only one was real. In [77], where it was
necessary to place multiple UAVs on the field as Ground
Control Points, metal dummies were used instead. In other
works, single UAVs were used due to the early stage of the
projects. The most popular option was to have tests withFig. 3. Proposed taxonomy for multiple UAV systems.
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two UAVs. The cases with 12 and more UAVs are experi-
ments on swarms. The bar with 2018 UAVs was added as a
reference to the Guinness World Record to the largest
number of UAVs used at the same time.

We have performed an analysis of number of papers on
what the maximum number of UAVs presented systems
could possibly have. In most of the cases, around 95% (52
papers), the maximum number of UAVs is not specified
explicitly. The rest of the cases reported explicit limitation
on number of possible UAVs. For example, in a paper [76],
that discussed a surveillance system performing real-time
video stitching from several sources, there could not be
more than 12 UAVs due to some internal limitations of the
system. And in another work [16], it was specifically de-
scribed about having just two UAVs for a relative pose es-
timation with overlapping field of view.

Our proposal is to classify multiple UAVs by their num-
bers in a similar manner as it is done in the Air Force. A
flight, the smallest official unit, is an ambiguous term.
Hence, we will replace it by a team as in [10]. Team will
consist usually of less than ten UAVs. One squadron con-
sists of more than one team. The differences between teams
in a squadron are usually in their functionality. All squa-
drons form together a group. Further, in Sec. 5.5 a classi-
fication of teams by tasks will be given.

5.2. Spatial relations

When having several UAVs in the air, we can speak about
spatial architecture — the way UAVs fly relatively to each

other. To the best of our knowledge, there are no papers
discussing different types of spatial architecture. The closest
we could find was a classification from [9] with the fol-
lowing categories:

(i) Physical coupling: When several UAVs are connected
to each other. This is the case for the missions in-
volving loads transportation, as, for example, in [25]
where transportation of rigid bodies in a cooperative
manner was considered.

(ii) Formation: UAVs maintain constant distances be-
tween each other. This is similar to physical coupling
but without the actual physical link between UAVs.
This would be the case for [76] where UAVs have to
move in parallel for stitching the videos.

(iii) Swarms: Teams of multiple UAVs that move without
relative constraints. They have collective behavior. For
example, in [20] swarm of UAVs pursues a malicious
UAV, converts to surrounding it formation and escorts
it out of the restricted zone. In [52], it is said: “Swarm
intelligent systems generally exhibit decentralized
control achieved through simple agent behaviors and
interactions developing a self-organization that is
considered an emergence of order from the system”.
Readers interested in applications of UAV swarms
could address to [52].

(iv) Intentional cooperation: A team of UAVs where each
UAV has its own individual task. This would be the
case, for example, for one of the experiments described
in [11] where one UAV was detecting fire with infrared
camera, and the second UAV was dropping special
sensor to read data from the ground.

We classified the analyzed papers accordingly. Results can
be found in Fig. 5. It can be seen that the largest number of
papers discuss mostly swarms and intentional cooperation,
while having restricted movement was not an extended
choice. Most of the papers about swarms are research
proposals in the field of robotics.

While the first two types contain information about
spatial relations between UAVs, the last two imply other
features as well. Our proposal is to remove all irrelevant
information from that classification and leave only three
types of spatial architecture:

. Physical coupling: UAVs connected by physical links.

. Virtual coupling: the same as term “Formation” in [9],
when UAVs move on fixed distances from each other.

. No coupling: any other architectures where UAVs’ rela-
tive positions are not constrained.

The majority of the works, hence, will have no coupling. Just
a small fraction discuss physical or virtual coupling with
the goals of loads transportation, imagery collection, and
surveillance.

dhttps://www.cnbc.com/2018/07/17/intel-breaks-world-record-2018-
drones.html.

Fig. 4. Number of UAVs used in experiments. *Guinness World
Record of the largest number of UAVs used at the same
time.d NA — data are not available.
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5.3. Temporal relations

We noticed that in some of the papers it was stated that
they worked with multiple UAVs but in fact not more than
one UAV was in the air during the course of the missions.
Hence, we decided to come up with a way to classify the
flights where UAVs could fly in different time intervals.

Not considering the take-off and landing, we classify
flights to

. Simultaneous: When at any moment of mission execu-
tion time all the fleet is in the air. This is the most fre-
quent type of flights.

. Asynchronous: When during the mission including
multiple UAVs there are moments when not all the UAVs
from the fleet are in the air.

Further, we classify asynchronous flights to

. Sequential flights: When during all the time of a mission
execution there is never more than one UAV in the air. For
example, in STAMP project [77] UAVs would be placed
sequentially on the ground and final master UAV would
fly over the field and take photos.

. Stand-in: This scenario can happen, for example, when
there is one active UAV but when its battery is running
out, it sends a signal to the base, another UAV takes off,
flies to the same spot and when it is ready to take control,
the first UAV goes back to its base. This, for example, was
implemented in [19].

. Call-in: One or more UAVs operate and when some
condition is encountered they call “for help” other UAVs.
For example, in [70], they consider a scenario with a high-
level swarm of fixed-wing UAVs detecting an area of in-
terest and sending a swarm of low-level rotorcraft fleet to
perform a surveillance of that area.

As it was already said, simultaneous flights were the most
popular type with around 95% of the papers describing it.
We could find only three papers discussing asynchronous
types. All the examples are provided above.

5.4. UAV similarity

In paper [116] that discusses taxonomy for multi-agent
robotics, the following classification by collective composi-
tion is provided for ensembles of robots:

. Identical: the collective consists of homogeneous units in
both form and function

. Homogeneous: the collective consists of units with the
same physical characteristics

. Heterogeneous: the collective consists of units different
from each other by physical characteristics.

We adopted this classification for a group of UAVs as fol-
lows. We will call it as a classification by homogeneity:

. Identical UAVs: All UAVs are of the same type (rotor-
craft, blimp, fixed-wing), of the same model and having
the same type of payload. All swarm-related works would
fit as an example here.

. Similar UAVs: UAVs of the same type but could be of
different models with slightly different characteristics,
and possibly with different payload.

. Heterogeneous UAVs: UAVs of different types, for ex-
ample, rotorcraft and fixed-wing. For example, in [12],
they say that ideally, in their system for Search and
Rescue, they could have heterogeneous UAVs.

We analyzed the types of UAVs homogeneity discussed in
the papers. Results are presented in Fig. 6. Only in around
50% (27 papers), it was explicitly stated which type of
UAVs would be used in a general case. In 12 cases, it was
said that UAVs can be of similar type, in 9 identical, and
heterogeneous in 6 cases.

5.5. Task separation

The classification from [9] that was discussed in Sec. 5.2
differentiates the intentional cooperation from other types
as having separate tasks for different UAVs. Accordingly, we
think that it is important to introduce a classification for

Fig. 5. Multiple UAV architectures according to the classifica-
tion given in [9]. NA — data are not available.
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tasks separation. Our proposal is to divide multiple UAV
systems in two types: functional and cross-functional.

. Functional: When all UAVs perform the same task. This
is the case in [37] where a team of UAVs measure dif-
ferent characteristics of a cloud.

. Cross-functional: When all UAVs have different tasks.
For example, in one of the experiments in paper [11]
there were two UAVs with different goals. The goal of one
UAV was to detect a fire, and the second one to drop
sensors in the area nearby.

Almost all analyzed papers discuss UAVs sharing the same
tasks. There are some papers like [69] discussing trans-
portation systems for smart cities that talk about possibil-
ities of having such systems in the future where UAVs
would have different tasks. But nowadays research works
with UAVs having different tasks almost non-existent. Rare
examples are [11] having one UAV detecting fire with a
thermal camera, and the second one dropping sensors, and
[77] with separation to slave UAVs and a master UAV that
perform different tasks.

5.6. Mission control

Classification by control centralization was discussed mul-
tiple times in the literature, both related and unrelated to
multiple UAV systems. For example, in [14], it is discussed
which type of control of a swarm is more optimal, central-
ized or decentralized. Here, we present a simple classifica-
tion by control centralization

. Centralized control: GCS manages the flight parameters
of all UAVs. This is the case, for example, in [36] where
they presented a system that provides a coverage of
targets using UAVs with cameras. There is a central
module that uses input from a stationary camera and
localizes UAVs.

. Decentralized control: Where each UAV determines its
flight parameters by itself. This is not encountered too
often. Moreover, most of the works with decentralized
control stay in the area of theory and simulations. For
example, one such paper is [20] where clustering is
performed by performing calculations on each UAV.

. Mixed: Both GCS and UAVs determine flight parameters.
This is the case for the Crazyswarm from [39] where GCS
sends complete trajectory descriptions to the vehicles.

Not many papers report on which type of control centrali-
zation was used in the proposed multiple UAV systems. We
counted only 14 works with decentralized systems, five
with centralized, and three with mixed.

5.7. Mission autonomy

5.7.1. User interaction

The more UAVs are in the system, the more it is difficult to
operate them. One of the ways to manage such systems is to
introduce more pilots. In seven out of 36 papers that ex-
plicitly mention about human’s role, it is discussed that
there could be any number of operators or users of the
system. In 11 papers, it is described that there will be only
one pilot managing the system. Rest of the papers do not
discuss the matter of single vs. multiple users.

Operating the system usually consists of specifying areas
to be observed on a digital map [60, 75], no-flight zones
[35], or using specially designed mission intent languages
[4, 34, 37, 49, 50]. Both ways actually have the same un-
derlying implementation as the information about check-
points on the map gets translated to those languages.
Different level of details can be specified depending on the
mission requirements. For example, in [75], apart from
specifying area to be observed user can specify quality
parameters for each area: the spatial and temporal resolu-
tion of the generated overview image; or on the other hand
in [48] only simple tasks are considered. Having analyzed a
number of papers, we noticed that most of the works
(>70%) that state clear the means of interaction with the
system report digital maps as the chosen tool.

With more and more works emerging that discuss mul-
tiple UAVs, it is clear that new methods of controlling them
are needed along with methods to display necessary in-
formation in order to facilitate with control. There are
several papers that discuss this matter. For example, in [82],

Fig. 6. Distribution of papers according to the similarity of the
UAVs in a multiple UAV system. NA — data are not available.
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new control mode by means of the throttle and stick is
discussed to facilitate control of multiple UAVs. Different
designs of the visual representation were discussed as well.
Authors performed tests that showed that using the new
control method, times were decreased for tracks construc-
tion. For the details of the way how the functionality of the
stick and throttle controllers was remapped, see the full
paper.

Several works exist on pre-planning of the mission by
user with the aid of mission intent languages. One of the
papers worth to mention is [34]. There they discuss gen-
eration of flight intent from mission intent for multiple UAV
systems. They reference Flight Intent Description Language
(FIDL) and Aircraft Intent Description Language (AIDL),
both were defined by Boeing Research & Technology Europe.

We can classify user interaction to

(i) Real-time user interaction: In this case, user inter-
acts with a system in real-time. Here again, the example
could be the [19] where operator flies the UAV to a
specific location and only after that the system
becomes fully automated.

(ii) Pre-planning: User specifies the plan for the mission
stage in advance. This is the case for [4] where they
develop a system for cinematography planning.

(iii) No user interaction: System manages everything
without interference from a user. We could not find any
real-life experiments or systems that would exhibit
such qualities, but only theoretical works abstracted
from human operators.

More than 70% of the papers report having full missions or
single mission stages with pre-planning. There are no works
where full mission would be completed without user in-
teraction. Around 30% of the papers have mission stages
where operator has to be in full control of the vehicles
operating in real-time.

5.7.2. Automatic planning

By automatic planning, we mean the way the multiple
UAV system is planning trajectory and building the mission
plan. Planning can be performed by UAVs, by GCS, or by
both in a collaborative manner. We classify automatic
planning to:

(i) No algorithm assignment: Simplest case of when the
system is not assisting in constructing trajectories or
building the plan of the mission. This is the case, for
example, for the first mission stage in [19] where op-
erator flies the UAV to the center of the field from
where it starts automated flight.

(ii) Fixed algorithm assignment: System plans the
course of the mission stage in advance. Knowing initial

coordinates of the UAV and time elapsed since the
beginning of the mission stage we can say where the
UAV is located and what actions related to the mission
it is performing at any moment to some level of cer-
tainty. This could be the case, for example, for flying
digital displays, as presented in [21].

(iii) Dynamic algorithm assignment: During the course of
the mission stage, system actively analyzes information
obtained from sensors or other sources and decides
where to go and what to do on the go. This is the most
frequently encountered class, and for example, it is the
case in Search and Rescue missions, like in [12].

The last two classes could be also associated with levels of
freedom of the system. For fixed algorithm assignment, the
system is restricted to operate only within some bound-
aries, and for the dynamic algorithms assignment, the sys-
tem is more free to choose the appropriate course of action.
Though we expect that all dynamic multiple UAV systems
actually to have some levels of restrictions. For example,
there can be no-flight zones or some zones simply would be
physically unreachable for these UAVs. An example of a
multiple UAV operation with no-flight zones is [35] where
UAVs perform area reconnaissance and trying to avoid
enemies.

Analysis of a set of papers showed that currently there is
more interest in applications where systems have dynamic
algorithms assignment. Namely, less than 35% of the papers
that we analyzed, discussed having only fixed algorithms
planning.

5.7.3. System autonomy

The problem of classification of a system’s autonomy is not
new. One of the first works that tried to classify it was
[117]. Their classification is presented in Fig. 7. While it
tried to outline basic features of system autonomy, it doesn’t
have necessary quantitative definitions that we would re-
quire to classify multiple UAV systems.

In [118], the following classification of levels of auton-
omy was provided:

(i) Computer offers no assistance; human does every-
thing.

(ii) Computer offers a complete set of action alternatives.
(iii) Computer narrows the selection down to a few

choices.
(iv) Computer suggests a single action.
(v) Computer executes that action if human approves.
(vi) Computer allows the human limited time to veto

before automatic execution.
(vii) Computer executes automatically then necessarily

informs the human.
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(viii) Computer informs human after automatic execution
only if human asks.

(ix) Computer informs human after automatic execution
only if it decides to.

(x) Computer decides everything and acts autonomously,
ignoring the human.

When speaking particularly about multiple UAV system
autonomy, by the time when the current paper was written,
to the best of our knowledge, there were no systems that
would exceed level 5 of the presented classification. Hence,
we find that classification pretty extensive for our purposes
and search for more concise one.

In [83], different levels of autonomy in application to
imagery collection are discussed. Those are as follows:

(i) Teleoperation: Operator manages UAVs. UAVs have
only navigational autonomy (maintaining speed, alti-
tude, etc.)

(ii) Waypoints: Geo-locations are specified by operator.
UAVs have more advanced navigational autonomy
(adjusting speed, altitude, obstacle avoidance)

(iii) Region scanning: User specifies area. Multi-agent co-
ordination algorithm determines the plan. In other
words, the system has a path-planning autonomy.

(iv) Flexible coordination: System can decide dynamically
reallocate the order of performed tasks based on their
priorities.

We can adapt this classification for a broader class of
multiple UAV missions, and we can limit it to only three
broad classes of system autonomy. When speaking about a

system autonomy of a single UAV, we will consider the
following classes:

(i) Low-level autonomy: The trajectory and the actions
related to the mission are defined mostly by operator.
This is, for example, the case for [76] where UAVs
follow a pre-planned route.

(ii) Medium-level autonomy: Both operator and system
manage the flight. Here, we cannot be sure about the
UAV state in advance as the system also necessarily
takes decisions about altering trajectories and per-
forming actions related to missions’ tasks. Different
ways of managing the flight from both of them will be
discussed later. As an example, in [75], operator first
specifies areas to be observed and defines quality
parameters. Then, based on the input the system gen-
erates, a plan for each UAV to cover those areas.

(iii) High-level autonomy: There is absolutely no inter-
ference from the operators during the course of the
mission stage or during the pre-planning. The system
determines its set of actions completely by itself. Cur-
rently, these systems do not exist but there are many
works that discuss possibilities of having such systems,
for example, as in [69], when discusses UAV-enabled
intelligent transportation systems for the smart city.

5.7.4. Proposed autonomy levels

Most of the aforementioned classifications do not have any
connections between themselves. But there are some cases
though when one type of the multiple UAV system cannot
have both properties from two different classifications at
the same time. For example, when there is physical or vir-
tual coupling, flight cannot be asynchronous. Or if UAVs
have physical link, it would be unreasonable if they per-
formed different tasks. Also, if the system does not perform
automatic planning, then there is no sense in specifying if
control is centralized or decentralized.

There is a strong connection between user interaction
and automatic planning. Multiple UAV system cannot have
real-time interaction with user and fixed algorithm assign-
ment at the same time because in this case there is a conflict
of interests, and it does not have much sense to have the
mission stage pre-planned by the system and then having
user intervene during that stage. But if this happens, then it
will make sense to split that mission stage into several
stages: one before user intervention, and the second one,
where user interacts with the system. Note that it is still
possible to have dynamic automatic planning and real-time
user interaction, as, for example, the UAV system could get
advises from the user during the course of the mission
stage. Also, it is impossible to have both no user interaction,
and no algorithms assignment, as in this case the UAV

Fig. 7. Task entropy vs Degree of Automation [117].
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system would be without any control. To sum up all the
connections between user-planning, automatic planning,
and system autonomy levels, we present Fig. 8. Alterna-
tively, we grouped these classifications in Table 2. Only
seven different classes were derived comparing to ten
provided by [118]. Some items of our classification corre-
late with those 10 levels. The comparison is included in the
table. A number of papers were analyzed to see which levels
of autonomy are present in their systems. The results can be
seen in Fig. 9.

There were not many papers that we could classify, as
the majority of works did not provide enough details on
their multiple UAV systems. But from those publications
that we could classify, it can be seen that the most popular
level of autonomy is level five where user predefines a set of
rules for the mission stage and the system dynamically
decides what to do during the course how to achieve the
mission goals. This is, for example, the case for [12] where
user predefines an area to search for a target and UAV
system takes decisions on how to do it efficiently by itself.
Also, it can be seen that there are no papers with level one
where system does not offer any assistance. We assume that
it is because it is difficult to control a multiple UAV system
only by means of human operators. There were no papers
that would exhibit features of the highest level seven as

well. And there was only one paper with level six, this is
[48] where in the experiment the system can propose the
plan for the mission and the user can approve it. We un-
derstand that it is arguable that there is no pre-planning
from the user’s side in this case, but approving or dis-
approving the plan does not give any information to the
system so that it would plan the mission course based on
that information.

6. Data Processing

This section focuses on payload data processing, which can
be of two types: real-time processing when UAVs, GCS, or
a remote server get the raw data from the sensors and
perform necessary actions to retrieve useful information
from it during the flight; or post-processing when the data
are collected completely and users perform necessary
actions to retrieve useful information from the raw data
after the flight is over.

Sensor data processing details are given in Fig. 10. It can
be seen that 37 papers did not report any processing. This
is due to the fact that most of them discussed system ar-
chitecture, algorithms, etc. or did not provide enough details

Table 2. Classifications of a mission stage by autonomy levels.

Level System autonomy Automatic planning User interaction Example Levels by [118]

1 low no real-time user operates UAV in real-time without system
assistance

1–2

2 low no pre-planning user predefines waypoints, system can assist
only in maintaining defined trajectory

2–3

3 medium dynamic real-time both system and user affect the mission actions
in real time

3–6

4 medium fixed pre-planning user predefines set of rules, system builds a
path based on that before the flight

3–5

5 medium dynamic pre-planning user predefines set of rules, system is
managing the flight on the go

3–5

6 high fixed no system predefines path without user 7–10
7 high dynamic no system manages the flight in real-time without

user
7–10

Fig. 8. Proposed autonomy levels for a multiple UAV system in the context of a single mission stage.
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on data processing. Just two papers reported post-proces-
sing: [75] with its registration of visual and thermal images,
and the STAMP project [77], while 16 papers discussed
real-time processing. Such difference is due to many rea-
sons. First of all, in some applications, getting processed
real data are of utmost importance. In some cases, it would
not be affordable to have to wait until the data get pro-
cessed on the ground. This is the case, for example, for
firefighting [11] or search and rescue missions [12]. In
other cases, it could be due to the willingness of the users to
get data as soon as possible and not to wait for it to be
processed. Post-processing, on the other hand, can be done
when there is no practical difference about when the pro-
cessed data should be obtained, during the flight or after it,
or when high computational resources are required.

Data processing can be also divided into the following
three types as in Sec. 5.6: centralized, decentralized, and
mixed architecture. Centralized architecture implies that all
the computing happens on one machine, usually on GCS. In
a decentralized architecture, computations are distributed
among members of the system, and there is no post-
processing of the data obtained from the UAVs. In mixed
architecture, there is both processing on board and pro-
cessing at GCS.

For a centralized real-time sensor data processing, we
found only one paper [37] where they were probing clouds
with a fleet of fixed-wing UAVs. There was no experiment
performed in this paper, but only a simulation. In the sim-
ulation, UAVs acquired wind measurements and sent them
back to GCS which was performing mapping. Authors
mentioned in conclusions that in the future they would
consider performing mapping on-board to remove a per-
manent communication link with GCS. In other words, they
considered central processing to have a drawback, and
chose to switch in the future to decentralized or mixed.

Most of the works that describe decentralized processing
work with image processing. Most of them do not report on
performing a real-life experiment. Some authors, for ex-
ample, work with prerecorded videos as in [16] that pre-
sented a work on relative pose estimation of a pair of UAVs
that have overlapping fields of view, or, as in [17], working
on monocular vision-based collaborative localization where
their algorithm was tested offline on a pre-recorded data. In
a paper [18] where the authors developed a framework for
multiple UAV cooperative mapping and control with image
based visual servoing, a map full of feature points was
simulated.

There was a real experiment performed in [12]. Detec-
tion algorithm was running on all UAVs searching for pat-
terns or specific features. All the processing tools of the
system were embedded by OpenCV. No specific details were
given on the image processing algorithms.

Another example of a work with a performed experiment
is [36]. It was reported that the system used a centralized
flight control but a decentralized processing of videos with
each UAV running facial detection algorithms on board.

An example of a paper where processing was both on
GCS and UAVs was a SkyStitch project [76]. In order to
improve speed and quality of the stitching of the videos,
they incorporated distributed feature extraction for reduc-
ing a workload of a GCS, using hints from flight controllers
for improving stitching efficiency and a state estimation
model based on a Kalman filter to mitigate jerkiness. Two
experiments were performed with different ground sce-
narios: rich in features, grass field covered by leaves, and a
running track with few features. OpenCV was chosen as a
benchmark for comparison of stitching algorithms. Results
showed that the algorithm implemented in this paper

Fig. 9. Distribution of autonomy levels in analyzed papers
according to Table 2. NA — data are not available.

Fig. 10. Distribution of different types of sensors processing. NA -
data are not available.
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outperformed the algorithm implemented in the OpenCV
library.

There were not many examples of experimental works
with post-processing. One of them was [75], the work on
registration of low-altitude visual and thermal aerial ima-
ges. The main contribution of the paper is the introduction
of a feature descriptor method for identifying correspond-
ing image regions which appeared to be superior to stan-
dard methods. They also discussed registration of mosaics
and depth maps. Both registration of images on board and
at GCS were tested mosaicing performed on the ground.
While registration on board was twice slower, it was still
enough for their test case, where one image was taken each
10 seconds.

We also analyzed papers on the presence of information
about the payload and its price. Only around 40% (23) of
the papers talk about payload. Most of them speak about
low-cost sensors and just three of the papers speak about
high-tech payload. Those are [75] speaking about thermal
imaging, [55] having LiDaR simulated in their works, and
[35] speaking about cooperative area reconnaissance using
lasers. No experiments were performed in those works, but
only simulations. So, in total, just one paper [75] had mul-
tiple UAVs carrying high-tech payload which consisted of
thermal cameras.

7. Communication Technologies

An unmanned aerial system (UAS) is defined as the set of
three elements: the UAV, the GCS, and the communication
link. The communication link is usually named as command
and control (C2 or C&C). Most UAS communication links
inherited the frequency bands reserved for radio-controlled
aircraft used for hobby. Some expensive UAS, able to fly
beyond radio line of sight, such as NASA and military UAS,
extend their communications C2 capabilities using also
satellite communication links. Still, to send data related
with the UAS payload, a new channel is proposed, some-
times combined with the C2 and then named C3 or CCC
(command, control and communication). In the case of a
multiple UAV system, a number of new channels appear
that extend the communication link between vehicle and
ground station.

In a multiple UAV system, there could be different
channels of communications. The most basic channel is
V2G — vehicle-to-ground. Here, UAV could send or obtain
flight and mission-related data from GCS. Another type
which is encountered in many multiple UAV systems is a
V2V — vehicle-to-vehicle. This channel could be used, for
example, in cases when some UAVs are far away from GCS
and information has to be passed in a chain, from one UAV

to another. V2I — vehicle-to-infrastructure, could be used
for connecting UAVs to cellular networks. S2V — sensor-to-
vehicle, useful in applications where UAVs communicate
with sensors on the ground. G2I — ground-to-infrastruc-
ture - connection between GCS and the rest of the world, for
example, internet. All the types of communication are
shown in Fig. 11.

A number of papers were analyzed to see what tech-
nologies were used for networking in multiple UAV sys-
tems. Results are shown in Fig. 12. It can be seen that there
are very little number of papers that report what technol-
ogies were used due to the fact that the main topics of those
works were not related to communications. It can also be
seen that the most popular technologies were WiFi and
XBee-Pro. Both have different types of usage. While the first
one is mostly used for sending images or video from UAV to
GCS, the second one is mostly used for sending telemetry
data. The ranges of both of them are similar - several
hundred meters, but can be extended using high gain an-
tennas or other extending devices. All the analyzed works
reported having Radio Frequency and none of them had
LTE, 4G or 5G.

Fig. 11. Possible connection types in a multiple UAV system.

Fig. 12. Number of papers that discussed possible or used tech-
nologies for communications. NA — those papers that did not
report on the communication.
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Paper [5] was the only work that discussed link between
droppable sensors and UAVs. They chose XBee Pro 802.15.4
transceiver to pass ID codes of the sensors. Some challenges
that were encountered were: UAV has to fly on very low
altitudes due to the source’s power; the rate of sending ID
codes should not be high, as with many sensors there would
be too much data coming in to UAV. In [48], where the
authors developed a GCS for multiple UAV surveillance
system, they used WLAN Router to connect UAVs and GCS,
and Xbee radio link was used for sending telemetry data.
The same idea of using 802.11a WiFi standard for data and
XBee for telemetry was also discussed in, [68]. But in their
case they would also use it for both V2V and V2G channels.

In the SkyStich project, [76] they used 802.11abng
standard WiFi to pass video from UAVs for further stitching.
Another work that discussed passing images from cameras
was [12], but the standard of WiFi was chosen to be
802.11s which is used for mesh networks. The same stan-
dard was also considered in [69], as well as DSRC and
4GLTE.

8. Future Challenges and Trends

Multiple UAV systems is a growing topic. Not many appli-
cations using these systems exist to this moment. We have
discussed those applications in Sec. 4, but it is expected that
there will be more applications emerging in the future that
will use these systems due to their advantages. But, as using
multiple UAVs is a relatively new topic, still there are
multiple challenges that wait to be addressed — starting
from algorithms and architectures, ending with legislation
and safety regulations.

Currently, there are a large number of theoretical works
touching the multi-agent problems, but not many works
discuss real-world applications. By analyzing research
works discussing applications, it can be seen that just
around half of them report on performing real-life experi-
ments including several UAVs (55%). There are a number of
papers that report on performing only simulations (42%),
and just one paper discussing a concept (3%). Figure 13
shows the distribution of the papers that reported on per-
forming experiments or simulations. The only paper that
was included in our analysis but did not have neither
experiments nor simulations was [4] discussing a multiple
UAV system for cinematography. Their application de-
scription has enough details to be classified, hence it was
included in the survey. It is worthy to note that several
analyzed papers discuss generic futuristic ideas, but the
experiments reported there do not match the presented
ideas.

The problem of developing different kinds of models
for multiple UAV systems recently got more attention.
In [51], authors report that there is a need for develop-
ment of multiple UAV systems architecture assessment
models. In their work, they presented their assessment
model and mentioned that their work is just a starting
point and still more work is needed in this area. In an
other paper [38], it is also said that having multiple UAVs
in a system poses a challenge in developing an appropri-
ate mission model. There they propose a methodology to
develop it and analyze different techniques. Authors of
[55] reported that there is a need in modern multiple UAV
systems simulators. According to them, payload modeling
is a very important problem. There they discussed
this type of simulator, and tested it on an area coverage
mission experiment.

Another problem of utmost importance that has to be
solved before multiple UAV systems become widely used is
the problem of path planning and logistics. There are sev-
eral works discussing algorithms planning [41]. The prob-
lem of balancing automation and human control is also
being addressed [119]. Paper [10] describes a problem of
logistics and power management. They give an example of a
work where from 60minutes only 10minutes all UAVs were
in the air, and the rest of the time was spent on safe landing
and taking off. Having multiple charging pads is also a
problem.

Finally, another important problem to be addressed
relates to safety and legislation issues. Currently, there are
not many works regarding these topics. Only [84, 85] dis-
cussing safety issues of UAVs has a brief cover of multiple
UAV systems safety-related problems. Indeed, more work
should be done in this area in order to enable multiple UAV
systems to be used extensively in everyday life. And when
all these problems are resolved, we shall see more appli-
cations of multiple UAV systems used in real life, such as
goods delivery, flying unmanned taxis, and others.

Fig. 13. Distribution of papers reporting on performing experi-
ments, simulations, both, or none.
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9. Conclusions

In this work, we presented different applications of multiple
UAV systems developed in recent years. Based on those
works, we proposed a nomenclature and taxonomy for
these systems. Payload data processing and network tech-
nologies were covered, as well as future challenges for
multiple UAV systems.
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