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Summary 
Proper development requires that genes are expressed at the right time, in the right tissue, and 
at the right transcriptional level. In metazoans, this involves long-range cis-regulatory 
elements such as enhancers, which can be located up to hundreds of kilobases away from 
their target promoters. How enhancers find their target genes and avoid aberrant interactions 
with non-target genes is currently under intense investigations. The predominant model for 
enhancer function involves its direct physical looping between the enhancer and target 
promoter. The three-dimensional organization of chromatin, which accommodates promoter- 
enhancer interactions, therefore might play an important role in the specificity of these 
interactions. In the last decade, the development of a class of techniques called chromosome 
conformation capture (3C) and its derivatives have revolutionized the field of chromatin 
folding. In particular, the genome-wide version of 3C, Hi-C, revealed that mammalian 
chromosomes possess a rich hierarchy of folding layers, from multi-megabase compartments 
corresponding to mutually exclusive associations of active and inactive chromatin to 
topologically associating domains (TADs), which reflect regions with preferential internal 
interactions. Although the mechanisms that give rise to this hierarchy are still poorly 
understood, there is increasing evidence to suggest that TADs represent fundamental 
functional units for establishing the correct pattern of enhancer-promoter interactions. This is 
thought to occur through two complementary mechanisms: on the one hand, TADs are 
thought to increase the chances that regulatory elements meet each other by confining them 
within the same domain; on the other hand, by segregation of physical interactions across the 
boundary to avoid unwanted events to occur frequently.  
 
It is however unclear whether the properties that have been attributed to TADs are specific to 
TADs, or rather common features among the whole hierarchy. To address this question, I 
have implemented an algorithm named Caller of Topological Chromosomal Hierarchies 
(CaTCH). CaTCH is able to detect nested hierarchies of domains, allowing a comprehensive 
analysis of structural and functional properties across the folding hierarchy. By applying 
CaTCH to published Hi-C data in mouse embryonic stem cells (ESCs) and neural progenitor 
cells (NPCs), I showed that TADs emerge as a functionally privileged scale. In particular, 
TADs appear to be the scale where accumulation of CTCF at domain boundaries and 
transcriptional co-regulation during differentiation is maximal. Moreover, TADs appear to be 
the folding scale where the partitioning of interactions within transcriptionally active domains 
(and notably between active enhancers and promoters) is optimized.  
 
3C-based methods have enabled fundamental discoveries such as the existence of TADs and 
CTCF-mediated chromatin loops. 3C methods detect chromatin interactions as ligation 
products after crosslinking the DNA. Crosslinking and ligation have been often criticized as 
potential sources of experimental biases, raising the question of whether TADs and CTCF-
mediated chromatin loops actually exist in living cells. To address this, in collaboration with 
Josef Redolfi, we developed a new method termed ‘DamC’ which combines DNA 
methylation with physical modeling to detect chromosomal interactions in living cells, at the 
molecular scale, without relying on crosslinking and ligation. By applying DamC to mouse 
ESCs, we provide the first in vivo and crosslinking- and ligation-free validation of 
chromosomal structures detected by 3C-methods, namely TADs and CTCF-mediated 
chromatin loops.  
 



DamC, together with 3C-based methods, thus have shown that mammalian chromosomes 
possess a rich hierarchy of folding layers. An important challenge in the field is to understand 
the mechanisms that drive the establishment these folding layers. In this sense, polymer 
physics represent a powerful tool to gain mechanistic insights into the hierarchical folding of 
mammalian chromosomes. In polymer models, the scaling of contact probability, i.e. the 
contact probability as a function of genomic distance, has been often used to benchmark 
polymer simulations and test alternative models. However, the scaling of contact probability 
is only one of the many properties that characterize polymer models raising the question of 
whether it would be enough to discriminate alternative polymer models. To address this, I 
have built finite-size heteropolymer models characterized by random interactions. I showed 
that finite-size effects, together with the heterogeneity of the interactions, are sufficient to 
reproduce the observed range of scaling of contact probability. This suggests that one should 
be careful in discriminating polymer models of chromatin folding based solely on the scaling.  
 
In conclusion, my findings have contributed to achieve a better understanding of chromatin 
folding, which is essential to really understand how enhancers act on promoters. The 
comprehensive analyses using CaTCH have provided conceptually new insights into how the 
architectural functionality of TADs may be established. My work on heteropolymer models 
has highlighted the fact that one should be careful in using solely scaling to discriminate 
physical models for chromatin folding. Finally, the ability to detect TADs and chromatin 
loops using DamC represents a fundamental result since it provides the first orthogonal in 
vivo validation of chromosomal structures that had essentially relied on a single technology.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 



1. Introduction 
Diversity in biology is really fascinating especially when we think that all the information is 
stored in a universal code, the DNA sequence. It is astonishing how a simple biological 
alphabet like that of the four nucleotides can give rise to such a large number of species, each 
of which is able to transmit the syntax so precisely to their progeny to produce a faithful copy 
of themselves. 
 
Most species are made of a single cell, but some of them, like humans, are made of a lot 
(really a lot, 1013!) of cells. In humans, there are more than 200 cell types, each of which has 
the same DNA sequence, the same genetic information. It is incredible that a single cell 
(totipotent cell) can give rise to all these different types of cells using the same potential 
genetic information. How is this achieved? The understanding of how the genetic information 
is accessed and used is fundamental to shed light on this question. 
 
The carrier of the genetic information is a long double-helix molecule called 
DeoxyriboNucleic Acid (DNA). The DNA-fiber is made of four units called nucleotides. 
Each nucleotide shares a common backbone made of a five-carbon sugar and three phosphate 
groups. There can be four types of nitrogenous bases attached to the backbone, resulting in 
four types of nucleotides called Adenine (A), Cytosine (C), Thymine (T) and Guanine (G). 
The mechanisms that describe how genetic information flows from DNA into functional 
proteins, which are the directors of the biochemical processes fundamental for survival of the 
cell and generation of progeny, represents the central dogma in molecular biology. At the 
time when it was coined, the central dogma defined the flow of genetic information as a two-
steps process. In the first step, called transcription, DNA sequences are transcribed to 
produce RiboNucleic Acid (RNA) molecules; some of the RNA molecules (called messenger 
RNAs, or mRNAs) are then translated (translation) into proteins (the second step).  
As our knowledge of molecular biology and, in particular, of gene control expanded, it 
became increasingly clear that the flow of genetic information is not as linear as initially 
thought, but instead depends on an intricate network of feedback and feedforward loops 
regulating both transcription and translation. Interestingly, despite the fact that transcription 
and translation of DNA into functional proteins are very conserved processes across species 
and cell types, these multi-layer mechanisms that control them vary hugely; these differences 
are the keys to the doors of diversity in biology.  
 
1.1 Transcriptional control 
If we were asked to say which is the more complex organism, the human or the fruit fly 
Drosophila Melanogaster, the answer would certainly be the human. But what makes 
humans a more sophisticated organism than drosophila? Is it the genome size, the number of 
genes, or something else? Looking in nature, we can see that neither the genome size, nor the 
number of genes correlates with organism complexity1. For instance, we can find similar 
species that differs up to eight-fold in genome size2,3, which clearly provides evidence against 
the genome size hypothesis. What about the number of genes? Does the complexity of an 
organism scale linearly with the number of genes? When genome sequences became 
available at the beginning of the new millennium, it became clear that also the number of 
genes does not represent a good measure of complexity4. Indeed, with the assembly of the 
human genome, it was shown that less than 2% of the genome corresponds to protein coding 
regions, resulting in roughly 30.000 genes5, which was in the same order of magnitude of the 
small flowering plant, Arabidopsis thaliana4. However, the Human genome project also 
showed that the human genome is mainly made up of repeats (around 50%) and protein 



binding DNA sequences that control the timing and the level of gene expression called 
“transcriptional regulatory sequences” (around 20%). The massive presence of transcriptional 
regulatory sequences reinforced the idea that the combinatorial networks of transcriptional 
control may be directly related to complexity6. Indeed, a small change in gene number or 
regulatory elements can potentially lead to an enormous increase in the number of possible 
interconnections in the gene-regulatory network4.  
 
The key concepts of transcriptional control were established in pioneering work in bacteria 
by Monod and colleagues where it was discovered that the binding of transcription factors to 
specific DNA sequences at control elements (cis-elements) plays a fundamental role in the 
recruitment and regulation of the transcriptional machinery7. Further studies in eukaryotic 
cells showed that an important class of these cis-elements, called enhancer elements, play a 
central role in the process of transcription in eukaryotes8,9. The importance of enhancers for 
normal development is highlighted by genome-wide association studies showing that disease-
associated single nucleotide polymorphisms (SNPs) often co-localize with these noncoding 
regulatory sequences10. Furthermore, chromosomal rearrangements affecting the regulatory 
network of target genes were shown to be able to induce congenital diseases11. 
 
Enhancers are DNA elements that contain binding sites for transcription factors (TFs), whose 
combinatorial binding can lead to a precise pattern of transcriptional activity9. For example, 
the combinatorial binding of activators and repressors to enhancers of the specific class of 
genes called “gap” genes gives rise to the stripe patterns during the early segmentation of the 
Drosophila melanogaster embryo12. Different patterns of TF binding, triggered by 
transcriptional networks, environmental cues, together with the intrinsic stochasticity of 
biochemical reactions13,14, can lead to the activation of alternative genetic programs which, in 
turn, give rise to different cell types. TF binding can be influenced by several factors: 
cooperativity between TFs, competition with antagonists such as histones (the proteins 
around which DNA is wrapped, see next section), sequence specificity, motif affinity. For 
example, protein-protein interactions can lead to a non-linear relationship between TF 
occupancy and concentration, typical of cooperative binding. Nucleosomes, the basic unit of 
DNA folding (see next section), can compete with TFs to access the DNA15. TF binding is of 
course essential for the enhancer activity, but it is not sufficient to regulate the gene 
transcription as shown in a recent study where only 10-25% of eukaryotic binding events 
were found to be functional16. 
 
Over the last decade, it has become more and more evident that chromatin folding in the 
nucleus plays a crucial role in enhancer activity. In vertebrates, predictions based on 
chromatin state (defined by the set of histone post-translational modifications (see below) and 
TF binding) as well as genetic experiments have shown that enhancers are often located tens 
or even hundreds of kilobases away from their target promoters17,18. This raised the questions 
of how enhancers find their target genes and avoid aberrant interaction with non-target genes, 
since very often they bypass more proximal genes to interact with their target genes19,20. The 
current predominant model for enhancer function involves the direct interactions between 
enhancer elements and the region of the gene where the transcriptional machinery is 
assembled, i.e. the promoter of the gene21 (Figure 1). The three-dimensional organization of 
chromatin (the DNA and bound proteins complex), which accommodates promoter enhancer 
interactions, therefore might play an important role in the specificity of these interactions.  



 
Figure 1: Looping model for promoter-enhancer interaction. On the left, the promoter is in an inactive state where there is 
no promoter-enhancer physical interaction. On the right, the promoter is activated by the enhancer physically looping to the 
promoter. 

1.2 First order of genome folding: nucleosomes 
The human genome, if laid end-to-end, would be approximately two meters long; yet the cell 
nucleus, where the genome is contained, is only few microns in diameter, roughly five orders 
of magnitude smaller. Packing such a long fiber in a such a small nucleus is a tremendously 
complex task and it is accomplished by a series of very specialized proteins that bind to the 
DNA and fold it. To make it even more complicated, the folding cannot be random since it 
has to allow the quick access of the right portion of the genome when needed. One of the first 
pieces of evidence of the structural compartmentalization of chromatin came from a study by 
Emil Heitz where he found that chromatin regions either stained dark (condensed) or light 
(decondensed) in the nucleus during interphase22. Even though it was not known what drove 
the differential condensation of chromatin, these findings already suggested that the folding 
of chromatin could not be stochastic and in particular different types of nuclear compartments 
exist. Later, it was shown that the lightly packed chromatin, termed as euchromatin, 
associates with gene-rich, transcriptionally active regions, while the tightly packed 
chromatin, called heterochromatin, corresponds to transcriptional repression and gene-poor 
regions23.  
 
The basic repeating unit of chromatin folding, the nucleosome, was discovered in 1974 by 
electron microscopy of chromatin obtained from interphase nuclei lysed in water24. Under the 
electron microscope, chromatin fibers appeared as arrays of spherical particles (nucleosomes) 
connected by filaments (linker DNA). Subsequent studies showed that each nucleosome core 
consists of ∼147bp of DNA wrapped around an octamer of proteins called the histone25, 
providing the basic unit of chromatin folding. The histone octamer consists of two copies 
each of the core histones H2A, H2B, H3, and H4; DNA wrapped around nucleosomes 
represents the first level in chromatin packaging, which effectively shortens the length of 
chromosomes by 7-fold26. Importantly, nucleosomes are not only means to compact DNA, 
but they also play a critical role in transcriptional regulation for instance by limiting the 
accessibility of the wrapped DNA27 through their post-translational modifications (PTMs). 
 
Histone modifications were discovered in the pioneering studies by Mirsky and colleagues in 
the early 1960s28. Histone PTMs are reversible: the enzymes that add the modifications are 
called `writers`, while the enzymes that remove the modifications are called `erasers`. 
Different histone PTMs are added/removed by different writers and erasers. Nowadays, many 
PTMs have been characterized including phosphorylation, ubiquitination, ADP-ribosylation 
and many others29, but for the sake of brevity, I will discuss only lysine acetylation and 
methylation.  
Lysine acetylation is the process where a negatively charged acetyl-group is covalently added 
to the lysine. This negative charge reduces the lysine’s positive charge, weakening the 
interaction between DNA and histones, making DNA more accessible to functional proteins. 



Indeed, acetylation is a PTM often associated with increases in DNA accessibility and 
transcriptional activity: examples of such acetylation are H3K27ac (acetylation on lysine 27 
of histone 3) and H3K9ac. 
Methylation instead is a process where a neutral methyl-group is added to the lysine, thus not 
altering the lysine charge. There are three lysine methylation states: mono-, di- and 
trimethylation, none of which changes the charge of histones. Unlike acetylation, which 
corresponds to active chromatin states, histone lysine methylations can confer active or 
repressive chromatin states depending on their positions and methylation states. For example, 
H3K4 and H3K36 methylation is found to mark active transcription, whereas H3K9 and 
H3K27 methylation is associated with silent chromatin states30. 
 
There are two main proposals for how histone PTMs can influence transcriptional activity. 
On the one hand, chromatin packing can be directly altered by changing the electrostatic 
interaction between histones and DNA through PTMs, thus, affecting the accessibility of 
DNA sequences to transcription factors; on the other hand, an increasing body of evidence 
suggests that histone PTMs can serve as binding surfaces for the association of effector 
proteins (‘readers’), such as chromatin remodelers, histone chaperones, DNA/histone-
modifying enzymes and general transcription factors31. For example, it has been shown that 
the general transcription factor IID (TFIID) binds to H3K4me3 through its PHD domain-
containing TAF3 subunit, resulting in more efficient preinitiation complex formation32. 
H3K9 methylation has been shown to promote transcriptional repression through the binding 
of the heterochromatin-like protein 1 (HP1) which, in turn, recruits chromatin condensation 
factors such as H3K9 methyltransferases and DNA methyltransferases33. Importantly the 
existence of histone modification readers led to the ‘histone code’ hypothesis, where specific 
histone tail modifications (a histone `language') serve to recruit other proteins. According to 
this hypothesis, the biological function of combinations of PTMs is mainly due to the protein 
complexes that recognize this code. 
 
The histone code adds another layer of complexity that the cells can use to finetune their gene 
expression programs. In most cases, this code cannot be directly interpreted, as several 
histone modifications seem to have both a transcriptionally positive and a negative behavior 
depending on the genomic and regulatory context34.  
Transcriptional responses have been tightly linked with nucleosome organization, especially 
at promoters and enhancers, as nucleosomes have been classically thought to critically affect 
transcription factor binding35,36. PTMs play an important role in nucleosome organization by 
direct or indirect recruitment of chromatin remodelers which can modify chromatin 
accessibility for transcription factors37. This is not a unidirectional process, since TF binding 
can also lead to the recruitment of chromatin modifying enzymes, which, by adding or 
removing PTMs, can recruit other TFs. This complex network of feedback and feedforward 
loops between chromatin context (PTMs, chromatin accessibility) and TFs binding represents 
one of the fundamental mechanisms of transcriptional control. Recently, the higher order 
folding of chromatin, which accommodates interactions between different regulatory 
elements (such as the bridging between enhancers and promoters), started to emerge as 
another layer of control that cells have to finetune their expression programs. In the next 
section, I will focus on the methods used to study higher order chromatin folding. 

2. Methods to study higher order genome folding 
Our current view of genome folding is mainly based on two complementary classes of 
techniques. On the one hand, a variety of microscopy techniques, such as DNA fluorescence 
in situ hybridization (FISH), are currently used to directly visualize the proximity between 



DNA segments. The power of DNA FISH lies in its ability to give single-cell information, 
while being limited in throughput and resolution. It is therefore unclear whether it uncovers 
general principles of nuclear organization or the behavior of specific individual genes. On the 
other hand, population based biochemical approaches such as 3C and its derivatives infer 
DNA proximity by quantifying the frequencies of contacts between DNA. 3C and its 
derivatives allow simultaneous detection of multiple and genome-wide chromosomal 
interactions, but they are limited to populations of cells and so do not provide single cell 
information. I will first review the fundamental discoveries in chromatin folding made by 
DNA FISH and then focus on the ‘revolution’ of 3C methods in studying chromatin folding. 
 
2.1 The microscopy era 
Until the development of biochemical techniques such as 3C and its high throughput 
derivatives, the main technique used to study genome folding was DNA FISH.  DNA In Situ 
Hybridization is based on the concept that nucleotide sequences could hybridize to 
complementary sequences and form more stable complexes compared to sequences that were 
not complementary. DNA FISH, thus, relies on delivering complementary probes labeled 
with a fluorochrome to target genomic DNA. The fluorescently labeled regions can then be 
visualized using a fluorescence microscope. Key features in DNA FISH are sensitivity and 
resolution. Sensitivity refers to the ability of the microscope to detect weak signals, therefore 
determining the size of the probe you need (large probes give stronger signals leading to 
higher sensitivity). Sensitivity is directly linked to spatial (and therefore genomic) resolution, 
that is the ability to distinguish two genomic loci along the chromatin. Good sensitivity 
comes at the expense of resolution; thus, it is not surprising that FISH led to the discovery of 
low-resolution nuclear sub-structures, such as chromosome territories. The concept of 
chromosome territories goes back to the end of 19th century, when scientists started proposing 
the idea that chromosomes may occupy certain nonoverlapping areas of the nucleus; 
chromosome territories could be unequivocally detected only a century later with the 
development of DNA FISH. The painting of all the human chromosomes showed that 
chromosomes are largely confined to chromosome territories38–40, which intermingle only to 
a limited extent. 
Another fundamental discovery made by FISH was the functional positioning of genomic 
loci with respect to nuclear compartments (such as the nuclear periphery). Using fluorescence 
in situ hybridization, the lab of Wendy Bickmore showed gene-dense regions of the human 
genome are preferentially found in the nuclear interior, while the gene-poor regions are 
located progressively towards the nuclear periphery41. Thus, irrespective of its limitations, 
DNA FISH has nevertheless led to many fundamental discoveries, such as the existence of 
chromosomal territories and the preferential radial positioning of genomic loci within the 
nucleus. These discoveries already hinted towards a functional role of higher order chromatin 
folding that would later be confirmed by the advent of chromosome conformation capture 
methods.  
 
2.2 The 3C era 
The Chromosome Conformation Capture (3C) technique was invented by Job Dekker almost 
20 years ago42 to study the interactions of specific loci at high resolution. The technology 
relies on the simple idea that digestion and re-ligation fixed DNA, followed by the 
quantification of ligation junctions, could allow the quantification of chromosomal 
interaction frequencies. Briefly, in 3C a population of cells are treated with formaldehyde that 
creates covalent bond, thus ‘freezing’ the interactions between genomic loci (Figure 2).   
 



 
Figure 2: Overview of 3C methods (adapted from De Wit, de Laat, 2012) 

The crosslinked DNA is then digested using restriction enzymes which cut across the genome 
at specific sites (‘motifs’). The choice of the restriction enzyme dictates the resolution of the 
3C experiment: an enzyme that recognize a motif of four base-pairs (4bp-cutter) gives a 
higher resolution than that of a 6bp-cutter since it cuts more frequently. The sticky ends of 
the digested fragments are then re-ligated in diluted conditions to favor ligation of cross-
linked DNA fragments. Although proximity ligation had earlier been used to detect DNA 
interactions in non-crosslinked cells43, a key step 3C was the introduction of formaldehyde 
cross-linking that boosted the efficiency and robustness of proximity ligation reactions. The 
quantification of a chromosomal interaction is made by measuring the number of ligation 
events. In 3C, this is done by polymerase chain reaction (PCR) amplification of selected 
ligation junctions (“one versus one”), thus, determining whether specific loci would interact 
more than others. In the original study, performing 3C in yeast revealed that chromosome 3 
possesses a contorted ring structure42. Despite its limitation in high throughput, 3C has been 
instrumental in detecting promoter-enhancer specific interactions at the E-globin locus44, as 
well as between regulatory sequences and genes at other loci45. However, the size of the 
genome and the related possible number interactions made the PCR based detection 
impracticable for large-scale mapping of chromosomal interactions.  
 
Over the years, many additional modifications have been introduced to 3C to enhance the 
resolution and the detection efficiency of chromosomal interactions. Surfing on rapid 
advances in DNA sequencing technologies, 3C developed into genome-scale methods with 
the adoption of micro-array and high-throughput DNA sequencing as ways to measure the 
frequency of proximity ligation products.  



The first variant of 3C, called  chromosome conformation capture-on-chip (4C) was 
introduced in 200646. In 4C, the ligated 3C template is further digested and re-ligated to 
create small circular pieces of DNA (Figure 2). By using primers for the fragment of interest 
(called the viewpoint), inverse PCR specifically amplifies all sequences ligated to this 
chromosomal site. The 4C library then can be analyzed by microarrays or by deep sequencing 
using Next Generation Sequencing (NGS) methods. 4C opened the door to studying 
interactions between a single locus (called the viewpoint) and the rest of the genome and thus 
it is known as a “one versus all” strategy to study chromosomal interactions. However, it was 
not suitable for studying the conformation of entire domains or chromosomes at high 
resolution.  
The chromosome conformation capture carbon copy (5C) method was designed to overcome 
this limitation as it can detect up to millions of 3C ligation junctions between many 
restriction fragment pairs simultaneously47. In 5C, the ligated 3C template is hybridized to a 
set of oligonucleotides, covering a particular genomic region of interest (Figure 2). 
Oligonucleotides are designed to cover the restriction site of each fragment in the region of 
interest. Primers located next to each other across the 3C junction are next ligated together, 
generating the 5C library. The 5C library is amplified and then quantified by high-throughput 
sequencing. 5C allowed the high-resolution mapping of chromosomal interactions at large 
genomic regions, thus it is very often known as the “many-versus-many” strategy. 5C, 
together with Hi-C (see below) led to the discovery of a fundamental level of organization in 
mammalian chromosomes called Topologically Associating Domains48–50 (TADs) that have 
been extensively studied over the last years as it was suggested that they represent a scaffold 
for promoter-enhancer communication. 
The game changer technique in the field of chromatin folding is the development of a 
genome-wide chromosome conformation capture method called Hi-C51, that uses high- 
throughput sequencing to directly quantify proximity ligation products in purified 3C 
libraries and therefore can be used to assess the spatial organization of an entire genome (thus 
the name “all versus all” technique). The procedure of Hi-C is very similar to 3C, with only a 
key adjustment, the biotin labeling of the digested fragment ends before re-ligation (Figure 
2). Biotin fill-in is an essential step in Hi-C as it allows you to enrich the samples for DNA 
sequences containing the informative ligation junctions before quantification of chromosomal 
interactions in a genome wide manner using massive deep sequencing. The power of Hi-C 
resides in its ability to convert the information contained into the entire linear genomic 
sequence into a two-dimensional interaction matrix which represents the fraction of cells 
where any pair of genomic loci where found in spatial proximity (Figure 3). This interaction 
matrix is normally visualized as heatmap where the color-code corresponds to interaction 
frequency (Figure 3).  
 

 
Figure 3: Visualisation of Hi-C interaction matrix 



The C-techniques really paved the way for a more mechanistic understanding of genome 
folding and how it relates to biological function. In particular it was shown that mammalian 
chromosomes possess a rich hierarchy of structural layers52. In the next sections, I will 
review the hierarchical organization of chromatin fibers in mammals with particular focus on 
compartments, TADs and loops.  
 
2.3 The hierarchy of chromatin folding 
The first Hi-C study was performed on two human cell lines giving relatively coarse-grained 
(~1Mb resolution) views of genome topology51. Despite the low resolution, this first study 
gave several insights into the general properties of chromosomal folding. The existence of 
chromosomal territories was confirmed as Hi-C captured more intra-chromosomal contacts 
than interactions between chromosomes, even for loci hundreds of megabases apart on a 
given chromosome51. Looking at the interactions in cis, the resulting Hi-C contact matrices 
display a checkerboard like contact patterns (Figure 4) suggesting preferential interactions 
across large distances along the genome51. This interaction pattern is the result of the 
segregation of the genome into two types of multi-megabase compartments, called “A” and 
“B” compartments. A compartments, that interact preferentially with other A compartments, 
generally include regions that are enriched in genes, active histone modifications and 
transcriptional activity. B compartments, in contrast, interact preferentially with B 
compartments and include gene-poor regions, enriched in histone modifications associated 
with a transcriptionally repressed state51. B compartments were also found to be highly 
correlated with Lamin Associated Domains (LADs), consistent with the fact that LADs have 
been associated with gene repression53. The segregation of chromosome territories into A and 
B compartments has been observed for all mammalian cell types examined and has been also 
shown to be present in single cells54,55. The position of A and B compartments has been 
shown to vary during differentiation consistent with gene expression changes56.  
 
As the resolution increased with increasing sequencing depth, Hi-C and 5C experiments in 
mammals (mouse and human) and flies (Drosophila melanogaster) revealed that 
chromosomal compartments are partitioned into contiguous sub-megabase regions, called 
topologically associating domains (TADs) 48–50. TADs correspond to genomic regions that 
interact more frequently within themselves than with neighboring regions and appear as 
squares along the diagonal in a Hi-C or 5C heatmap (Figure 4). TADs have been shown to be 
conserved both during differentiation and evolution 48,57. Intra-TAD interactions, however, in 
some domains were strongly altered during differentiation and the direction of these changes 
correlated positively with an open chromatin state58, suggesting that they might represent the 
building blocks of chromatin folding and gene regulation. Boundaries of TADs have been 
found to be enriched in active histone modifications, transcription start sites (TSSs), 
housekeeping genes, short interspersed nuclear elements (SINEs) and the architectural 
proteins CTCF and cohesin 48,59. In mammals, replication of the genome occurs in units of 
400–800 kilobases, termed replication domains60,61. Replication domain boundaries have 
been also shown to have an almost one-to-one correspondence with TAD boundaries62. The 
existence of TADs has been confirmed using FISH. Indeed, it has been shown 
that hybridization signals from probe pools entirely located within one TAD intermingle with 
each other to a greater extent than probe pools that span across TAD boundaries57. Further 
increases in sequencing depth have shown that TADs are partitioned into smaller domains 
termed sub-TADs or contact domains63–65, a great fraction of which (~40%) are delimited by 
so-called chromatin loops (Figure 4), which occur when stretches of genomic sequence that 
lie on the same chromosome are in closer physical proximity to each other than to intervening 
sequences.  



 

 
Figure 4: Hierarchical organisation of chromatin revealed by Hi-C. Top: segregation of the genome into two types of multi-
megabase compartments, called “A” and “B” compartments. Middle topologically associating domains corresponding to 
genomic regions that interact more frequently within themselves than with neighboring. Bottom: chromatin loops, associated 
with convergent CTCF motif orientation at anchor sites. 

Studies based on 3C-methods, thus, have shown that mammalian chromosomes possess a rich 
hierarchy of folding layers. An important question is how these folding layers are established. 
Recent studies have revealed that chromosome folding is driven by at least two independent 
mechanisms. On the one hand the mutually exclusive association between transcriptionally 
active and inactive chromatin give rise to the A and B compartments. Recent high resolution 
Hi-C data have suggested that these compartmental associations occur also at the level of 
genes resulting in the so-called ‘compartmental domains’ which often correspond to 
associations between active genes66. On the other hand, architectural proteins have been 
shown to play a major role in establishing TADs and chromatin loops. In line with this, the 
mediator complex, that promotes the assembly of transcription machinery67, has been shown 
to be involved in promoter-enhancer chromatin loops68,69. Polycomb-group (PcG) proteins, 
that play an essential roles in gene silencing70, have also been shown to mediate chromatin 
loops between polycomb-bound promoters71. 



The most studied architectural proteins are cohesin and CTCF. Cohesin is a ring-shaped 
protein complex that has been shown to be involved in sister chromatid cohesion and genome 
stability72. CTCF is a zinc-finger protein, known also as CCCTC-binding factor, which 
recognizes a specific non-palindromic motif, and was originally characterized as an insulator 
protein, capable of restricting enhancer-promoter interactions in their endogenous 
environment73. CTCF and cohesin have been found  to be enriched at TAD boundaries and at 
almost all anchor sites of chromatin loops65. Moreover, CTCF sites at anchors of chromatin 
loops occur mostly in a convergent orientation, suggesting that, not only binding, but also 
CTCF orientation plays an important role in chromatin loop formation. Recently, the 
involvement of CTCF and cohesin in promoting the formation of TADs and chromatin loops 

has been demonstrated by using global 
depletion experiments which led to loss of 
TADs and chromatin loops74–77. Moreover, 
targeted deletions/inversions of CTCF sites 
resulted in loss of looping interactions78–80. 
According to a highly influential 
hypothesis, which is supported by recent in 
vitro evidence81, the formation of 
chromatin loops and TADs might be driven 
by loop extrusion, where an extruder motor 
protein complex (most probably cohesin) 
extrudes chromatin loops until it is blocked 
by CTCF bound to DNA in a defined 
orientation82(Figure 5). Many more studies 
are still needed to elucidate clearly the 
mechanisms that drive the hierarchical 
folding of chromatin. However, 
irrespective of the mechanisms, several 
studies have suggested that genome 

organization plays an essential role in establishing the correct pattern of interaction between 
promoters and enhancers.  
 
2.4 Chromatin conformation and promoter-enhancer communication 
Proper development requires the tight control of gene expression in time and space. 
Enhancers play a key role in ensuring the correct spatio-temporal expression of genes, mainly 
by engaging in physical contact with the promoter of the target genes; yet the principles of 
enhancer function and mechanisms of promoter-enhancer communication are still poorly 
understood. In the last years, our understanding of promoter-enhancer communication has 
deepened considerably thanks to the development of technologies that have allowed the 
genome-wide mapping of enhancer-promoter contacts at high resolution20,83 and the genome 
engineering of enhancer-promoter contacts. Although enhancer action that does not involve 
physical contact with the target promoter might exist, there is compelling evidence to support 
the promoter-enhancer physical contact model as the dominant mode of enhancer action. 
Indeed, it has been shown that forcing a loop between the mouse E-globin (Hbb) and its 
enhancer led to transcriptional activation of Hbb gene, demonstrating that direct promoter-
enhancer looping can induce gene activation84. Simultaneous visualization of promoter-
enhancer proximity and transcription in living cells showed that continuous physical 
proximity between the enhancer and its target promoter is required for gene activation in 
Drosophila Melanogaster, supporting the looping model85. These and several other studies 
show that the dominant model of enhancer action is through direct physical looping on 
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Figure 5: Loop extrusion model that postulates that the 
cohesion ring complex extrudes loops until it is blocked by 
CTCF bound in a convergent orientation (adapted from 
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promoters. In this context, the three-dimensional (3D) configuration of the genome is 
important because it must accommodate the physical contacts between promoters and distant 
enhancers. In particular, TADs have been proposed as microenvironments for establishing the 
correct interactions patterns between enhancers and promoters: on the one hand, by 
increasing the chances that regulatory elements meet each other in the 3D space within a 
single domain, and on the other hand, by segregating physical interactions across boundaries. 
In line with this, simultaneous random insertion of hundreds of reporter genes resulted in the 
same pattern of expression of reporter genes within the same TAD in contrast with reporter 
genes in adjacent TADs86. This is consistent with the enhancer action being confined within 
TADs. A study involving one of the paradigms of long-range cis-regulation, the sonic 
hedgehog (Shh) promoter and its corresponding limb-specific enhancer (also referred to as 
the ZRS for ‘zone of polarizing activity regulatory sequence’) also supports this view. 
Indeed, engineered chromosomal rearrangements that change Shh-ZRS genomic distance 
without affecting TAD boundaries had only a mild effect on Shh expression, while disruption 
of TADs by genomic inversion resulted in loss of Shh expression87. In addition, deletion of 
TAD boundaries have been shown to lead to ectopic interactions between enhancers and 
promoters in the adjacent domains, which has been linked to genetic diseases and oncogene 
activation88–90. Finally, it has been shown that transcriptional coregulation of neighboring 
genes is favored within TADs during differentiation and upon transcriptional responses to 
external stimuli57,91. Thus, a plethora of studies have provided evidence on the fundamental 
role of three-dimensional folding of genome and, in particular, TADs to ensure the correct 
pattern of interactions between promoters and enhancers that is essential for proper 
development. 
 
2.5 Models of chromatin folding 
The development of 3C-techniques and improvement in imaging have enhanced our 
understanding of chromatin folding, revealing the existence of different folding layers such as 
intra-chromosomal compartments, TADs and chromatin loops. Yet, the mechanisms of how 
these layers are established are still not completely understood. Building on the findings of 
3C methods, polymer models have been a powerful tool to help uncover mechanisms that 
might shape genome folding.  
 
Polymer models describes properties of a class of macromolecules called polymers that are 
made of many repeated units called monomers92. What makes polymers so interesting and 
powerful as a model system is that they typically show universal behavior independent of the 
chemical details of each monomer. For instance, all polymers are flexible at large enough 
length scale with respect to the polymer persistence length93. Flexibility at large length scale 
implies that there exist an infinite number of possible configurations that occur with similar 
probabilities, making only statistical quantities averaged over many different configurations 
of interest. Typical statistical quantities include the root mean square end-to-end distance as a 
function of the polymer length and the spatial distances between monomers. With the advent 
of Hi-C, the most used statistical quantity became the scaling of contact probability, which 
describes how the probability 𝑃(|𝑖 − 𝑗|) that any two monomers are in contact depends on 
the monomers distance |𝑖 − 𝑗| along the chain. Indeed, Hi-C gave direct access to scaling of 
contact probability, provided that crosslinking frequencies are proportional to absolute 
chromosomal contact probability. In most polymer models, the scaling of the contact 
probability can be described by a power law: 

𝑃(|𝑖 − 𝑗|)~
1

|𝑖 − 𝑗|𝛼 

where 𝛼 is called the scaling exponent. 



 
A polymer model is defined by the interaction energies between monomers. A polymer 
model with the same monomer interaction energies is called a homopolymer, whereas a 
polymer model with different monomer interaction energies is called a heteropolymer. The 
statistical properties of several equilibrium homopolymer models have been characterized 
analytically94,95. For instance, the ideal chain, that corresponds to a homopolymer where 
monomers do not interact, is characterized by a scaling exponent of 𝛼 = 1.5; in contrast, the 
equilibrium globule homopolymer, where attraction between monomers dominates over 
excluded-volume interaction that accounts for the fact that two monomers cannot occupy the 
same positions, is characterized by a scaling exponent of 𝛼 = 0 for large distances between 
monomers.  
 
Polymer models have been widely applied to describe the folding of chromatin fibers. Early 
studies based on microscopy have shown that the simple ideal chain or equilibrium globule 
could not capture the folding characteristics of chromatin, such as the presence of 
chromosomal territories92,96. Building on the emergence of the hierarchical folding structure 
of chromatin based on 3C methods (in particular Hi-C), many hypothesis-driven polymer 
models have been proposed to better understand the mechanisms that could give rise to these 
structures97,98, using the scaling exponent as a benchmark for polymer simulations. Among 
these models, the loop extrusion model became very popular in recent years as it is able to 
reproduce several key observations. For example, the dependence of CTCF-associated 
chromatin loops on reciprocally orientated CTCF sites (which cannot be explained by direct 
looping) and the formation of the so-called chromatin “stripes” corresponding to a loop 
anchor interacting with entire domains at high frequency. The loop extrusion model suggests 
that the architectural proteins CTCF and cohesin play an essential role in the formation of 
chromatin structures at the sub-megabase scale, such as TADs, chromatin loops and 
chromatin stripes. Under the loop extrusion hypothesis, cohesin will bind chromatin and 
randomly extrude chromatin loops until it is blocked by CTCF bound in a defined orientation.  
Despite the power of hypothesis-driven methods to elucidate mechanisms of chromatin 
folding, the “risk” of these methods is that they account only for explicit hypotheses, 
completely ignoring other factors that might be important.  
An alternative modeling strategy is to infer the model from the Hi-C experimental data 
without any prior assumptions of the mechanisms99–101. These agnostic approaches, whose 
goal is to provide unbiased and realistic reconstructions of chromatin conformations that 
would give rise to the Hi-C interaction matrix, have provided key insights into chromatin 
folding, such as the high cell-to-cell variability, notably at the scale of TADs. 

3. Aim of the thesis 
As outlined above, chromatin conformation plays an essential role in controlling gene 
expression by promoting the correct pattern of interactions between regulatory sequences 
such as enhancers and promoters. The development of 3C methods boosted our capability to 
study chromatin folding and have revealed that mammalian chromosomes possess a rich 
hierarchy of structural layers. Among this hierarchy, TADs have been extensively studied 
since they are thought to play an essential role in promoting the correct interactions between 
promoters and enhancers. It is, however, unclear whether the functional properties that have 
been attributed to TADs are specific to the folding layer of TADs themselves, and if so, why 
those properties emerge at this particular folding scale. As reported in Chapter I, I set out to 
perform a comprehensive analysis that considers all the folding layers in the hierarchy 
simultaneously and compares them to one another in terms of their functional and physical 



properties. This could clarify whether and, if so, why functional and/or structural properties 
are specific to TADs. 
 
A fundamental question in chromatin field is how chromosomal interaction frequencies 
within and across TADs are ‘read’ by enhancer-promoter pairs. Do absolute interaction 
frequencies matter most in determining enhancer-promoter functionality, or their relative 
changes? Addressing these questions requires measuring chromosomal interactions with 
quantitative methods on the molecular level. A major limitation of 3C-based techniques is 
however that crosslinking and ligation are sources of experimental biases, which very often 
raised the question of whether the structures detected in 3C (namely TADs and chromatin 
loops) exist in vivo102–105. As presented in Chapter II, in collaboration with Josef Redolfi, we 
developed a method named DamC that allows the detection of chromosomal interactions at 
molecular scale and in living cells without crosslinking and ligation.  
 
The overarching theme of my PhD has been to develop tools leading to a more quantitative 
understanding of chromatin organization, which I find absolutely fundamental to enhance our 
understanding how promoters and enhancers communicate. Thanks to DamC, we could prove 
that 3C techniques do not significantly distort the detection of chromosomal interactions. 
This is important because Hi-C data are routinely interpreted as being proportional to 
absolute chromosomal contact probabilities, and used to benchmark polymer models of 
chromosome structure. In particular, scaling properties of Hi-C data as a function of genomic 
distances are considered a hallmark of the mechanisms giving rise to structures observed in 
Hi-C. However, in contrast with classical equilibrium homopolymers where there is a one-to-
one correspondence between scaling and polymer model, the heterogeneity in interactions in 
heteropolymer models might lead to a wild range of scaling behavior, including the one 
typical of homopolymers. This would suggest that scaling cannot be used alone as hallmark 
for polymer models. To study the general scaling properties of heteropolymers, as illustrated 
in Chapter III, I used heteropolymers with random gaussian interactions as model system and 
showed that finite-size effect, together with heterogeneity in interactions between monomers, 
can reproduce the range of scaling values detected in Hi-C, suggesting that caution is needed 
in using the scaling to discriminate alternative physical models.  
 
 
 
 
 
 
 
 
 
 
 
 
 



4. Results 
Chapter I: Reciprocal insulation analysis of Hi-C data shows that TADs represent a 
functionally but not structurally privileged scale in the hierarchical folding of 
chromosomes 
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I wrote the code, performed all analyses, and wrote the paper together with Luca Giorgetti. 
 
 
 
Summary 
 
3C methods revealed that the folding of mammalian genomes is hierarchical with TADs 
being the most studied folding layer. Many functional properties have been attributed to 
TADs, but whether these properties are specific to TADs remains an open question. In this 
study we showed through an unbiased comparative analysis across the whole hierarchy that 
TADs emerge as a functionally privileged scale where the tendency of genes to be 
coregulated during differentiation is maximal; moreover, the scale of TADs maximizes 
CTCF clustering at domain boundaries, and optimizes promoter-enhancer interactions. 
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Understanding how regulatory sequences interact in the context of chromosomal architecture is a central challenge in biol-
ogy. Chromosome conformation capture revealed that mammalian chromosomes possess a rich hierarchy of structural lay-
ers, from multi-megabase compartments to sub-megabase topologically associating domains (TADs) and sub-TAD contact
domains. TADs appear to act as regulatory microenvironments by constraining and segregating regulatory interactions
across discrete chromosomal regions. However, it is unclear whether other (or all) folding layers share similar properties,
or rather TADs constitute a privileged folding scale with maximal impact on the organization of regulatory interactions.
Here, we present a novel algorithm named CaTCH that identifies hierarchical trees of chromosomal domains in Hi-C
maps, stratified through their reciprocal physical insulation, which is a single and biologically relevant parameter. By apply-
ing CaTCH to published Hi-C data sets, we show that previously reported folding layers appear at different insulation levels.
We demonstrate that although no structurally privileged folding level exists, TADs emerge as a functionally privileged scale
defined by maximal boundary enrichment in CTCF and maximal cell-type conservation. By measuring transcriptional out-
put in embryonic stem cells and neural precursor cells, we show that the likelihood that genes in a domain are coregulated
during differentiation is alsomaximized at the scale of TADs. Finally, we observe that regulatory sequences occur at genomic
locations corresponding to optimized mutual interactions at the same scale. Our analysis suggests that the architectural
functionality of TADs arises from the interplay between their ability to partition interactions and the specific genomic po-
sition of regulatory sequences.

[Supplemental material is available for this article.]

Characterizing the three-dimensional organization of chromo-
somes inmammalian cells is a central challenge, especially in light
of determining how regulatory sequences such as enhancers and
promoters interact and ensure precise control of gene expression
during development. Methods based on chromosome conforma-
tion capture (3C) and notably 4C, 5C, and Hi-C, which measure
physical interaction frequencies of genomic loci in the three-di-
mensional nuclear space, have revealed that mammalian chromo-
somes possess a rich hierarchy of structural layers (Gibcus and
Dekker 2013). Each chromosome is partitioned inmulti-megabase
‘A’ and ‘B’ compartments, reflecting the associations of alternating
large regions of active and inactive chromatin (Lieberman-Aiden
et al. 2009).Compartmentsare further subdivided into topological-

ly associating domains (TADs), contiguous sub-megabase genomic
regions within which the chromatin fiber preferentially associates
(Dixon et al. 2012; Nora et al. 2012), which are further partitioned
into smaller substructures and ‘contact domains’ (Berlivet et al.
2013; Phillips-Cremins et al. 2013; Rao et al. 2014). Finally, as a fur-
ther level of complexity, TADs also interact with each other into
“meta-TAD” trees that extend up to several Mb (Fraser et al. 2015).
Given the cell population-averaged nature of 3C-based experi-
ments, the observed nested hierarchies of interaction domains
may arise as statistical patterns resulting from an average over mil-
lions of alternative conformations of the chromatin fiber
(FudenbergandMirny2012;Giorgettietal.2014; Junieretal.2015).

Althoughmore than onemechanismmight give rise to TADs
and sub-TAD structures, CTCF (CCCTC-binding factor) and the
cohesin complex appear to be largely responsible for the establish-
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boundaries. Indeed,CTCFand cohesin are enriched at TADbound-
aries (Dixon et al. 2012; Van Bortle et al. 2014), but they also bind
pervasively within TADs and are involved in the formation of
sub-TAD structure (Rao et al. 2014; de Wit et al. 2015; Sanborn
et al. 2015), although themolecularmechanisms that lead to struc-
ture formation are unclear (Merkenschlager andNora 2016). In ad-
dition,openchromatinandactivetranscriptionpositivelycorrelate
with the presence of TADs and sub-TAD structure (Hou et al. 2012;
Phillips-Creminset al. 2013;Ulianovetal. 2015), andactivehistone
modifications are enriched at TAD boundaries (Dixon et al. 2012),
suggesting that interactions between active regulatory sequences
may contribute to establish chromosomal architecture. However,
transcription does not seem to be strictly needed for maintaining
TAD boundaries (Nora et al. 2012).

Irrespective of the mechanisms underlying their forma-
tion, genetic evidence suggests that TADs contribute to establish
correct interaction patterns between enhancers and promoters
(Symmons et al. 2014; Lupiáñez et al. 2015; Franke et al. 2016).
Consistent with this, transcriptional coregulation of neighboring
genes is favored within TADs during differentiation (Nora et al.
2012) and upon transcriptional responses to external stimuli (Le
Dily et al. 2014). TADs are thought to act, on the one hand, by in-
creasing the chances that regulatory elements meet each other in
the three-dimensional space within a single domain, and on the
other hand, by segregating physical interactions across boundar-
ies, thus decreasing the probability that deleterious interactions
occur. Hence, the degree to which each TAD is insulated with re-
spect to its neighbors may be an important parameter in the estab-
lishment of the correct regulatory connections. It is, however,
unclear whether the functional attributes that have been observed
at the level of TADs (namely the ability to constrain enhancer-pro-
moter interactions and promote transcriptional coregulation) are
specific to the folding layer of TADs themselves, and if so, why
those properties emerge at this particular folding scale.

A comprehensive analysis that considers all previously identi-
fied topological levels simultaneously and compares them to one
another in terms of their functional and physical properties is
currently lacking. A small number of algorithms that identify hier-
archies of topological domains are available (Filippova et al. 2014;
Lévy-Leduc et al. 2014; Shin et al. 2015; Weinreb and Raphael
2015; Chen et al. 2016; Shavit et al. 2016). However, none of
them provides a quantitative description of how the various layers
of domains differ from one another. In addition, these algorithms
define hierarchies of interaction domains depending on one or
more parameters that do not have a clear biological or structural in-
terpretation. To overcome these limitations, we developed a novel
algorithm called CaTCH (Caller of Topological Chromosomal
Hierarchies) that identifies nested topologies of structural domains
in Hi-C data sets based on a single parameter, the reciprocal physi-
cal insulation between domains, which is a simple and biologically
relevant measure. Here, we describe the CaTCH algorithm and re-
port the results of comparing the structural and functional proper-
ties of domains across the folding hierarchy of themouse genome.

Results

CaTCH: an algorithm to detect and stratify nested hierarchies
of topological domains
In order to comprehensively describe the multiscale organization
of chromosomal folding hierarchies, we developed an algorithm
that segments Hi-C interaction maps into multiple alternative

sets of domains and stratifies them according to a single parameter.
We adopted a thermodynamic interpretation of Hi-C data sets
(Fudenberg and Mirny 2012) in which the Hi-C signal between a
pair of loci is proportional to the probability of detecting them in
proximity across the cell population. For any pair of adjacent chro-
mosomal domains A and B, we then defined their reciprocal insu-
lation (RI) as

RI(A,B) = [Pin(A) + Pin(B)− Pout(A,B)]/[Pin(A) + Pin(B)]
× 100, (1)

where Pin and Pout are the average Hi-C counts within a domain
and across two adjacent domains, respectively (Fig. 1A; see
Methods section). Small (large) values of RI thus correspond to do-
mains that are poorly (strongly) insulated from their first neigh-
bors. For example, 70% reciprocal insulation means that the
average Hi-C counts across the boundaries of two adjacent do-
mains are 70% smaller than the average counts within the two
domains.

Given a certain degree of reciprocal insulation, the algorithm
merges all consecutive domains whose reciprocal insulation is
lower than the chosen threshold (Fig. 1B; see Methods section),
similarly to what is commonly performed by agglomerative hierar-
chical clustering (Hastie et al. 2009). Thus, for any reciprocal insu-
lation threshold, detected domains are at least insulated by the
threshold value. By smoothly increasing the threshold on the insu-
lation, the algorithm detects a set of domains that are increasingly
more insulated, larger, and containing previous domain layers.
This results in a nested hierarchy of differentially insulated do-
mains (Fig. 1C). We dubbed this algorithm CaTCH, for Caller of
Topological Chromosomal Hierarchies.

A key property of CaTCH is that it does not rely on the tuning
of any free parameter to identify one particular folding scale. The
only parameter in the algorithm is the reciprocal insulation thresh-
old itself, which is systematically varied to define and stratify the
entire hierarchy of domains, rather than tuned to identify a single
domain set.Moreover, unlike parameters in existing approaches to
identify multiscale domain structures in Hi-C data sets (Filippova
et al. 2014; Lévy-Leduc et al. 2014; Shin et al. 2015; Weinreb and
Raphael 2015; Chen et al. 2016; Shavit et al. 2016), the reciprocal
insulation is a biologically relevant measure estimating how effi-
ciently a domain is physically insulated from its immediate neigh-
bors. CaTCH is provided as an R package at https://github.com/
zhanyinx/CaTCH_R (source code can be found in Supplemental
Methods).

Sub-TAD contact domains, TADs, and compartments emerge
at different levels in the folding hierarchy
We first applied CaTCH to published Hi-C data sets from female
mouse ESCs (Giorgetti et al. 2016) binned at 20-kb resolution. As
expected, when increasing the reciprocal insulation parameter,
the algorithm detected increasingly larger and fewer topological
domains (Fig. 1C), with 5% changes in reciprocal insulation trans-
lating into ∼30% changes in the number and size of domains
(Supplemental Fig. S1a). We found a similar trend when analyzing
other cell types, notably neural precursor stem cells (NPCs) derived
from the same ESC line (Giorgetti et al. 2016) and themouse B-cell
lymphoma CH12 cell line (Supplemental Fig. S1b; Rao et al. 2014).
In ESCs, below 40% reciprocal insulation domains are too small
(<100 kb on average) to be characterized with data at 20-kb resolu-
tion. At higher insulation values, however, we detected domains
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with a size (180 kb on average) in the range of sub-TAD structures
and ‘contact domains’ identified in previous studies (Fig. 1D, left;
Supplemental Fig. S1c; Berlivet et al. 2013; Phillips-Cremins et al.
2013; Rao et al. 2014). More than 60% of domain boundaries iden-
tified at 55% reciprocal insulation contain at least a CTCF peak
identified in a published ChIP-seq data set (Cheng et al. 2014),
consistent with the notion that sub-TAD structures are highly cor-

related with CTCF binding (Phillips-Cremins et al. 2013). In addi-
tion, although the resolution of the Hi-C data set is not high
enough to distinguish most of the CTCF-associated ‘loop’ signals
as in Rao et al. (2014), we noticed that ∼45% of domains at this
scale have at least one CTCF peak at both boundaries
(Supplemental Fig. S1d). Of the CTCF-delimited domains, howev-
er, only 35%had convergentCTCF sites (compared to 98%of ‘loop

Figure 1. Schematic description of reciprocal insulation and the domain-calling algorithm. (A) Schematic representation of reciprocal insulation (RI) be-
tween two fictitious domains A and B in Hi-C data. (B) The CaTCH algorithm merges two adjacent domains if their reciprocal insulation is smaller than a
given threshold. (C) (Left three panels) Examples of sets of domains defined in mouse ESCs Hi-C data (20-kb binning) imposing different threshold on RI.
(Right) Number of domains detected in ESC as a function of RI. (D) Sub-TAD contact domains (left), directionality index-based TADs (middle), and A/B com-
partments (right) are identified at different RI values. (E) Fraction of boundaries of diTAD (left) and compartments (right) overlapping with boundaries of
domains identified by CaTCH as a function of RI. (F) (Left) Number of domains detected by CaTCH as a function of RI in the real genome (black line), or in
computationally generated contact maps with zero (blue), one (red), or two preferential folding levels (green). The corresponding heat maps are shown in
the four right panels. Numbers of domains were normalized to the initial step (0% insulation) to allow comparison.
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domains,’ defined as contact domains with strong interaction be-
tween boundaries in Rao et al. 2014). This is largely due to the fact
that the domains identified in the latter study are a subset of do-
mains detected byCaTCH at 55% reciprocal insulation (see below);
however, a direct comparison between the two domain sets is not
possible, due to the lack of ESCs Hi-C data sets in the study by Rao
et al. (2014).

To determine the actual overlap between domains identified
by CaTCH and contact domains described in Rao et al. (2014), we
analyzed the 10-kb-resolution Hi-C data that were obtained in
CH12 cells in the same study. Maximal overlap between the two
domain sets occurred at 62% reciprocal insulation in CH12
(Supplemental Fig. S1e), where 78% of boundaries of previously
identified contact domains are also detected by CaTCH. However,
CaTCH detects more domains than those identified in Rao et al.
(2014) (Supplemental Fig. S1f), which explains the lower propor-
tion of domains delimited by convergent CTCF sites in our data
set. Thus, sub-TAD contact domains are detected by CaTCH as rel-
atively lowly insulated regions.

We next sought to identify the scale in the folding hierarchy
where domains detected by CaTCH most closely resemble TADs.
Since directionality index analysis (Dixon et al. 2012) has been
used to define TAD boundaries in a number of previous studies,
here we adopted this benchmark definition of TADs and refer to
these domains as ‘diTADs’ (directionality index TADs). It is impor-
tant to point out that the set of diTADs identified in a Hi-C exper-
iment depends on the value of two tunable parameters, one setting
a limit to the maximal genomic distance over which Hi-C interac-
tions are evaluated (Supplemental Fig. S1g) and the other defining
theminimum acceptable size of domains.We set these parameters
to 2 Mb and 80 kb, respectively, as used previously (Dixon et al.
2012), to build a reference set of diTADs. This resulted in the iden-
tification of 2220 diTADswith amedian size of 840 kb, compatible
with earlier analyses inmouse ES cells (Dixon et al. 2012). The best
overlap between hierarchical domains detected by CaTCH and
diTADs occurred at around 69% reciprocal insulation (Fig. 1D, cen-
ter), where ∼70% of diTAD boundaries coincide with hierarchical
domain boundaries (Fig. 1E, left) and their size distributions are
very similar (Supplemental Fig. S1h). Domains detected by our al-
gorithmat this scale are slightly (althoughnot significantly) small-
er than diTADs (median size 760 kb vs. 840 kb) (Supplemental Fig.
S1h,i). Most (74%) CaTCH boundaries not corresponding to TADs
indeed divide diTADs in smaller domains (Supplemental Fig. S1j).
Thus, diTADs are detected by CaTCH as domains that are more ro-
bustly insulated than contact domains.

At evenhigher reciprocal insulation, hierarchical domains de-
tected by CaTCH correspond to regions of increasingly longer-
range associations between TADs, in the range of meta-TADs de-
scribed in Fraser et al. (2015), themselves contained into even larg-
er domains occurring at very high insulation (around 85%) (Fig.
1D, right). These domains largely overlapwith consecutive stretch-
es of genomic sequence belonging to either the ‘A’ or ‘B’ compart-
ments (Lieberman-Aiden et al. 2009), as detected by eigenvector
analysis (Imakaev et al. 2012) on the same ESCs Hi-C data set
(Fig. 1D, right, 1E, right). Consistent with the notion that A/B
compartments represent predominantly active/inactive chroma-
tin, using publicly available ChIP-seq data sets in ESCs (Supple-
mental Table S1), we found that the difference in histone
modification patternswithin vs. across domain boundaries ismax-
imized at this scale (Supplemental Fig. S1k).

Thus, CaTCH identifies a continuous spectrum of nested
self-interacting chromosome domains, stratified as contiguous

genomic regions with differential reciprocal insulation levels.
Previously described chromosomal structures such as sub-TAD
contact domains, TADs, and groups of TADs emerge at different
scales within the nested folding hierarchy and are characterized
by increasing reciprocal insulation levels.

A continuous nested hierarchy of topological associating
structures
We then sought to determine whether one or more privileged re-
ciprocal insulation levels exist among the folding hierarchy and
correspond to any of the previously reported folding layers. If
such level(s) existed, some simple fundamental quantities, such
as the number or size of domains detected by the CaTCH algo-
rithm, would have a discontinuous behavior as a function of the
reciprocal insulation parameter. To exemplify this concept, we
computationally generated simplified control contact maps by ar-
tificially imposing the presence of zero, one, or two scales of do-
mains, separated by sharp transitions in contact probabilities
between consecutive layers (see Methods section; Fig. 1F). For
these controls, CaTCH detected a number of plateaus in the size
(or number) of domains equal to the number of distinct hierarchi-
cal levels (Fig. 1F, left), irrespective of the genomic size of the do-
mains (Supplemental Fig. S1l). Compared to these controls, the
ESC genome does not exhibit any structurally privileged scale, at
least for domains defined using reciprocal insulation as a measure
(black line in Fig. 1F), irrespective of whether the entire genome is
considered or select regions that belong to either the A (active) or B
(inactive) compartment (Supplemental Fig. S1b). A similar trend
can be observed in NPCs and CH12 cells (Supplemental Fig.
S1b), suggesting that no obvious privileged structural scale exists
in ESCs and differentiated cell types. As a notable consequence,
TADs do not appear as a natural intrinsic structural scale in the
nested hierarchy of domains. This prompted us to investigate
whether functional properties that have been previously attribut-
ed to TADs specifically emerge at the TAD scale or are rather wide-
spread among the folding hierarchy.

Enrichment in active histone marks is maximized at the scale
of TADs
TAD boundaries have been shown to be enriched in histone mod-
ifications associated with active transcription (Dixon et al. 2012).
We therefore analyzed publicly available ChIP-seq data sets in
ESCs (Supplemental Table S1) and computed the enrichment for
distinct histone marks at the boundaries of the domains across
all the scales in the folding hierarchy.Marks associated with active
transcription showed a steady increase in enrichment as a function
of reciprocal insulation and reached a plateau at the level of
diTADs (∼69%) (Supplemental Fig. S2a). Thus, although active his-
tonemarks showwidespread enrichment across the folding hierar-
chy, they are maximally enriched at the scale of TADs and TAD
aggregates (meta-TADs and compartments). Consistentwith previ-
ous results (Dixon et al. 2012), the H3K9me3 repressive mark was
found depleted at many levels in the folding hierarchy and nota-
bly at the level of diTADs (Supplemental Fig. S2a).

CTCF clustering at boundaries is maximized at the scale of TADs
Consistent with its putative role in establishing and/or maintain-
ing chromosomal structure, CTCF is enriched at boundaries of
contact domains (Berlivet et al. 2013; Phillips-Cremins et al.
2013; Rao et al. 2014), TADs (Dixon et al. 2012), and meta-TAD
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trees (Fraser et al. 2015).We therefore computed the enrichment in
the number of CTCF ChIP-seq peaks (Cheng et al. 2014) at domain
boundaries at all folding scales. As expected, CTCF binding is
enriched at boundaries of every level across the folding hierarchy;
however, CTCF enrichment ismaximized at the scale of TADs, and
in particular at ∼65% reciprocal insulation (Fig. 2A) corresponding
to domains that are slightly less insulated than diTADs detected
using standard directionality index parameters. Identical results
were found by using the input-normalized CTCF ChIP-seq signal
per boundary, rather than the number of ChIP-seq peaks
(Supplemental Fig. S2b). We noticed that maximal CTCF enrich-
ment is due to both a maximal number of boundaries containing
at least one CTCF peak and a maximal average number (∼1.9) of
CTCF peaks per boundary (Supplemental Fig. S2c), which are
mostly found within the 40 kb upstream of or downstream from
the boundary (Supplemental Fig. S2d).

Domains at 65% reciprocal insulation are 20% smaller com-
pared to ‘standard’ diTADs (600 kb vs. 840 kb median size) (Fig.
2B) and frequently originate from the splitting of one diTAD
into two or more smaller domains (Supplemental Fig. S2e). The
majority (∼70%) of these ‘new’ boundaries have at least one occu-
pied CTCF site, which explains the slightly higher enrichment in
CTCF compared to standard diTADs. However, by systematically
varying the values of parameters in the directionality index algo-
rithm, we identified alternative sets of diTADs where CTCF enrich-
ment is higher than standard diTADs and comparable to (although
slightly lower than) 65% RI domains (Supplemental Fig. S2f).

Importantly, these alternative directionality index domains corre-
spond to domains detected by CaTCH in the 65%–70% reciprocal
insulation range (Supplemental Fig. S2f, arrows). This confirms
that the TAD scale is characterized by maximal CTCF enrichment
at boundaries compared to other folding levels. We will hereafter
refer to domains identified by CaTCH at 65% minimal reciprocal
insulation simply as TADs, since they constitute the set of domains
with maximal CTCF enrichment.

Reciprocal orientation of CTCF binding sites has been shown
to be highly predictive of strong long-range ‘looping’ interactions
(Rao et al. 2014; de Wit et al. 2015; Guo et al. 2015; Vietri Rudan
et al. 2015). We therefore assessed the orientation of the two most
internal CTCF motifs on either side of each domain and found
that, at the scale of TADs, the fraction of domains where CTCF
motifs were convergent was maximal (Supplemental Fig. S2g,
left), with ∼22% of domains possessing convergent binding sites.
Thus, both CTCF clustering and head-to-head orientation of the
most internal CTCF motifs are maximized at the scale of TADs.
Using available CTCF ChIP-Seq data sets (Phillips-Cremins et al.
2013; Cheng et al. 2014), we found that, in both NPCs and
CH12 cells, CTCF enrichment at boundaries showed a similar
trend as in ESCs, with a peak around 58% and 82% reciprocal in-
sulation in NPCs and CH12, respectively (Fig. 2C). The fraction of
domains with convergent CTCF motifs peaked at the same RI
values (Supplemental Fig. S2g). Importantly, despite the differ-
ence in absolute reciprocal insulation values, the number and
size of domains at maximal CTCF enrichment were extremely

Figure 2. CTCF clustering at domain boundaries is maximal at the scale of TADs. (A) CTCF enrichment at domain boundaries is widespread among the
folding hierarchy inmouse ES cells. However,maximal enrichment occurs at 65% RI, where it is slightly higher compared to TADs identified by directionality
index analysis (diTADs). (B) Domains at 65% are slightly smaller than diTADs identified on the same data set. (C) CTCF enrichment at domain boundaries in
NPCs and CH12 cells shows a similar trend as in ESCs, withmaxima located at 58% and 82% RI in NPCs and CH12, respectively. (D) The number and size of
domains defined by maximal CTCF enrichment at boundaries are similar in ESCs, NPCs, and CH12 cells.
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similar across the three cell types (Fig. 2D). In addition, conserva-
tion of boundaries across the three cell types was also found to be
maximal at the same scale, with ∼70% of boundaries conserved
between any two cell types (Supplemental Fig. S2h). Thus, the
scale of TADs appears in the entire folding hierarchy not only as
the domain scale that maximizes CTCF enrichment at boundar-
ies, but also as the scale where domains are most conserved across
cell types.

We next sought to determine any confounding effect on the
determination of the optimal RI value due to experimental factors,
such as different sequencing depth of Hi-C libraries or different
versions of the Hi-C protocol. To study the effect of sequencing
coverage, we performed CaTCH and CTCF enrichment analysis
on a down-sampled ESC Hi-C data set obtained by reducing by
half the total number of sequenced reads. CTCF enrichment at
domain boundaries was maximized at very similar reciprocal
insulation value as in the full data set (67% vs. 65%) (Supplemen-
tal Fig. S2i), largely corresponding to the same set of domains (Sup-
plemental Fig. S2k). Thus, sequencing depth is not likely to have a
strong impact on the reciprocal insulation values where TADs ap-
pear. Next, to understand the impact of using Hi-C data sets ob-
tained using different experimental protocols, we performed a
comparative analysis of two data sets obtained in mouse fetal liver
cells (Nagano et al. 2015) using either the ‘dilution’ (Lieberman-
Aiden et al. 2009; Belton et al. 2012) or the ‘in situ’ ligation proto-
cols (Nagano et al. 2013; Rao et al. 2014). Using a published CTCF
data set (Cheng et al. 2014), we found that maximal CTCF enrich-
ment occurred at different reciprocal insulation values (Supple-
mental Fig. S2j,k), with the dilution protocol leading to smaller
values compared to the in situ protocol (70% vs. 77%). This is con-
sistent with the lower insulation values where TADs appear in NPC
and ESC (where Hi-C was performed with the dilution protocol
[Giorgetti et al. 2016]) compared to CH12 cells (in situ protocol)
and is compatible with the previous observation that the in situ
protocol leads to sharper TAD boundaries (Nagano et al. 2015).
These results point atHi-C protocol variants as amain determinant
of reciprocal insulation and suggest that the scale of TADs occurs in
the 58%–70% range (64%± 6%) in dilution Hi-C data sets and in
the 77%–82% range (80%± 3%) in the in situ experiments that
were analyzed.

Transcriptional coregulation during differentiation is maximal
at the scale of TADs
Motivated by the finding that CTCF and active histone marks en-
richment at boundaries is maximal at the scale of TADs, we set out
to determine whether domains at this scale encompass maximally
coregulated genes, which is a further important functional attri-
bute proposed for TADs (Nora et al. 2012; Le Dily et al. 2014).
For this, we performed strand-specific RNA-seq on total RNA
from the ESC and NPC lines in which the Hi-C had been per-
formed (Giorgetti et al. 2016). Strand specificity allowed us to un-
ambiguously assign up- or down-regulated transcripts in the case
of two overlapping transcriptional units. For all levels in the fold-
ing hierarchy, we then set out to determine how many domains
are transcriptionally coregulated during the differentiation from
ESCs to NPCs.

Wedefined a domain to be down- (up-) coregulated at the em-
pirical P≤ 0.05 level if the number of down- (up-) coregulated
genes in the domain is larger than in 95% of cyclically permutated
genomes (see Methods section). For each insulation level and the
corresponding domain set, we then calculated a Z-score as the dif-

ference between the number of coregulated domains that were ob-
served in the real genome and the mean number of coregulated
domains detected in 2000 randomizations of the genome (Fig.
3A; see Supplemental Methods), weighted by its standard devia-
tion. Interestingly, at all insulation levels, the subset of domains
that we detected to be up- or down-regulated at the level of P≤
0.05 show maximal transcriptional changes during development
(Fig. 3B; Supplemental Fig. S3a). Thus, domains with a high level
of transcriptional coregulation largely overlap with those where
the most dramatic changes in gene expression occur during
differentiation.

At the level of TADs in ESC (65% insulation), we detected
114 coregulated domains, accounting for ∼4% of the total num-
ber of TADs and ∼10% of those exhibiting expression changes
during differentiation (≥2 up- or down-regulated genes). This rep-
resents a >2.5-fold enrichment relative to the values expected in
randomized genomes. Moreover, the number of coregulated
TADs (65% reciprocal insulation) is very similar to that observed
at the level of TADs in the context of the acute transcriptional re-
sponse to progesterone in a human breast cancer cell line (Le Dily
et al. 2014).

For genes that are down-regulated during differentiation, the
Z-score is maximum at the scale of TADs (Fig. 3C). To check the
robustness of the analysis against stochastic fluctuation of expres-
sion changes, we studied the behavior of Z-scores upon randomly
reshuffling (n = 1000) 10% of genes. For 66% of these partially re-
shuffled genomes, the maximum Z-score was found to be located
within a 4% interval around 65% reciprocal insulation (63%–66%)
(Supplemental Fig. S3b), supporting the robustness of the result.
This analysis suggests that TADs in ESCs constitute a functionally
privileged scale, maximizing the coregulation of genes that are
down-regulated during the differentiation into neural precursor
stem cells.

The behavior of up-regulated genes was remarkably different,
with low (if any) enrichment in transcriptional coregulation with-
in domains below75% reciprocal insulation (Fig. 3D) andmaximal
enrichment at the scale of A/B compartments (>80%). We rea-
soned that this could be due to the fact that not all TADs identified
in ESCs are predictive for transcriptional coregulation of genes that
become activated during differentiation. We thus performed the
same analysis on domains identified in NPCs and found that cor-
egulation of both down- and up-regulated genes is maximized
within domains defined inNPCs around 58% reciprocal insulation
(Fig. 3E,F). This is the set of TADs defined in NPCs by maximal
CTCF clustering at their boundaries (see Fig. 2C). We verified
that these results are not affected by the presence of an inactive
X chromosome in NPCs, as maximal coregulation was observed
at the scale of TADs even when expression changes of X-linked
genes (excluding genes that escape X inactivation in this clone
[Giorgetti et al. 2016]) were corrected to account for their monoal-
lelic expression in NPCs (Supplemental Fig. S3c; Supplemental
Methods).

Thus, TADs defined in the initial developmental stage (ESCs)
are the scale where transcriptional coregulation of down-regulated
genes ismaximal, whereas the set of domains that better favors the
coregulation of up-regulated genes corresponds to TADs defined in
the final state (NPCs). This can be largely explained by the fact
that, although most TAD boundaries (∼70%) are conserved be-
tween ESCs and NPCs, a significant fraction (∼30%) is not. In par-
ticular, although most up-regulated TADs are conserved and
detected in both ESCs and NPCs, we detected 20% more up-regu-
lated TADs in NPCs than in ESCs, corresponding to domains that
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were defined de novo during differentiation in parallel with a sig-
nificant increase in their genomic activity (Fig. 3G; Supplemental
Fig. S3d). This might suggest that TADs in NPCs are more predic-
tive of transcriptional coregulation of up-regulated genes because

domains that are transcriptionally active in the final state of differ-
entiation can only be precisely detected when they are active (i.e.,
in the final state) but do not appear as defined in the set of TADs in
the initial state. These domains represent extreme cases that

Figure 3. Transcriptional coregulation defines a functional privileged scale. (A) Schematic representation of the definition of statistical enrichment in the
number of coregulated domains. A domain is down- (up-) coregulated if its number of down- (up-) coregulated genes is larger than in 95% of cyclic per-
mutated genomes (empirical P≤ 0.05). A Z-score is calculated as the difference between the number of coregulated domains detected in the real genome
(Nobs) and the mean number of coregulated domains detected in 2000 randomized genomes (Nexp), weighted by its standard deviation σexp. (B)
Distribution of average fold changes in expression level for domains at different RI values. For each RI value, the number of domains that are either up-
or down-regulated during differentiation (at the P≤ 0.05 level) is also shown in the upper part of the graph. Box: 25%–75% range (black line: median).
(C) The statistical enrichment in the number of down-regulated domains is plotted as a function of the RI threshold. Transcriptional coregulation is signifi-
cant at any level below ∼70% RI but maximal at 65%. (D) Same as panel C for up-regulated domains. (E) Same analysis as in panel Cwhen using domains
based on Hi-C data in NPCs. (F ) Same as panel E for up-regulated domains. (G) Example of domains that were created de novo during differentiation and
detected only in the set of NPC TADs (58% RI).
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illustrate that increased genomic activity can be associatedwith in-
creased structural complexity, and in this case, with de novo for-
mation of local structures. This is reminiscent of what was
observed on the inactive X chromosome (Giorgetti et al. 2016),
where the presence of TAD-like structures is only observed in the
context of gene activation.

Enhancer-promoter communication is optimized at the scale
of TADs

The finding that TADs emerge as the folding scale that maximizes
transcriptional coregulation but are not an intrinsically defined
structural level (cf. Fig. 1) prompted us to ask whether TADs specif-
ically favor enhancer-promoter communication in ESCs. We ana-
lyzed available ChIP-seq data sets (Supplemental Table S1) to
identify enhancers based on H3K27ac, H3K4me1, and H3K4me3
patterns (see Supplemental Methods); active promoters were iden-
tified using the strand-specific total RNA-seq data sets generated in
this study.

To checkwhether the presence of domains at each level in the
hierarchy corresponds to gain (or loss) in interactions, we consid-
ered pairs of Hi-C bins containing enhancers and promoters. We
then calculated the ratio between their Hi-C counts vs. the geno-
mic average for loci separated by the same genomic distance (Fig.
4A). We observed substantial enrichment in interactions between
enhancers and promoters within the same (active) domain up to
∼65% reciprocal insulation (Fig. 4B, red curve). Thus, TADs appear
to be within the uppermost scales in the folding hierarchy where
enhancer-promoter contacts are maximally enriched within do-
mains. On the other hand, enhancer-promoter interactions are
also enriched across boundaries with the two neighboring do-
mains, until slightly below the scale of TADs (Fig. 4C, red curve).
This reflects the fact that domains up to TADs are detected as in-
creasingly bigger units, which are defined by the union of smaller
subdomains found at lower insulation values where enhancer-pro-
moter interactions are strongly enriched (cf. Fig. 4B). At higher re-

ciprocal insulation, interactions across boundaries are depleted.
CTCF-bond loci showed a similar pattern, with even higher levels
of enrichment within domains and lower enrichment across
domainboundaries (Fig. 4B,C, black curves). This result is obtained
irrespective of the reciprocal orientation of pairs of CTCF motifs,
although enrichments are globally higher for convergent CTCF
sites (Supplemental Fig. S4a). Importantly, when we considered
all pairs of loci within the same active domains where enhancers
and promoters were identified, or random interactions drawn
from the same distribution of distances as enhancer-promoter
pairs, we observed amuch lower increase in interactions inside do-
mains (Fig. 4B, green and blue curves). Moreover, interactions
across domains were also depleted at low insulation levels (Fig.
4C). We obtained very similar results in NPCs and the CH12 cell
line (Supplemental Fig. S4b,c).

Thus, TADs occur in the folding range where enhancer-pro-
moter communication might be ‘optimal,’ i.e., enhancer-promot-
er contacts aremaximally enrichedwithin domains but begin to be
depleted across domain boundaries.

The local complexity in chromosomal folding correlates with
transcriptional activity and CTCF binding
Wenext used the CaTCH algorithm to quantify local chromosome
folding complexity within each TAD and correlate it to the level of
local transcriptional activity. To this aim, we first computed the
number of hierarchical sublevels that can be identified within a
domain (see Methods) as a measure for local folding complexity.
We then used the RNA-seq profiles to assign transcripts to domains
based on the genomic position of their promoters.We did not lim-
it our analysis to the exonic signal (corresponding to mature
mRNA), but we also considered the intronic reads, the latter being
a more reliable measure of transcriptional activity (see Methods
section). We found that at the level of single TADs, a quantitative
correlation exists between the number of sublevels and both total
(exonic) and unspliced mRNA reads per domain (Fig. 5A,B;

Figure 4. TADs define a scale where promoter-enhancer communication is optimal in ESCs. (A) Schematics of contact enrichment analysis. For each pair
of loci, we calculated the ratio between observed Hi-C counts and the genome-wide average counts for loci located at the same genomic distance. (B)
Enrichment in interactions between pairs of loci belonging to the same domain, as a function of reciprocal insulation. Colors refer to random loci within
active TADs (blue), enhancer-promoter pairs (red), random loci with the same distance distribution as enhancer-promoter pairs (green), and CTCF-con-
taining loci (black). Median enrichment over all pairs of considered loci are plotted. Gray shaded area indicates the 63%–66% confidence interval where
maximal coregulation of genes occurs in partially reshuffled genomes (cf. Supplemental Fig. S3b). (C ) Enrichment (or depletion) in interactions between
pairs of loci, defined as in panel A but located across consecutive domains. Gray shaded area as in panel B.
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Supplemental Fig. S5a). The number of sublevels also correlates
with the mean transcriptional level per gene (Supplemental Fig.
S5b) and with the number of transcribed promoters in the domain
(Supplemental Fig. S5c). We also observed that smaller TADs tend
to be denser in actively transcribed genes (Fig. 5C) and are globally
more active than larger domains (Supplemental Fig. S5d). In addi-
tion, the number of sublevels correlates with the density of CTCF
ChIP-seq peaks within the domain (Fig. 5D).

These observations would predict that, during differentiation
from ESCs to NPCs, local changes in transcriptional activities
should correspond at least in part to changes in local folding com-
plexity. To verify this hypothesis, we considered the set of TADs
defined in ESCs and studied the changes in the number of sublev-
els in the same regions in NPCs. We found indeed that domains
where transcriptional activity increases during differentiation
tend to increase their internal structural complexity and vice versa,
as exemplified by the average change in the number of sublevels in
the most dynamic TADs (Fig. 5E; Supplemental Fig. S5e).

Finally, given that the local transcriptional activity and CTCF
occupancy modulate folding complexity within single domains,
we reasoned that sharp transitions in these quantities across
domain boundaries could also contribute to domain segregation.
By definition, each domain level in the folding hierarchy (includ-
ing TADs) is defined by theminimal reciprocal insulation of its con-

stituent domains. Thereby, each TAD in ESCs is insulated from its
neighbors by at least 65%. Interestingly, we found that, at the level
of single TADs, reciprocal insulation correlates with the difference
in transcriptional activity and CTCF occupancywithin vs. across its
borders (Supplemental Fig. S5f,g). Similar results were foundwhen
considering all other levels in the hierarchy, either at lower or
higher levels of insulation compared to TADs (Supplemental Fig.
S5f). Thus, sharper transitions in the genomic density of CTCF
binding sites and transcribed genes correspond to stronger bound-
aries between adjacent domains.

Discussion
Determining how enhancers exert their regulatory functions on
distal promoters critically depends upon our level of understand-
ing of the three-dimensional organization of chromatin. Several
studies have provided evidence on the fundamental role of com-
partmentalization into TADs to instruct enhancer-promoter com-
munication (Nora et al. 2012; Symmons et al. 2014; Lupiáñez et al.
2015; Franke et al. 2016), but they remain elusive on what makes
TADs ‘special’ compared to other chromosomal folding layers,
such as sub-TADs and notably contact domains or meta-TADs. In
this study, we present a new domain-calling algorithm that is
able to segment Hi-C interaction maps into nested sets of

Figure 5. Local (changes in) folding complexity correlate with transcriptional activity in ESCs and during differentiation. (A) Examples of regions with
different levels of local folding complexity and correlated transcriptional activities. (B) The number of sublevels in a domain correlates with the transcrip-
tional activity within the domain (shown for domains at 65% RI in ESC). P-value: Student’s t-test associated to Spearman’s correlation coefficient. (C)
Smaller domains tend to be denser in actively transcribed genes and therefore globally more active than larger domains (shown for domains at 65%
RI). (D) The number of sublevels in a domain correlates with the density of CTCF-bound sites within the domain (shown for domains at 65% RI). (E)
Local changes in transcriptional activities during differentiation from ESCs to NPCs correspond to changes in local hierarchical complexity (see
Methods). Differences in the number of hierarchical sublevels are shown for the 25% and 10% most up- or down-regulated domains identified at 65%
RI in ESC.
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topologically associating domains, based on their reciprocal phys-
ical insulation. Our approach to partition the genome into nested
sets of domains has twomain advantages over existing hierarchical
TAD callers (Filippova et al. 2014; Lévy-Leduc et al. 2014; Shin et
al. 2015;Weinreb and Raphael 2015; Chen et al. 2016; Shavit et al.
2016): (1) The CaTCH algorithm does not rely on any free param-
eters, except reciprocal insulation itself that is used to stratify the
domains; (2) Unlike other methods that identify hierarchies of do-
mains, where parameters have an unclear structural or biological
interpretation, reciprocal insulation estimates how well a domain
is segregated from its neighbors. CaTCH is fast and requires less
computing power: Identifying a whole hierarchy of domains on
a single 100-Mb chromosome takes <4 min on a single CPU, start-
ing frommouse Hi-C data at 20-kb resolution. We note that recip-
rocal insulation is conceptually similar to the ‘local contrast’
measure introduced in Van Bortle et al. (2014); here, however,
we used the parameter to define a full hierarchical tree of domains,
rather than employing it to characterize the strength of boundaries
of a given set of domains.

By applying CaTCH to published Hi-C data sets, we were able
to show that previously reported topological structures are detect-
ed by the algorithm as differentially insulated levels within a con-
tinuous hierarchy of nested folding layers (Fig. 1). This gave us the
possibility to compare all levels simultaneously in terms of their
structural and functional properties. Based on purely structural
characteristics of the domains detected over the entire mouse ge-
nome, we found that none of these sets constitutes an intrinsically
privileged scale. However, we observed that the scale of TADs
emerges as a privileged functional one, where fundamental prop-
erties previously associated with TADs and notably related to their
role in long-range transcriptional regulation are maximized.

CTCF clustering at domain boundaries has been repeatedly
reported as one of the hallmarks of topological domains across spe-
cies (Dixon et al. 2012; Sexton et al. 2012; Van Bortle et al. 2014;
Vietri Rudan et al. 2015). In agreement with that, we show that
maximal CTCF clustering at boundaries is highly predictive of
the set of domains with the most conserved boundaries across
cell types (Fig. 2). In fact, finding hierarchical levels with ∼3400
domains seems to provide a sufficient operational criterion to
identify the TAD scalewhenusingCaTCH (Fig. 2D), even in the ab-
sence of matched CTCF ChIP-seq data sets.

The resolution of our data set (20 kb) does not enable the de-
tecting of looping interactions between single CTCF sites that can
be found in very high-resolution Hi-C (Rao et al. 2014) or ChIA-
PET experiments (Tang et al. 2015), and it is therefore not possible
to assess the precise reciprocal orientation of CTCF site clusters
that occur within domain boundaries. However, between 15%
and 22% of the most internal CTCF site pairs at the boundaries
of TADs are convergent, which represents a maximum across the
entire folding hierarchy (Supplemental Fig. S2f).

Although boundary-associated CTCF might play an impor-
tant role in defining domains and in particular TADs, CTCF also
pervasively bindswithin domains.Within a given hierarchical lev-
el and TADs in particular, domains that aremore reciprocally insu-
lated tend to have a higher imbalance in the number of CTCF-
bound sites within vs. across their boundaries. Notably, regions
that are highly bound by CTCF and are flanked by low-occupancy
domains are highly insulated from the flanking regions (see, for ex-
ample, Supplemental Fig. S5g, right). In addition, the density of
CTCF-bound sites within a domain correlates with the hierarchical
complexity of topological domains at all scales, including TADs
(Fig. 5). Together with the fact that the hierarchical complexity

also correlates with the overall transcriptional activity of a domain,
this is in line with earlier findings that sub-TAD structures are
strongly associated with CTCF-bound sites and active regulatory
sequences (Phillips-Cremins et al. 2013). However, our results
also suggest that interactions mediated by CTCF (and possibly ad-
ditional factors associated with active regulatory sequences)within
transcriptionally active domains play an important role in modu-
lating the strength of boundaries between adjacent domains.
Strong asymmetry in CTCF occupancy and transcriptional activity
across boundaries can arise as a consequence of marked transitions
in gene density and/or number of regulatory sequences. In addi-
tion, asymmetry can occur corresponding to cell-type–specific
transitions in genomic activity between adjacent TADs (cf.
Supplemental Fig. S5g, right panel). This in turn might be driven
by transitions in the enrichment for cell-type–specific regulatory
sequences (such as binding sites for lineage-determining transcrip-
tion factors) across the boundary between the two TADs.

TADs appear in the uppermost layers in the folding hierarchy
where interactionswithin active domains specifically, and between
enhancers and promoters in particular, are strongly enriched com-
pared to the genome-wide average interactions (Fig. 4). On the oth-
er hand, interactions across the boundaries of active TADs start to
be depleted as compared to genome-wide averages. TADs thus ap-
pear to belong to the domain scale where a trade-off is established
between maximizing interactions within the interior of domains
and not enriching interactions across domain boundaries. In this
light, it is remarkable that TADs emerge as the set of domains
where the coregulation of genes during differentiation is maximal
(Fig. 4). Although the precise mechanisms that govern enhancer
action on promoters is still unknown, it is tempting to speculate
that rather than absolute interaction frequency, the balance be-
tween interactions within and across domains determines the ge-
nomic range of action of enhancers, and this could contribute at
least in part to establishing higher transcriptional coregulation at
the level of TADs.

Methods

Hi-C data sets
ESCs and NPCs Hi-C data sets were obtained from Giorgetti et al.
(2016). Reads from 129Sv andCast/EiJ alleles were combined to in-
crease coverage, and data were binned at 20-kb resolution. CH12
data are from Rao et al. (2014), binned at 10 kb. Mouse fetal liver
Hi-C data are from Nagano et al. (2015), binned at 25 kb. ESC,
NPC, and liver Hi-C were normalized with iterative correction
(Imakaev et al. 2012). CH12 data were normalized with the VC-
SQRT method (Rao et al. 2014).

The CaTCH algorithm
The algorithm takes a normalized Hi-C matrix as an input, binned
at an arbitrary resolution r. The genome is first partitioned into
domain seeds of size 2∗r, which are progressively merged into larg-
er domains. Reciprocal insulation (RI) is defined as in Eq. (1) in the
main text. Given a threshold on RI, two consecutive domains are
merged into one if their RI is smaller than the threshold.
Increasing the RI threshold from 0% to 100% in steps of 0.1% re-
sults in increasingly larger domains. To lose memory of the initial
partitioning of the genome into domain seeds, small shifts (two
genomic bins) in domain boundaries are allowed at each step.
Finally, to avoid that the discrete increase in RI threshold (0.1%
steps) results in a final domain tree that depends on the order of
mergings and is therefore not unique, we impose a rule onmerging
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order: A domain can be merged with either the one that precedes
or the one that follows it along the genome; the pair with lowest RI
is merged first (see Supplemental Methods).

Computationally generated contact maps with preferential
folding levels
Control contact maps with one or two folding levels were created
by generating a power lawdecreasing contactmap for each level, to
which Gaussian random noise is added (see Supplemental
Methods). The contact map with zero folding layers was generated
by replacing the actual Hi-C counts in the contact map for Chr 19
in ESCs with the average genome-wide counts for loci with the
same genomic distance and adding Gaussian noise.

Cell culture
Culture of the female mouse ES cell line F121.6 (129Sv-Cast/EiJ)
and NPC clone analyzed in Giorgetti et al. (2016) was performed
as previously described (Gendrel et al. 2014; Giorgetti et al.
2016). All cell lines used in this study were characterized for ab-
sence of mycoplasma contamination.

RNA-seq data and analysis and other analyses of genomic data
Strand-specific total RNA-seq libraries from two biological repli-
cates of ESCs and NPCs were prepared with the ScriptSeq v2 kit
(Illumina) and sequenced on an Illumina HiSeq 2000 for a total
of ∼30 million uniquely aligned reads per sample. Samples were
aligned to mouse mm9. For details on the RNA-seq and ChIP-seq
analysis, CTCF motif assignment, and enhancer calling, please re-
fer to Supplemental Methods.

Definition of hierarchical sublevels
A subregion within a domain at any scale in the folding hierarchy
was defined as a sublevel if it is detected as a domain over more
than >5% of the preceding reciprocal insulation thresholds. P-val-
ues in transcription and CTCF content vs. number of sublevels
(Fig. 5) were obtained using the function cor.test in R (Spearman
method) and represent the results of Student’s t-tests on the
Spearman’s correlation coefficient.

Analysis of structural reorganization during differentiation
We focused on TADs defined in ESCs and defined the number of
sublevels detected in NPCs in the corresponding regions, using
NPC domains below 58% since those are the domains that best
match domains at 65% in ESCs (see Supplemental Fig. S2g). We
estimated the local amount of structural reorganization as the
change in the number of sublevels between ESCs and NPCs.

Analysis of enhancer-promoter interactions
Genomic 20-kb (ESCs and NPCs) and 10-kb (CH12) bins were as-
signed to ‘enhancer,’ ‘promoter,’ or ‘CTCF’ categories if they con-
tain at least one of these elements (see SupplementalMethods). If a
bin showsmultiple classifications, it was assigned to all categories.
In the analysis for Figure 4, in order to avoid including under-
sampled interactions due to limited Hi-C coverage at large geno-
mic distances, we only considered pairs of loci separated by <2
Mb in ESCs and NPCs, and 1 Mb in CH12 cells. Cutoffs were cho-
sen to exclude genomic distances where average Hi-C counts are
dominated by experimental noise (Supplemental Fig. S4d).

Data access
The sequencing data from this study have been submitted to the
NCBI Gene Expression Omnibus (GEO; http://www.ncbi.nlm.
nih.gov/geo/) under accession number GSE84724. CaTCH is
provided as an R package at https://github.com/zhanyinx/
CaTCH_R. Source code can be found in Supplemental Methods.
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Supplemental Figure S1. 
a. Changes in the number (top) and the mean size (bottom) of domains between when the 
threshold RI value is increased by 5% with respect to the x coordinate of the data point (i.e. 
the point at 60% represent changes when increasing from 60% to 65% etc).  
b. Normalized mean size (upper panels) and number (lower panels) of domains as a function 
of the minimal RI threshold used to define them (semi-log scale), in NPC, CH12 and ESC. The 
normalized number of domains detected in regions belonging exclusively to either the A and 
B compartment is shown for ESCs. Normalized number of domains genome-wide for ESC is 
plotted in main Figure 1c.  
c. Cumulative distribution of the size of domains at 55% (median 180 kb). 
d. Fraction of domains with at least one CTCF bound site at both boundaries, as a function of 
the RI used to define domains. Straight lines indicate domains whose size is most similar to 
contact domains (7).  
e. Fraction of boundaries of contact domains in CH12 cells (7), which are detected by the 
CaTCH algorithm applied to same Hi-C dataset, as a function of the RI used to define 
hierarchical domains. Maximal overlap is found at 62% RI.  
f. Example of domains at 62% of RI in CH12 (black lines) and contact domains (7) (green lines) 
for a small region of chromosome 19 in CH12 cells.  
g. Number (left panel) and mean size (right panel) of domains detected by the directionality 
index method (diTADs) (7) as a function of the “window size” parameter required by the 
method. No intrinsic rule allows to choose any window size below 8 Mbps from these plots. 
h. Cumulative distribution of domains size for diTADs (red curve) and domains at 69% RI (blue 
curve). KS-test shows that these two sets of domains are not significantly different.  
i. Example of domains at 69% of RI (black squares) and diTADs (green squares) for a small 
region of chromosome 19 in ESCs. The CaTCH algorithm is more sensitive to small variations 
in contact probabilities within large, uniform domains.  
j. Pie chart representing the properties of non-conserved domains between diTADs and the 
set of domains at 69%. Most domains at 69% divide a diTAD into smaller domains. 
k. Enrichment in correlation of histone marks within vs. across domains (7). Correlation is 
maximal at the scale of compartments, consistent with the notion that compartments A and B 
represent stretches of active and inactive chromatin respectively. 
l. Right: Number of domains detected by CaTCH as a function of RI in computationally 
generated contact maps with one preferential folding level and different domain sizes. Left: 
The corresponding heat map. 
 



 
 
Supplemental Figure S2. 
a. Enrichment of histone modification at domains boundaries as a function of RI. All active 
marks reach maximal enrichment at TAD level. H3K9me3 is depleted everywhere in the 
hierarchy and in particular at the scale of TADs.  
b. Enrichment in CTCF input-normalised ChIP-seq signal at the boundaries as a function of 
RI. Enrichment is maximum at ~65% RI and slightly higher than diTADs (green line).  
c. The number of boundaries that contain at least one CTCF peak, and the number of CTCF 
peaks per boundary are both maximized around 65% RI.   
d. Meta-boundary profile showing CTCF peak abundance in the genomic neighborhood of 
domains boundaries at 65% RI. Genomic coordinates were aligned to the position of 
boundaries. 
e. Domains at 65% often split a single TAD into smaller domains. 



f. CTCF enrichment at the boundaries of domains detected by the directionality index 
algorithm using different combinations of the ‘window size’ and ‘minimum size’ parameters, 
which determine the maximal genomic distance used in the computation of the directionality 
index and the minimum domain size, respectively. Arrows indicate examples of domains 
where CTCF enrichment is maximal and the corresponding RI value with maximal boundary 
overlap. 
g. Fraction of domains with convergent CTCF motifs at the boundaries as a function of RI. At 
65% RI, according to our criterion (see Methods), ~22% of domains possess convergent 
CTCF sites in ESC (left panel). At ~82% RI ~14% of domains possess convergent CTCF sites 
in CH12 (right panel). 
h. Fraction of conserved boundaries between domains defined in ESCs and either NPCs (left) 
or CH12 (right). In all cases, maximal conservation of boundaries occurs at the insulation value 
where maximal enrichment of CTCF at boundaries was found in the various cell types. 
i. CTCF enrichment analysis at the domain boundaries as a function of RI, performed on 2X 
down-sampled dataset in ESC. Maximal enrichment occurs at 67% (cfr. Figure 2a). 
j. CTCF enrichment analysis at domain boundaries as a function of RI performed on in situ 
(left) and dilution (right) Hi-C libraries from mouse E14.5 fetal liver cells (Nagano 2015). 
Maximal enrichment occurs at different RI for the two protocols (77% for in situ and 70% for 
dilution Hi-C). 
k. Examples of domains at the scale where CTCF enrichment is maximal. Upper panel shows 
the domains for in situ (77% RI) versus dilution (70%) protocols in fetal liver cells. Lower panel 
shows the domains for the full ESC dataset versus the down-sampled dataset. 
 



 
Supplemental Figure S3. 
a. At all insulation levels, the subset of domains that we detected to be up- (left panels) or 
downregulated (right panels) at the p<=0.05 level (red rectangle) are those where the mean 
fold change of expression level within the domain is maximal. Shown for 3 RI value (55% top, 
65% center, 75% bottom).  
b. Density histogram showing the RI value where the maximum Z-score for coordinately down-
regulated genes occurs when randomly reshuffling the fold-changes of 10% of genes. For 66% 
of the partially reshuffled genomes, the Z-score maximum was found to be located within a 4% 
interval around 65% reciprocal insulation (63%-66%).  
c. Analysis of transcriptional co-regulation with a correction applied to genes on chrX to 
account for the inactive X in NPCs (see Supplemental Methods). Maximal transcriptional co-
regulation consistently occurs at the scale of TADs. 
d. Example of domains that were de novo created during differentiation and thus detected 
using domains based on Hi-C data in NPCs. 
 



 
Supplementary Figure 4. 
a. Enrichment in interactions between pairs of loci bound by CTCF and belonging to the same 
domain or across the boundary with the neighboring domain, as a function of reciprocal 
insulation in ESCs. Pairs of CTCF sites occur at convergent, divergent or parallel CTCF DNA 
binding motifs are plotted separately. 
b. Enrichment in interactions between pairs of loci belonging to the same domain or across 
the boundary with the neighboring domain, as a function of reciprocal insulation in NPCs. 
Colors refer to random loci within active TADs (blue), enhancer-promoter pairs (red), random 
loci with the same distance distribution as enhancer-promoter pairs (green) and CTCF-
containing loci (black). Median enrichments over all pairs of considered loci are plotted.  
c. Same as in panel b, for CH12 cells. 



d. Scaling of contact probabilities as a function of genomic distance. Genome-wide average 
Hi-C contacts are plotted for the three cell types analyzed in this work. Zeroes were not 
included in the averages to highlight the regime where random sequencing noise sets in at 
large genomic distances. Black lines indicate the cutoff distance used in the analysis for Figure 
4 (2 Mb for ESCs and NPCs, 1 Mb for CH12). 
 



 
 
Supplemental Figure S5. 
a. The number of sub-levels of a domain correlates with the average transcriptional activity 
measured by exonic RPKM (shown here for TADs).   
b. Same as in a but using intronic RPKM per gene.  
c. The number of sub-levels of a domain correlates with the number of active promoters within 
the domain (shown for iTADs). p-value: t-test associated to Spearman correlation. 
d. More active domains are smaller than inactive domains (shown here for TADs at 65% RI), 
measured by intronic RPKM. p-value: t-test associated to Spearman correlation.  
e. Example of domains (highlighted by black squares) where transcription and number of sub-
levels increase (left) or decrease (right) during differentiation.   
f. The absolute value of the reciprocal insulation of a domain correlates with the level of 
changes in expression level (upper panels) and in the number of CTCF peaks (lower panels) 
with the adjacent domains (shown for domains at 55% RI (left panels), 65% RI (middle panels) 
and 75% RI (right panels)). 



g. Example of domains at 65% RI that are highly (right) or lowly (left) insulated from 
neighboring domains, and have dissimilar or similar transcriptional levels and number of CTCF 
peaks, respectively, compared to neighboring domains. 
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Supplemental Methods 

Hi-C datasets 

ESCs and NPCs Hi-C datasets were obtained in Ref. (Giorgetti et al. 2016). Reads from 129Sv 
and Cast/EiJ alleles were combined to increase read depth, and data were binned at 20 kb 
resolution. CH12 data are from Rao et al. (Rao et al. 2014), binned at 10 kb. Mouse fetal liver 
Hi-C data are from Nagano et al. (Nagano et al. 2015), binned at 25 kb. ESC, NPC and liver 
Hi-C were normalized with iterative correction (Imakaev et al. 2012). CH12 were normalized 
with the VC-SQRT method (Rao et al. 2014). 

Domain-calling algorithm 

The CaTCH algorithm takes as an input a normalized Hi-C matrix, binned at an arbitrary 
resolution r. The genome is first partitioned into seeds of domains of size 2*r, which are then 
progressively merged into large domains. Merging of two consecutive domains A and B is 
determined by the reciprocal insulation (RI) measure: 

                            RI(A,B)=[ Pin(A)+Pin(B)-Pout(A,B) ]/ [Pin(A)+Pin(B)]*100             (1) 

Where Pin and Pout are the average Hi-C counts within domains A and B, and across their 
boundary respectively (see Figure 1a in the main text).  

A threshold on RI is then defined, and any two consecutive domains whose RI is below the 
threshold are merged in a single domain. The threshold is progressively increased from 0% 
to 100% in steps of 0.1%, resulting in increasingly larger domains. The fact that only 
consecutive domains can be merged ensures that the overall organization of the domains is 
tree-like, excluding the possibility of interactions between distant domains. This could be 
observed otherwise by imposing a different distance based on the Hi-C map, which is not 
strictly ultrametric. In order to lose dependency on the initial partitioning of the genome in the 
final determination of domain boundaries, we allowed small shifts in the boundaries of 
domains (2 genomic bins) at each step. Note that the domains identified by CaTCH do not 
depend on bin size, provided the domain is larger than the genomic bin. 

Since the increase of the threshold is discrete, the above procedure undergoes the risk of 
being dependent on the order of mergings, which would result in a non-unique tree. To 
overcome this problem, we set a specific rule on the matching order. Namely, if a domain can 
be merged with either the preceding or the following along, the pair that has the lowest RI is 
merged first. This is in fact equivalent to merging domains according to their order along the 
chromosomes, and increasing smoothly (rather than in discrete steps) the threshold on the 
reciprocal insulation value. Indeed, smoothly increasing the threshold corresponds to cutting 
the hierarchical tree densely enough that one is able to always merge the domains with the 
lowest RI.  

Computationally generated contact maps with preferential folding levels 

To generate contact maps characterized by one or two preferential folding levels, we 
generated a contact map for each individual level (where contact probabilities decrease as a 
power law with increasing genomic distance), to which a weak background Gaussian noise 
was added. For example, to generate a pseudo-genome with two folding levels (see right 
panel in main Figure 1f), we first generated a uniform (power-law decaying) contact map with 
Gaussian noise. Then, we partitioned the matrix into a set of small domains d1={d1i} (smallest 



squares along the diagonal in Figure 1f). The first folding level was generated within this set 
of domains by adding a new power-law decreasing interaction pattern. We then merged pairs 
of adjacent domains (e.g. d11 with d12; d13 with d14 and so on) leading to a second set of 
domains d2={d2i} to which the same power-law decreasing interaction pattern was added. 
The contact map with no folding layer was generated by replacing the actual Hi-C counts in 
the contact map for chr19 in ESCs with the average genome-wide counts for oci with the same 
genomic distance, and adding Gaussian noise. 

CTCF motif analysis 

We called CTCF peaks using macs2 (Zhang et al. 2008) using default parameters. We used 
the top 1000 high-significance peaks to define a CTCF position-weight matrix, resulting in a 
PWM that is indistinguishable from previous reports (Jaspar accession number MA0139.1; 
see Ref. (Mathelier et al. 2013)). We then used MEME tool (Bailey and Elkan 1994) with a 
custom background, which includes non-overlapping mappable sequences with the same 
distribution size of the top 1000 peaks, to perform de novo motif discovery. Finally, we used 
the motif identified within the top 1000 CTCF peaks called by macs2 to extract the position 
and directionality of CTCF-bound sites among all the peaks using the MAST tool (Bailey and 
Gribskov 1998). 

Boundary conservation 

In order to identify the fraction of boundaries that are conserved either between cell types or 
domain sets, we allowed a 40-kb tolerance in boundary conservation between contact 
domains and sets of domains in the hierarchy of CH12 cells; for comparison with 
compartments we allowed a tolerance of 750kb; for all the other comparisons, we allowed a 
tolerance of 100-kb.  

Cell culture 

The female mouse ES cell line F121.6 (129Sv-Cast/EiJ) was grown on mitomycin C-
inactivated MEFs in ES cell media containing 15% FBS (Gibco), 10-4M ß-mercaptoethanol 
(Sigma), and 1000U/ml of leukaemia inhibitory factor (LIF, Chemicon). Culture of the same 
NPC clone that was analyzed in wa(Giorgetti et al. 2016)s performed as previously described 
(Gendrel et al. 2014; Giorgetti et al. 2016). All cells used in this study were characterized for 
absence of mycoplasma contamination. 

RNA-seq data, analysis and transcript annotation 

After Trizol extraction, strand-specific total RNA-seq libraries from two biological replicates for 
both ESCs and NPCs were prepared with the ScriptSeq v2 kit (Illumina) and sequenced on 
an Illumina HiSeq 2000 for a total of ~30 million uniquely aligned reads per sample on average. 
Libraries were prepared in two technical replicates per biological replicate (technical replicates 
were pooled for subsequent analyses). All samples were aligned to mouse mm9 using QuasR 
(Gaidatzis et al. 2015) keeping uniquely mappable reads only. A complete list of all non-
overlapping known genes from UCSC (Carlson M and Maintainer BP. 
TxDb.Mmusculus.UCSC.mm9.knownGene: Annotation package for TxDb object(s). R 
package version 3.2.2) was used to quantify both exonic and intronic transcription. Levels 
were estimated by separately aligning the reads to exonic and intronic regions and quantifying 
RPKMs as 

                                                       RPKM=M/(N*L)*1'000*1'000'000  

Where M is the mapped reads to the genomic region, L is the length of the region (sum of all 
exons or introns for each gene) and N is the total number of mapped reads. 



We used the DESeq2 package (Love et al. 2014) to perform differential gene expression 
analysis between ESCs and NPCs. Cutoff on q-value<=0.05 and on a fold-change larger than 
3 were used to define differentially expressed genes.  

ChIP-seq analysis 

We analysed the available ChIP-seq datasets listed in Supplemental Table S1. Reads were 
aligned to mouse mm9 using (Gaidatzis et al. 2015) and only the uniquely mapped reads were 
kept for further analysis. Quantification of ChIP-seq signal was made using the csaw package 
(Lun and Smyth 2016), in particular using the function windowCounts with options dedup=T 
and minq=28. A window of 10 kb was used for quantification. If more than one replicate were 
available, all replicates were combined using the geometric mean of the mapped reads. 
Normalisation over input was performed as in (Perner et al. 2014) using a pseudo-count of 8. 
Peaks were called with macs2 (Zhang et al. 2008) using default parameters. A peak is 
assigned to a specific boundary if it belongs to the 40kb window centered on the boundary 
coordinate. 

Transcriptional coregulation 

To determine whether a domain is transcriptionally co-regulated during differentiation, a cyclic 
permutation of gene locations is performed. We defined a domain at any scale in the hierarchy 
to be co-regulated, if the number of co-regulated genes in the domain is larger than in 95% of 
the cyclic permutated genomes (empirical p<=0.05). For each insulation value, we calculated 
the number of domains (Nobs) that are up or down-regulated. In order to measure the statistical 
enrichment of Nobs, we calculated a Z-score as follows. We randomly reshuffled gene positions 
in the genome N=2000 times, and calculated the mean value (Nexp) and the standard deviation 
(σ) of the number of up- or down-domains (defined as described above) in the randomized 
genomes. The Z-score was defined as: 

Z-score = (Nobs - Nexp) / σ 

Enhancer calling 

Enhancer regions were identified taking advantage of H3K27ac, H3K4me1, H3K4me3 and 
CTCF ChIP-Seq data (Supplemental Table S1) as follows. We used H3K27ac peaks (called 
with macs2 (Zhang et al. 2008) with qvalue <= 10E-8) as landmark regions. We then expanded 
the peak regions to +/-1kb and evaluated the ratio between H3K4me1 and H3K4me3 signal 
in these regions. Since the distribution of ratios is bimodal, we could define a list of regions 
with high H3K4me1 and low H3K4me3 (Heintzman et al. 2007). This allows us to distinguish 
enhancer regions (characterized by high H3K4me1 and low H3K4me3) from promoter regions 
(characterized by low H3K4me1 and high H3K4me3). From this list of regions, we finally 
defined enhancers by discarding those regions that overlap with conserved CTCF peaks 
conserved across ESCs and NPCs (putative insulators), and those that localize within +/- 
2.5kb from the gene promoters (putative core promoters and TSS-proximal, cis-acting 
regulatory elements). 

Analysis of enhancer-promoter interactions 

For each pair of genomic loci used in the analysis, we calculated the ratio between the 
observed Hi-C counts and the genome-wide average Hi-C count (including zeroes) for loci 
that are separated by the same genomic distance. The median ratios for interactions occurring 
within a domain, or across two adjacent domains, were used for plotting the curves in Figure 
4. Similar results were found using mean values (data not shown). To avoid including under 
sampled interactions due to limited Hi-C coverage at large genomic distances, we only 
considered pairs of loci separated by less than 2Mb in ESCs and NPCs, and 1 Mb in CH12 
cells. Cutoffs were chosen to exclude genomic distances where average Hi-C counts are 
dominated by experimental noise (Supplemental Figure S4d). Genomic 20-kb (ESCs and 



NPCs) and 10-kb (CH12) bins were assigned to ‘enhancer’, ‘promoter’ or ‘CTCF’ categories if 
they contain at least one of these elements, identified as described before. If a bin shows 
multiple classifications, we assigned it to all the categories. 

Correction to account for the presence of an inactive X chromosome in NPCs 

The presence of an inactive X chromosome in the NPC sample we analyzed implies that only 
one copy of the genes on chromosome X is active (except the set of escape genes identified 
in the same NPC clone in (Giorgetti et al. 2016)). As a consequence, the expression level of 
a gene (excluding escapees) that increases by a factor 2 specifically on the active X during 
differentiation will be detected as unchanged in non-allelic RNA-seq data. To correct for this 
issue in the definition of down- and up- regulated chrX genes (except escapees), we 
introduced a modified criterion compared to autosomal genes: 

𝐹𝐶 <  −𝑙𝑜𝑔2(3) − 𝑙𝑜𝑔2(2)                            for down − regulation  

𝐹𝐶 >  𝑙𝑜𝑔2(3) − 𝑙𝑜𝑔2(2)                         for up − regulation 

where the factor -log2(2) accounts for the twofold reduction in the detected expression level 
of genes on the active X in NPCs.  

Correlation of histone marks within and across domains  

To look at correlation of histone modification we proceeded as in (Rao et al. 2014). To briefly 
summarize the method, we divided each domain into 10 bins, where the bin size was a tenth 
of the size of the domain. For each domain and its corresponding adjacent domains we then 
recorded the mean value of the chromatin mark of interest for each bin.  

This procedure yielded a matrix whose length was the number of domains, and whose width 
was 30. By calculating the correlation of the columns of this matrix, we obtain a 30x30 
correlation matrix (Supplemental Figure S1k). This correlation matrix represents how 
correlated the chromatin marks are at any two loci within and across domains. 

 

 

Source Code 

#include <R.h> 
#include <Rinternals.h> 
#include <Rmath.h> 
#define ND 1000 
#define MINSIZE 15 
#define MAXMOVE 3 
#define MINDIST 1 
 
float max(float a, float b){ 
 if(a>b) return a; 
 else return b; 
} 
 
float min(float a, float b){ 
        if(a<b) return a; 
        else return b; 
} 
//calculate total counts 
float sum(int i, int j, unsigned short **mat) 
{ 
 float x=0,h; 
 int k,l; 



 
 for (k=i;k<=j;k++) 
  for (l=i;l<=j;l++) 
   x += mat[k][l]; 
 return x; 
} 
 
float dist(int i1, int j1, int i2, int j2, unsigned short **mat) 
{ 
        float x=0,v=0,di=0,d1=0,d2=0; 
        int k,l; 
        for(k=i1;k<=j1;k++) 
                for(l=i2;l<=j2;l++) if(k!=l && abs(l-k)>=MINDIST) x+=mat[k][l]; 
        v=(j1-i1+1)*(j2-i2+1)-1; 
 
              for(k=i1;k<=j1;k++) 
  for(l=i1;l<=j1;l++)     if(k!=l && abs(l-k)>=MINDIST) d1+=mat[k][l]; 
              for(k=i2;k<=j2;k++) 
                      for(l=i2;l<=j2;l++)     if(k!=l && abs(l-k)>=MINDIST) d2+=mat[k][l]; 
              di=(x/v)/((d1+d2)/((j1-i1+1)*(j1-i1)+(j2-i2+1)*(j2-i2))); 
              return di; 
} 
 
SEXP catch(SEXP input) 
{ 

int i,j,k,id,joined,imin=99999,size=0,tot=0,appo=0; 
   //float **insulation; 
   float dt,p[ND+1],prevdist=0,newdist=0; 
 int nrow,ncol; 
 
   unsigned short **cfrom,**cto,*ncl; 
         unsigned short **mat; 
   SEXP out,attrib,prof,ncluster; 
         FILE *fp; 
 
 nrow = INTEGER(getAttrib(input, R_DimSymbol))[0]; 
 ncol = INTEGER(getAttrib(input, R_DimSymbol))[1]; 
 
        for(i=0;i<nrow;i++) 
         for(j=0;j<2;j++) { 
   if((j==0 || j==1) && REAL(input)[i+2*nrow]!=-1){ 
    if(REAL(input)[i+j*nrow]>size)  size=REAL(input)[i+j*nrow]; 
    if(REAL(input)[i+j*nrow]<imin) imin=REAL(input)[i+j*nrow]; 
   } 
         } 
  
 size++; 
 mat = (unsigned short **) calloc(size,sizeof(unsigned short *)); 
        for (i=0;i<size;i++) mat[i] = (unsigned short *) calloc(size,sizeof(unsigned short)); 
        for (i=0;i<size;i++) 
                for (j=0;j<size;j++) mat[i][j]=0; 
 for(i=0;i<nrow;i++){ 
  if(REAL(input)[i+2*nrow]!=-1)
 mat[(int)REAL(input)[i+0*nrow]][(int)REAL(input)[i+1*nrow]]=(unsigned short) REAL(input)[i+2*nrow]; 
 } 
        
 cfrom = (unsigned short **) calloc(ND+1,sizeof(unsigned short *)); 
 for (i=0;i<ND+1;i++) cfrom[i] = (unsigned short *) calloc(size,sizeof(unsigned short)); 
 cto = (unsigned short **) calloc(ND+1,sizeof(unsigned short *)); 
 for (i=0;i<ND+1;i++) cto[i] = (unsigned short *) calloc(size,sizeof(unsigned short)); 
 ncl = (unsigned short *) calloc(ND+1,sizeof(unsigned short)); 
  
 for (i=0;i<ND+1;i++) ncl[i]=0; 
 for (i=0;i<(int)(size-imin)/(MINDIST+1);i++) 
 { 
  cfrom[0][i]=i*(1+MINDIST)+imin; 
  cto[0][i]=(i+1)*(1+MINDIST)+imin-1; 



  ncl[0]++;   
 } 
 
 Rprintf("Clustering on different thresholds: \n"); 
 for (id=1;id<=ND;id++) // increasing threshold 
 { 
  dt = (float) (ND-id)/ND;   
  if(id%100==0) Rprintf("Relative Insulation: %f\n",1-dt); 
  for (i=0;i<ncl[id-1];i++) // run on clusters 
  { 
   joined=-1; 
  
   cfrom[id][ncl[id]] = cfrom[id-1][i]; 
                          cto[id][ncl[id]] = cto[id-1][i] 
   for (k=i+1;k<ncl[id-1];k++) // clusters to join previous 
   { 
    
     
    if ( dist(cfrom[id][ncl[id]],cto[id][ncl[id]],cfrom[id-1][k],cto[id-1][k],mat) >= dt ) 
    { 
     cfrom[id][ncl[id]] = cfrom[id-1][i]; 
     cto[id][ncl[id]] = cto[id-1][k]; 
 
     joined = k; 
    }  
    else break; 
   } 
 
   if (joined==-1) 
   { 
    cfrom[id][ncl[id]] = cfrom[id-1][i]; 
    cto[id][ncl[id]] = cto[id-1][i]; 
    ncl[id] ++; 
   } 
   else  
   { 
    i=joined+1; 
     
    ncl[id] ++; 
    i = joined; 
   } 
  } 
    
  //movement 
         for(i=0;i<ncl[id]-1;i++){ 
          //except last 
           if((cto[id][i]-cfrom[id][i]>(2*MAXMOVE) && cto[id][i+1]-cfrom[id][i+1]>(2*MAXMOVE)) 
&& (cto[id][i]-cfrom[id][i]>MINSIZE || cto[id][i+1]-cfrom[id][i+1]>MINSIZE)){ 
            prevdist=dist(cfrom[id][i],cto[id][i],cfrom[id][i+1],cto[id][i+1],mat); 
     for(j=1;j<MAXMOVE;j++){ 
             newdist=dist(cfrom[id][i],cto[id][i]+j,cfrom[id][i+1]+j,cto[id][i+1],mat); 
      if(newdist<prevdist){ 
       prevdist=newdist; 
       cto[id][i]=cto[id][i]+j; 
       cfrom[id][i+1]=cfrom[id][i+1]+j; 
      }  
                                         newdist=dist(cfrom[id][i],cto[id][i]-j,cfrom[id][i+1]-j,cto[id][i+1],mat); 
      
                                                if(newdist<prevdist){ 
                                                        prevdist=newdist; 
                                                        cto[id][i]=cto[id][i]-j; 
                                                        cfrom[id][i+1]=cfrom[id][i+1]-j; 
                                                } 
 
 
 
            } 



           } 
     
         } 
   
 } 
 Rprintf("\n"); 
 
 PROTECT(ncluster=allocMatrix(REALSXP,ND+1,2)); 
  
 for (i=0;i<ND+1;i++) { 
  REAL(ncluster)[i+0*(ND+1)]=(float)i/ND; 
  REAL(ncluster)[i+1*(ND+1)]=ncl[i]; 
 } 
        tot=0; 
        for (i=1;i<=ND;i++) 
                for (j=0;j<ncl[i];j++)  tot++; 
 appo=0; 
 PROTECT(out = allocMatrix(REALSXP, tot,3)); 
 
        for (i=1;i<=ND;i++) 
                for (j=0;j<ncl[i];j++){ 
                        REAL(out)[appo+tot*0] =(float)i/ND; 
                        REAL(out)[appo+tot*1] =cfrom[i][j]; 
                        REAL(out)[appo+tot*2] =cto[i][j]; 
                        appo++; 
                } 
  
 PROTECT(prof=allocVector(VECSXP,2)); 
 PROTECT(attrib=allocVector(STRSXP,2)); 
 SET_STRING_ELT(attrib,0,mkChar("clusters")); 
 SET_STRING_ELT(attrib,1,mkChar("ncluster")); 
  
 SET_VECTOR_ELT(prof,0,out); 
 SET_VECTOR_ELT(prof,1,ncluster); 
 setAttrib(prof, R_NamesSymbol,attrib); 
 
 UNPROTECT(4); 
 return prof; 
  
} 
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Chapter II: DamC reveals principles of chromatin folding in vivo without crosslinking 
and ligation 
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Summary: 
Most of the current knowledge on chromatin folding has come from 3C methods, which 
detect chromatin interactions using crosslinking and ligation. Crosslinking and ligation have 
often been criticized as potential sources of experimental biases raising the question of 
whether TADs and chromatin loops really exist in living cells. In this study, we developed a 
crosslinking- and ligation-free method, named DamC, to detect chromosomal interactions at 
the molecular scale in living cells. DamC provides an orthogonal validation of chromatin 
structures such as TADs and CTCF-mediated chromatin loops in living cells. By combining 
DamC with genetic engineering, we showed that we can rewire genome architecture within 
TADs by inserting ectopic CTCF sites.    
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Characterizing chromosome folding is fundamental to 
enhancing the understanding of gene expression and how 
it potentially constrains genome evolution. Chromosome 

conformation capture (3C) methods, and notably their high-
throughput sequencing-based derivatives such as Hi-C, 5C and 
4C1, have greatly contributed to current understanding of genome 
architecture, revealing that chromosome folding is driven by at 
least two independent mechanisms. On the one hand, the mutu-
ally exclusive associations between transcriptionally active or 
inactive loci generate the so-called A and B compartments2. On 
the other hand, chromatin loops are formed between regula-
tory sequences and between convergent CCCTC-binding fac-
tor (CTCF) binding sites, the latter through cooperative action 
between cohesin and the DNA-binding protein CTCF3. The inter-
play between compartmentalization and CTCF–cohesin looping 
results in complex hierarchies of folding domains4,5, among which 
topologically associating domains (TADs)6–8 stand out as preferen-
tial functional units9. The involvement of CTCF in loop formation 
has been demonstrated using global depletion experiments10,11, as 
well as targeted deletions and inversions of CTCF sites leading to 
loss of looping interactions12–14. The underlying mechanisms are, 
however, still incompletely understood. An influential hypothesis 
is that CTCF-mediated interactions occur as cohesin extrudes 
chromatin loops until it is blocked by CTCF bound to DNA in 
a defined orientation15. According to this hypothesis, ectopic 
insertion of CTCF sites could result in newly established loops on 
endogenous CTCF sites, depending on their mutual orientation. 
Whether this actually occurs and how it modifies interactions 
within TADs have, however, not been demonstrated.

In 3C, detection of spatial proximity relies on formaldehyde 
crosslinking followed by digestion and ligation of crosslinked 

chromatin1. Crosslinking and ligation are sources of potential 
experimental bias, raising the question of whether structures 
detected by 3C methods actually exist in living cells16–19. The fre-
quency of 3C crosslinking is assumed to be proportional to absolute 
chromosomal contact probabilities, and is used to build mechanis-
tic physical models of chromosome folding20,21, including the loop-
extrusion model14,15,22,23. However, formal proof of this assumption 
is missing. Independent techniques such as DNA fluorescence 
in situ hybridization6,24, genome architecture mapping25, native 3C26 
and split-pool recognition of interactions by tag extension27 have 
also detected loops, TADs and compartments. Nevertheless, these 
methods still involve substantial biochemical manipulation of cells 
and employ either crosslinking or ligation.

An alternative approach to the study of chromosomal contacts 
without crosslinking and ligation is by recruitment of an ectopic 
DNA-modifying enzyme to specific genomic locations, and detec-
tion of chemically modified DNA at sequences that physically inter-
act with the recruitment sites. Three previous studies have provided 
proof of principle for such an approach using a modified version 
of DNA adenine methyltransferase identification (DamID)26,28,29. In 
DamID, the bacterial DNA adenine methyltransferase Dam is fused 
to a DNA-binding protein resulting in adenine methylation within 
guanine-adenine-thymine-cytosine (GATC) motifs in the neigh-
borhood of the protein–DNA binding sites30. Methylated GATCs 
(GmATC) are specifically digested by the DpnI restriction enzyme, 
allowing determination of DNA binding locations of the fusion 
protein after normalization for non-specific methylation by freely 
diffusing Dam. Methylation at distal chromosomal sites interacting 
with the viewpoint in three dimensions can also be observed26,28,29 
if interaction-specific methylation is considerably higher than non-
specific methylation. However, previous studies detected methylated 
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Current understanding of chromosome folding is largely reliant on chromosome conformation capture (3C)-based experiments, 
where chromosomal interactions are detected as ligation products after chromatin crosslinking. To measure chromosome struc-
ture in vivo, quantitatively and without crosslinking and ligation, we implemented a modified version of DNA adenine methyltrans-
ferase identification (DamID) named DamC, which combines DNA methylation-based detection of chromosomal interactions 
with next-generation sequencing and biophysical modeling of methylation kinetics. DamC performed in mouse embryonic stem 
cells provides the first in vivo validation of the existence of topologically associating domains (TADs), CTCF loops and confirms 
3C-based measurements of the scaling of contact probabilities. Combining DamC with transposon-mediated genomic engineer-
ing shows that new loops can be formed between ectopic and endogenous CTCF sites, which redistributes physical interactions 
within TADs. DamC provides the first crosslinking- and ligation-free demonstration of the existence of key structural features of 
chromosomes and provides novel insights into how chromosome structure within TADs can be manipulated.
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DNA with semi-quantitative PCR readouts and analyzed interactions 
of one viewpoint with a limited number of restriction sites, simi-
lar to early 3C experiments31. This, and the lack of formal schemes 
available to convert methylation states into contact probabilities, 
have prevented these versions of DamID from reaching the resolu-
tion and throughput needed for the detection of TAD boundaries 
and CTCF loops. Thus to date no crosslinking- and ligation-free 
method is available to study chromosome interactions in the con-
text of contacts made by all other surrounding genomic sequences. 
Remarkably, evidence for the existence of CTCF-associated loops is 
based exclusively on crosslinking methods.

Here we present DamC, a new modified version of DamID, 
coupled to physical modeling of DNA methylation kinetics. In 
DamC, Dam is recruited to ectopically inserted Tet operators 
(TetOs) through fusion to the reverse tetracycline receptor (rTetR). 
Methylated DNA is detected by high-throughput sequencing, allow-
ing the identification of chromosomal contacts at high genomic res-
olution across hundreds of kilobases around viewpoints. Modeling 
of this process shows that experimental output in DamC is propor-
tional to chromosomal contact probabilities, providing a theoretical 
framework for the interpretation of data.

Using DamC, we provide the first crosslinking- and ligation-
free validation of structures identified by 3C methods. By compar-
ing DamC with 4C sequencing (4C-seq) and Hi-C at hundreds of 
genomic locations in mouse embryonic stem cells (mESC), we con-
firm the existence of TADs and CTCF loops. We also show that the 

scaling of contact probabilities measured in DamC is the same as 
in 4C and Hi-C, providing evidence in favor of current interpre-
tations of 3C-based data in terms of physical models of chromo-
some folding. We additionally demonstrate that ectopic insertion of 
CTCF sites can lead to the formation of new loops with endogenous 
CTCF-bound sequences and alter sub-TAD contacts. This shows 
that chromosome structure can be manipulated by the insertion of 
short ectopic sequences that rewire interactions within TADs.

Results
DamC: methylation-based detection of chromosomal contacts 
in vivo. Based on the results of previous studies26,28,29, we reasoned 
that fusion of Dam to rTetR and insertion of an array of TetOs in 
the genome would ensure targeted, inducible recruitment of large 
numbers of Dam molecules to a specific genomic viewpoint in the 
presence of doxycycline (Dox) (Fig. 1a, left). In the absence of Dox, 
rTetR-Dam would not bind to the viewpoint, allowing accurate 
estimation of non-specific methylation (Fig. 1a, right) and precise 
background correction. Coupled to high-throughput sequenc-
ing, this strategy could provide 4C-like, ‘one versus all’ profiles32 
of contact probabilities from the TetO viewpoint (Fig. 1a) across 
large genomic distances and at high genomic resolution (one GATC 
every ~250 base pairs (bp) on average). Insertion of multiple TetO 
arrays separated by large genomic distances would allow investiga-
tion of chromosomal interactions in parallel from many viewpoints 
(Fig. 1b). We refer to this method as DamC.
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To test this approach, we employed female mESCs carrying 
an array of 256 TetOs at the 3’ end of the Chic1 gene within the 
X inactivation center33. We transfected an X0 subclone of these cells 
with an rTetR-Dam expression plasmid and measured methyla-
tion after 24 h (ref. 34). Quantification of methylated GmATCs by 
high-throughput sequencing revealed significantly higher methyla-
tion following Dox induction compared to the uninduced control 
over approximately 300 kb around the TetO viewpoint (Fig. 1c). 
Thus, targeted recruitment of Dam leads to increased methyla-
tion in cis over long genomic distances, consistent with previous 
observations using semi-quantitative methods for the detection of 
methylation26,28,29. Since methylation is determined by the inter-
play between methyltransferase activity and passive demethylation 
during DNA replication, we reasoned that it should be possible to 
model this process and derive chromosomal contact probabilities 
from sequencing readouts.

DamC enrichment is proportional to chromosomal contact prob-
abilities. The methylation level of a single GmATC is determined 
by a dynamic interplay between methylation (by freely diffusing 
or TetO-bound Dam) and passive demethylation by DNA replica-
tion, when a fully methylated GmATC becomes two hemi-meth-
ylated sites that are essentially not detected in DamID35 (Fig. 2a).  
To identify experimental quantities that are directly proportional 
to chromosomal contact probability, we generated a physical 
model describing the time evolution of methylation at an arbitrary 
genomic distance from the TetO viewpoint (Supplementary Note 1) 
through rate equations (Fig. 2b), which take into account the fact 
that methylation by TetO-bound Dam occurs only in the presence 
of Dox (Fig. 1a). Methylation rates are allowed to depend on local 
biases (for example, chromatin accessibility or mappability). Under 
the assumption that methylation is faster than demethylation35 and 
bearing in mind the duration of an experiment (approx. 18 hours), 

we found that contact probabilities between the GATC site and the 
TetO viewpoint are directly proportional to a measurable quantity. 
This quantity, which we refer to as DamC enrichment, is simply the 
relative difference between methylation levels in the presence and 
absence of Dox (Fig. 2c). Thus, DamC can directly measure chro-
mosomal contact probabilities.

For a given contact probability between the GATC site and 
the TetO viewpoint, the model predicts that DamC enrichment is 
dependent on: (1) the nuclear rTetR-Dam concentration, (2) the 
rTetR-Dam binding affinity for the TetO array and (3) the aver-
age non-specific binding affinity of rTetR-Dam for endogenous 
genomic sites (Fig. 2c). DamC enrichment is not dependent on 
local methylation biases and therefore should not be affected by 
differential accessibility or mappability, provided that interactions 
with the TetO viewpoint can increase methylation at the GATC 
site (that is, local methylation is not saturated in the absence of 
Dox). In real experiments, where binding affinities are fixed, the 
main determinant of DamC enrichment is the nuclear concentra-
tion of rTetR-Dam. In particular, DamC enrichment should be 
maximal when rTetR-Dam concentration is around the nuclear 
concentration of TetO viewpoints (Supplementary Fig. 1a), and 
negligible when the concentration is very high or very low (Fig. 2d). 
This is not dependent on the particular values of the affinity con-
stants (Supplementary Fig. 1b), and implies that maximal DamC 
enrichment occurs at different Dam concentrations depending on 
the number of viewpoints. Thus, modeling predicts that accurate 
control of rTetR-Dam nuclear concentrations is needed to perform 
DamC with optimal signal-to-noise ratio.

DamC from hundreds of genomic viewpoints validates model 
predictions. To test model predictions and measure chromosomal 
interactions using DamC, we established mESCs allowing control of 
the rTetR-Dam nuclear concentration. We first created a stable cell 
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line expressing rTetR fused with enhanced green fluorescent pro-
tein (EGFP), Dam and the mutant estrogen ligand-binding domain 
ERT2. ERT2 ensures cytoplasmic localization of the fusion protein 
in the absence of 4-hydroxy-tamoxifen (4-OHT), preventing consti-
tutive GATC methylation. It also enables control of its nuclear level 
by changing 4-OHT concentrations in the culture medium (Fig. 3a), 
as confirmed by increasingly nuclear accumulation of EGFP after 
increasing 4-OHT doses (Supplementary Fig. 2a).

To measure chromosomal interactions in a wide variety of ran-
domly selected genomic contexts in parallel, we further inserted arrays 
of 50 TetOs (each spanning approximately 2.7 kb) using the piggyBac 
transposon system36 (Fig. 3b). This resulted in clonal mESC lines car-
rying at least 50 TetO arrays, judging from EGFP accumulation in 
nuclear foci in the presence of 4-OHT and Dox (Fig. 3b). We further 
selected one polyclonal population carrying a total of 890 TetO array 
insertions and one clonal line with 135 insertions (Supplementary 
Tables 1 and 2), as determined by mapping piggyBac insertion loca-
tions (see Methods). To quantitatively measure rTetR-Dam nuclear 
concentrations as a function of 4-OHT concentration, we analyzed 
nuclear protein extracts using mass spectrometry. Combining the 
proteomic ruler strategy with parallel reaction monitoring (PRM) 
(Methods, Supplementary Fig. 2b,c and Supplementary Table 3), we 
estimated that nuclear rTetR-Dam concentrations vary gradually 
between approximately 3 and 25 nM and between 1 and 6 nM, in the 
polyclonal and pure clonal lines, respectively, when increasing the 
4-OHT concentration from 0.1 to 500 nM (Fig. 3c).

We performed DamC after treating cells overnight with different 
doses of 4-OHT in the presence or absence of Dox. Experiments 
were performed using a custom next-generation sequencing library 
preparation protocol that includes unique molecular identifiers 
(UMI) and increases the coverage of methylated GATC sites genome 

wide, thus maximizing proportionality between methylation levels 
and sequencing readout (Supplementary Fig. 2d,e and Methods). 
We quantified DamC enrichment in the immediate vicinity of TetO 
viewpoints, and plotted this as a function of rTetR-Dam concentra-
tion as quantified by mass spectrometry (Fig. 3d). For the polyclonal 
line, we considered the 100 insertions with highest signal-to-noise 
ratios corresponding to the most abundant insertions. In the pure 
subclone, all insertions except five showed similar enrichment lev-
els, possibly as a consequence of recombination of the TetO array or 
high levels of transcription at the insertion point preventing TetO 
binding. These insertions were discarded from analysis and their 
coordinates are provided in Methods.

Consistent with model predictions, in the polyclonal mESC line 
maximum enrichment occurs at ~3 nM corresponding to ~860 view-
points (Fig. 3d, upper panel). Model fitting returned an estimate of 
0.4 nM for the specific rTetR-TetO binding constant, in the range of 
in vitro measurements37, and of 17 nM for the average non-specific 
binding constant. Again, in line with the model, enrichment in the 
clonal line carrying ~sevenfold fewer viewpoints (130) was com-
patible with maximal enrichment occurring at ~sevenfold lower 
rTetR-Dam nuclear concentration (0.4 nM). These results provide 
a validation of the DamC model and support the interpretation of 
DamC enrichment in terms of contact probabilities. They addition-
ally highlight that, in our experimental system, maximal DamC 
enrichment in cells with ~100 insertions is observed in a range of 
rTetR-Dam nuclear concentrations corresponding to 0.1–1 nM 
4-OHT (Supplementary Fig. 2f). In the following analysis, reads 
from these two conditions were pooled to maximize read coverage.

DamC reveals the existence of TADs and loops in  vivo. Under 
optimal 4-OHT concentrations (0.1–1 nM pooled), zooming into 

a

Cytoplasmic
sequestration

Control of
nuclear concentration

c

 r
T

et
R

-D
am

 
nu

cl
ea

r 
co

nc
en

tr
at

io
n 

(n
M

)

4-OHT concentration (nM)

5′ ITR3 ′ ITR

50× TetO
(2.5 kb)

PBase

Transfection, 
clone isolation

+

b

–Dox +Dox
(>50 insertions)

VersusPiggyBac 
donor

plasmid

d

No 4-OHT 4-OHT

+4-OHT +Dox
+4-OHT

TetO viewpoint

Nearest fragment

Pool
viewpoints

DamC
enrichment

EGFP
5 µm

rTetR EGFP Dam ERT2

4

2

0
5 10 2015 25

0.1 1.0 10 50 500

0

5

10

15

20

25

1 2 3 4 5 6

2

4

 rTetR-Dam nuclear concentration (nM)

D
am

C
 e

nr
ic

hm
en

t

0

1

2

3

4

5

6

7

0
0

Cells with 890 viewpoints

Cells with 135 viewpoints

Fig. 3 | An inducible mESC line used to perform DamC and test the model predictions. a, mESCs expressing rTetR-Dam-EGFP-ERT2 allow control of the 
nuclear concentration of the fusion protein by changing the amount of 4-OHT in the culture medium. b, Nuclear concentration of the rTetR-Dam fusion 
protein as a function of 4-OHT concentration in the polyclonal population with 890!insertions (blue), and in the subclone with 135!insertions (green). 
Numbers of protein copies per nucleus were determined using mass spectrometry on nuclear extracts and divided by the average nuclear volume (~490!fl) 
as determined using DAPI staining (see Supplementary Fig. 2). Error bars are the s.d. of two biological replicates (independent cell cultures). c, Random 
integration of large numbers of 50×!TetO platforms using the piggyBac transposon. Accumulation of EGFP signal to nuclear foci in the presence of Dox 
(right: max. intensity projection over ten Z-planes) indicates binding of rTetR-Dam to the arrays and allows selection of clones with large numbers of 
insertions. PBase: piggyBac transposase. d, Quantification of DamC experiments as a function of rTetR-Dam concentration in cells with 890 (upper panel, 
blue) and 135 (lower panel, green) TetO viewpoints. Blue data points, mean and s.d. from the 100!TetO viewpoints with highest enrichment. Green data 
points, mean and s.d. from 130!TetO viewpoints (five viewpoints were excluded due to absence of DamC signal). Red line, model fit to the experimental data.

NATURE STRUCTURAL & MOLECULAR BIOLOGY | VOL 26 | JUNE 2019 | 471–480 | www.nature.com/nsmb474



ARTICLESNATURE STRUCTURAL & MOLECULAR BIOLOGY

chr9: 37 Mb 38 Mb

Chek1
Ei24 Hepacam

Robo3
Tbrg 1

Olfr877 Olfr250 Olfr26

chr19: 57 Mb 58 Mb

Nhlrc2
Afap1l2

Ablim1

Fam160b1

Trub1

Atrnl1

Gfra1 Pnlip

chr18: 66 Mb 67 Mb 68 Mb

Lman1

Ccbe1
Pmaip1

Mc4r
Mppe1

Spire1

Cep76
Seh1l

chr7: 121 Mb 122 Mb 123 Mb

Spon1 Pde3b
Calca

Sox6

0
1
2
3
4
5

0

1

2

3

0
1
2
3
4
5

0

1

2

3

4

D
am

C
 e

nr
ic

hm
en

t
no

rm
. 4

C
 r

ea
d 

co
un

t
UCSC genes

CTCF reverse
CTCF forward

TADs

DamC
4C

DamC
4C

l

D
am

C
 e

nr
ic

hm
en

t
no

rm
. 4

C
 r

ea
d 

co
un

t

UCSC genes

CTCF reverse
CTCF forward

TADs

p

DamC
4C

DamC
4C

0

5

10

15

20

25

30

N
or

m
al

iz
ed

 r
ea

d 
co

un
t

 0

 5

 10

 15

 20

 25

 30

N
or

m
al

iz
ed

 r
ea

d 
co

un
t

a

Spp2

90.5 Mb

1 Mb
mm9

chr1:
TetO viewpoint

DamC
4C

0

1

2

3

4

Active promoters
Active enhancers

UCSC genes
CTCF reverse
CTCF forward

D
am

C
 e

nr
ic

hm
en

t
no

rm
. 4

C
 r

ea
d 

co
un

t

–100 0 100 200–200

Distance from TAD boundary (kb)

D
am

C
 e

nr
ic

hm
en

t
 n

or
m

. 4
C

 r
ea

d 
co

un
t

Inside TADOutside TAD

DamC
4C

0

0.1

0.2

0.3

b c

0

1

2

3

4

D
am

C
 e

nr
ic

hm
en

t
no

rm
. 4

C
 r

ea
d 

co
un

t

Mrs2

25 Mbchr13:
TetO viewpoint

Fig. 4 | DamC confirms the existence of TAD boundaries and quantitatively correlates with 4C and Hi-C. a, Four representative DamC and 4C interaction 
profiles from the same piggyBac-TetO viewpoints, aligned with Hi-C experiments performed in the same cell line. Dashed lines mark TAD boundaries in 
mESC, detected using Caller of Topological Chromosomal Hierarchies (CaTCH)9. Hi-C data were binned at 10!kb resolution. DamC was performed using 
0.1 and 1!nM 4-OHT (pooled). Data from two biological replicates were pooled for DamC, 4C and Hi-C. b, Aggregated plot over 130!TetO viewpoints 
showing DamC and 4C data aligned to TAD boundaries identified using CaTCH9. Gray shading: ±40!kb uncertainty on boundary definition9. c, Interaction 
profiles from viewpoints located <1!kb from a CTCF site (left) belonging to a cluster of forward sites (red shading) interacting with reverse CTCF sites 
(blue shading), and <1!kb from the active promoter of the Mrs2 gene (right), highlighted in the green shaded area.

NATURE STRUCTURAL & MOLECULAR BIOLOGY | VOL 26 | JUNE 2019 | 471–480 | www.nature.com/nsmb 475



ARTICLES NATURE STRUCTURAL & MOLECULAR BIOLOGY

individual TetO viewpoints in the clonal line with 130 insertions 
revealed significant DamC enrichment over hundreds of kilobases 
around each viewpoint (Fig. 4a). Since biological replicates were 
highly correlated (Supplementary Fig. 3a), we analyzed merged 
data. DamC enrichment profiles showed remarkable agreement 
with 4C performed using the same TetO arrays as viewpoints and 
DpnII as the primary restriction enzyme (Fig. 4a and Methods). 
DamC enrichment was systematically concentrated within TAD 
boundaries detected in Hi-C (Fig. 4a) and steeply decayed across 
TAD boundaries by a factor of approximately 2, in excellent agree-
ment with 4C (Fig. 4b). Only a minor fraction of TetO insertions 
occurred in close proximity (<1 kb) to either an active regulatory 
element or a CTCF site (Supplementary Fig. 3b). Also in these cases, 
DamC enrichment profiles highly overlapped with 4C (Fig. 4c)  
and revealed looping interactions between endogenous convergent 
CTCF sites (Fig. 4c, left), which was confirmed using the partner 
CTCF sites as reciprocal viewpoint in 4C (Supplementary Fig. 3c). 
The targeted TetO insertion at the 3’ end of Chic1 (ref. 33) (Fig. 1c) 
allowed measurement of chromosomal interactions within the well-
characterized Tsix TAD6,38. In accordance with 4C, DamC recapitu-
lated the previously observed CTCF-mediated interactions between 
Chic1, Linx and Xite/Tsix6, as well as the boundaries of the Tsix TAD 
(Supplementary Fig. 3d). Additional DamC and 4C profiles are 
plotted in Supplementary Fig. 4, and bedGraph tracks are available 
online (see Data availability).

We next investigated whether, despite evident global similari-
ties, DamC and 4C showed local differences. We defined a devia-
tion score measuring differences between DamC and 4C interaction 
profiles within windows of 20 DpnI/II restriction fragments (5 kb 
on average) (Supplementary Fig. 3e). Most dissimilar windows 
were enriched in active chromatin marks (Supplementary Fig. 3f), 
although local differences between DamC and 4C within these 
regions were relatively mild (Supplementary Fig. 3e). We reasoned 

that local discrepancies might be due to the fact that the methyla-
tion signal correlates highly with chromatin accessibility as mea-
sured by DNase I sensitivity (Supplementary Fig. 3g). Correction by 
non-specific methylation generally normalizes for chromatin acces-
sibility in DamC enrichment unless GATC sites are highly methyl-
ated in the absence of Dox, thus preventing further increases when 
interacting with the TetO viewpoint in +Dox conditions. However, 
only 0.05% of GATC sites within DNase I hypersensitive regions 
were saturated (Methods), and masking of DNase I hypersensitive 
sites did not increase the overall similarity between DamC and 4C 
profiles (Supplementary Fig. 3h). Thus local differences between the 
two techniques are not due to saturated methylation levels, but may 
be due to experimental factors not described by the DamC model 
and thus not accounted for in the calculation of DamC enrichment.

In summary, crosslinking- and ligation-free measurements of 
contact probabilities using DamC quantitatively agree with 4C, con-
firm the existence of TAD boundaries and show that crosslinking 
and ligation do not greatly distort the detection of chromosomal 
interactions.

piggyBac-TetO insertions do not perturb chromosome structure. 
Next, we aimed to determine whether insertion of TetO/piggyBac 
cassettes per  se could perturb local chromosome structure. We 
compared TetO insertion sites with the corresponding wild-type 
(WT) loci in Hi-C experiments (Supplementary Fig. 5a) using a 
modified version of the deviation score defined in Supplementary 
Fig. 3d that describes differences in virtual 4C profiles extracted 
from Hi-C data (Supplementary Fig. 5b). Deviation scores between 
WT cells and those carrying TetO arrays were similar to deviation 
scores between Hi-C replicates at random genomic locations, and 
significantly smaller than deviation scores between different WT 
loci (Supplementary Fig. 5b). Finally, 4C profiles obtained with and 
without TetO viewpoints were indistinguishable (Supplementary 
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Fig. 5c). Thus, piggyBac-mediated insertion of TetO arrays does not 
lead to measurable perturbations of chromosome structure.

In vivo detection and manipulation of CTCF-mediated interac-
tions. Loops between convergent CTCF sites are a defining fea-
ture of chromosome architecture. However, it is unclear whether 
new loops can be established between endogenous and ectopically 
inserted CTCF sites. Early 3C observations suggested that ecto-
pic sequences containing CTCF sites can change the surrounding 
chromosomal interactions39,40; however, experimental resolution 
in 3C did not allow us to resolve single CTCF loops, and inserted 
sequences contained additional regulatory regions. Since piggyBac-
TetO constructs per se do not perturb chromosome structure, we 
further engineered them to insert ectopic CTCF sites in the genome 
and to detect the resulting structural modifications without con-
founding effects.

Starting from the founder rTetR-GFP-Dam-ERT2 mESC line 
described in Fig. 3a, we randomly introduced modified piggy-
Bac cassettes where the TetO array is flanked by three CTCF sites 
oriented outwards (Fig. 5a). To test whether ectopically inserted 
CTCF sites could establish loops with endogenous CTCF sites 
(Fig. 5b), we selected one clone carrying 91 insertions for which 
we could map insertion positions and genomic orientations 
(Supplementary Table 4), and performed 4C and DamC with 
0.1–1 nM 4-OHT.

Interaction profiles from TetO-CTCF viewpoints displayed 
prominent distal peaks (Fig. 5c) detected by both DamC and 
4C. We used the PeakC algorithm, developed to analyze 4C pro-
files41, to identify distal preferential interactions. Using stringent 
thresholds (Methods) and excluding viewpoints within 1 kb from 
an endogenous CTCF site (Supplementary Figs. 3b and 6a), we 
detected 38 specific interactions separated by at least 20 kb from 
single TetO-CTCF viewpoints (~0.5 distal peaks per insertion site 
on average, Supplementary Fig. 6b). Of those, 74% contained one or 
more bound CTCF sites based on chromatin immunoprecipitation 
sequencing (ChIP-seq) datasets in mESC11, predominantly (79%) 
convergent with the ectopic CTCF insertion (Fig. 5d). As a compar-
ison, in the cell line harboring TetO viewpoints without CTCF we 
detected only 0.1 peaks per insertion site (Supplementary Fig. 6b),  
of which 58% contained one or more bound CTCF sites (Fig. 5d). 
These correspond to endogenous CTCF loops since, in virtually all 
these cases, the TetO was located between 1 and 20 kb away from 
an endogenous CTCF. Thus, peaks in the TetO-CTCF line are 
likely to coincide with new loops established by ectopic CTCF sites. 
Insertions without distal peaks predominantly correspond to TetO-
CTCF cassettes integrated either in CTCF ‘deserts’ or, conversely, 
close (<30 kb) to the nearest endogenous convergent CTCF site and 
in regions with many endogenous CTCF sites (Supplementary Fig. 
6c), resulting in short-distance loops that are difficult to distinguish 
in 4C and DamC profiles. Additional TetO-CTCF DamC and 4C 
profiles are plotted in Supplementary Fig. 7, and bedGraph tracks 
are available online (see Data availability).

We then performed Hi-C in the TetO-CTCF line and compared 
it to the data obtained from TetO-only mESCs (see Fig. 4a), where 
insertion locations are different. Since TetO-CTCF insertions are 
heterozygous, the Hi-C readout is confounded by the presence 
of a WT allele. Nevertheless, in a fraction of insertions showing 
prominent distal CTCF peaks in 4C and DamC, we could detect 
the formation of new structures in Hi-C and, notably, new loops 
(Fig. 6a, arrows and Supplementary Fig. 6d), leading to increased 
partitioning of interactions within TADs and the appearance of sub-
TAD boundaries (Fig. 6b). Ectopic CTCF insertion also reinforced 
pre-existing interactions between convergently oriented sites (Fig. 
6a, arrowheads), possibly by bringing them closer due to the effect 
of the new loops. Even insertions without prominent distal CTCF 
peaks could be associated with new structures (Fig. 6c), reminis-
cent of stripes predicted by the loop-extrusion model15 and recently 
observed in Hi-C data at endogenous locations42. Consistent with 
the loop-extrusion model interpretation, the stripe shown in Fig. 
6c occurred at a location where the three ectopic CTCF sites landed 
close to a cluster of Nipbl sites, and far from the nearest convergent 
CTCF sites (~800 kb). Formation of an ectopic CTCF-associated 
stripe also resulted in modifications of intra-TAD chromosomal 
interactions (Fig. 6d).

Finally, to formally prove that new structures are induced by 
ectopic CTCF binding sites (rather than the piggyBac-TetO cas-
sette), we removed the three CTCF sites by Cre-assisted recombina-
tion using two flanking LoxP sites (Supplementary Fig. 6e). DamC 
performed in one mESC clone, where CTCF sites had been excised 
at both loci shown in Fig. 6a,c (Supplementary Fig. 6f), revealed 
that removal of these sites led to loss of distal interactions (Fig. 6e).

In summary, DamC identifies chromatin loops formed through 
specific long-range chromatin interactions. Additionally, our data 
show that ectopically inserted CTCF sites can establish new loops 
with endogenous CTCF sites and stripes, leading to modified parti-
tioning of interactions within TADs.

Quantitative properties of chromosome folding in  vivo. Given 
the high similarity between DamC and 4C both with and without 
CTCF sites at the viewpoint, we next asked whether DamC and 
3C-based techniques measured the same scaling of interaction 
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probabilities. We pooled all viewpoints from TetO-only and TetO-
CTCF lines and plotted the data as a function of genomic distance 
from the viewpoints. For distances between 15 kb and 1 Mb, fitting 
both DamC and 4C with a power law resulted in decay exponents 
around 0.9, in excellent agreement with Hi-C from the same cells 
and viewpoints (Fig. 7a), and in accordance with previous measure-
ments in similar genomic ranges14,43.

Below ~10 kb, both DamC and 4C showed a gentler decay as 
recently observed in Hi-C experiments on yeast chromosomes44. 
In ref. 44 this was attributed to crosslinking artifacts but DamC, 
showing the same behavior, argues against this explanation. The 
leveling-off of contact probabilities at short genomic distances can 
be explained in terms of a simple, coarse-grained polymer model 
with a persistence length of ~2.5 kb (Fig. 7b and Supplementary 
Note 1). We cannot formally rule out alternative explanations, such 
as experimental factors not accounted for by the DamC model and 
thus not normalized in the calculation of enrichment. One such 
scenario could be that the spacing between GATC sites imposes an 
effective capture range of a few kilobases, consistent with micrococ-
cal nuclease-based Hi-C (Micro-C) experiments showing that yeast 
chromatin is flexible at lower scales45. However, in the absence of 
Micro-C measurements on mammalian chromatin, we can safely 
assume that DamC provides an upper limit to the persistence length 
of chromosomes in vivo of approximately 2.5 kb.

Discussion
In this work we provide in  vivo, high-resolution, systematic mea-
surements of chromatin contacts that require neither crosslinking 
nor ligation, using DamC. An essential feature of this method is that 
its experimental output is directly proportional to contact probabili-
ties. This is supported by rigorous modeling of methylation kinetics  
(Fig. 2), providing a rational basis to quantitatively interpret sequenc-
ing results. Importantly, DamC confirms that contact frequencies fall 
across TAD boundaries by a factor of approximately 2, in accordance 
with 4C (Fig. 4b) and previous estimations based on Hi-C15,46. Such 
a modest decrease raises the question of how TAD boundaries can 
functionally insulate enhancers and promoters from a biophysical 
point of view, although they might represent an optimal compromise 
between enrichment and depletion interactions between regulatory 
sequences within and across boundaries, respectively9.

DamC detects chromosomal contacts at short spatial distances, 
since GATC motifs can be methylated only if Dam directly binds 
DNA. We estimate a detection range of <10 nm, given that the 
expected physical size of the rTetR-EGFP-Dam-ERT2 fusion protein 
does not exceed 3 nm (ref. 47). Decreases in interaction frequencies at 
TAD boundaries, as well as increases due to CTCF loops, therefore 
closely match what a promoter would ‘experience’ through its bound 
protein complexes. Interestingly DamC also picks up ‘non-specific’ 
interactions due to random collisions within the chromatin fiber to 
the same extent as 4C and Hi-C (Fig. 4a and Supplementary Fig. 4). 
Thus, random collisions do occur in vivo, despite not being detected 
in crosslinking-free analysis of chromosome folding using native 3C26.

Scaling of crosslinking probabilities measured in Hi-C data is at 
the core of physical models developed to explain chromosome fold-
ing and infer its mechanistic determinants15,38,48–50, including the 
highly influential loop-extrusion model. Importantly, DamC con-
firms scaling exponents measured in 4C and Hi-C (Fig. 7). Since 
DamC enrichment is proportional to actual short-range contact 
probabilities, our measurements provide strong evidence in favor of 
chromosome-folding models based on Hi-C. Scaling analysis at short 
genomic distances additionally suggests that mouse chromosomes 
may have a persistence length of approximately 2.5 kb, corresponding 
to ~40 nm assuming a linear density of ~60 bp nm–1 (ref. 38).

The finding that loops can be established de  novo follow-
ing insertion of CTCF binding sites and can be detected in  vivo  
(Figs. 5 and 6) confirms earlier reports39,40 and argues that chromosome  

structure at the TAD level can be manipulated in a ‘gain-of-function’ 
manner by the addition of new structures. New structures formed 
following ectopic insertion of three CTCF sites can greatly modify 
intra-TAD interactions and may result in the formation of new 
boundaries within pre-existing TADs (Fig. 6b,d). Remarkably, we 
could detect only newly formed interactions within pre-existing 
TAD boundaries, possibly due to the fact that these boundaries are 
particularly enriched in clusters of CTCF sites7,9 providing efficient 
barriers to loop extrusion.

One limitation of DamC is that it requires genetic manipulation 
for the insertion of genomic viewpoints and for stable expression 
of rTetR-Dam-ERT2, allowing accurate control of nuclear Dam 
concentration. This prevents consideration of DamC in its current 
form as an alternative to 3C-based methods in routine experimenta-
tion. However, DamC can be performed by transiently nucleofect-
ing cells with a Dam-TetR expression plasmid, which ensures low 
expression levels (Fig. 1c). Future implementations based on TAL 
effector proteins (similar to TALE-ID26) or catalytically inactivated 
Cas9 could overcome the need for targeted insertion of TetO arrays.

The current TetR-based implementation of DamC may nevertheless 
be beneficial in situations where 4C cannot be used, notably to detect 
chromosomal interactions in a tissue-specific context by expressing 
the rTetR-Dam fusion under a tissue-specific promoter51 and start-
ing from small numbers of cells52. Contrary to 3C methods, where 
one ligation event per allele can be retrieved at most, in the course of 
a DamC experiment (~18 h) several GATCs might be contacted by a 
TetO viewpoint depending on the temporal dynamics of chromosome 
structure. Based on our previous measurements of the dynamics of 
the TetO array at the Chic1 locus53, as well as recent data from other 
chromosomal locations54,55, several contacts may be created and disas-
sembled in 18 h. If n GATC sites are methylated in this time window, 
DamC would in principle require n times fewer cells than 4C to build 
similar contact profiles. In this manuscript we analyzed ~10,000 cell 
equivalents per 4C and DamC experiment, but scaling down of cell 
numbers in DamC will be an interesting future development.

In summary, by coupling a methylation-based readout with 
physical modeling, DamC enables systematic and quantitative cross-
linking- and ligation-free measurements of chromatin interaction 
frequencies. Our experiments provide an orthogonal validation of 
3C-based findings, including TADs and both endogenous and ectop-
ically induced CTCF loops, and demonstrate that 3C methods do not 
substantially distort the detection of chromosomal interactions.

Online content
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Methods
Physical modeling. Detailed descriptions of the physical model of methylation 
kinetics in DamC, as well as of the polymer model with persistence length, are 
available as a separate file (Supplementary Note 1).

Cell culture and sample collection. All cell lines are based on feeder-independent 
PGK12.1 female mESC, kindly provided by Edith Heard’s laboratory. The founder 
cell line in our study is an X0 subclone of the PGKT2 clone described in ref. 33, 
carrying the insertion of a 256× TetO array within the 3’ UTR of the Chic1 gene 
on chromosome X and the additional deletion of the Linx promoter6. Cells were 
cultured on gelatin-coated culture plates in DMEM (Sigma) in the presence of 
15% fetal calf serum (Eurobio Abcys), 100 µM β-mercaptoethanol and 20 U ml–1 
leukemia inhibitory factor (Miltenyi Biotec, premium grade) in 8% CO2 at 
37 °C. Cells were tested for Mycoplasma contamination once per month, and 
no contamination was detected. After insertion of the rTetR-Dam vector (see 
below), cells were cultured in the presence of 250 µg ml–1 hygromycin. To induce 
nuclear translocation of the rTetR-Dam fusion protein to the nuclei, mESC were 
trypsinized and directly seeded in culture medium containing 4-OHT, at the 
concentrations indicated in the main text, for 18 h. Binding of the Dam fusion 
protein to the TetO arrays was induced by the simultaneous addition of  
2.5 μg ml–1 Dox.

Generation of cell lines expressing rTetR-Dam and carrying random 
insertions of TetO arrays. The rTetR-EGFP-Dam-ERt2 construct was cloned 
into a pBroad3 backbone (Invivogen) carrying a mouse Rosa26 promoter. We 
used a modified rTetR based on the rtTA-M2 transactivator in ref. 56, which 
has substantially decreased affinity for the Tet operator in the absence of Dox. 
The construct was randomly integrated in the PGKT2 X0 subclone by co-
transfecting 5 × 105 cells with 3 μg pBROAD3-rTetR-ICP22-EGFP-EcoDam-Ert2 
and 0.2 μg pcDNA3.1hygro plasmid using Lipofectamin 2000 (Thermo Fisher 
Scientific). After 10 days of hygromycin selection (250 μg ml–1), one clone (No. 
94.1) expressing low levels of EGFP was selected and expanded for subsequent 
experiments. To obtain large numbers of viewpoints for DamC experiments, 
stable random integrations of arrays of TetO sites were introduced in the No. 94.1 
mESC clone using the piggyBac transposon system. A mouse codon optimized 
version of the piggyBac transposase36 was cloned in frame with the red fluorescent 
protein tagRFPt (Evrogen) into a pBroad3 vector using Gibson assembly cloning 
(pBroad3_hyPBase_IRES_tagRFPt). Next, 5 × 105 cells were co-transfected with 
0.2 μg pBroad3_hyPBase_IRES_tagRFPt and 1 µg of a piggyBac donor vector 
containing an array of 50 TetO binding sites using Lipofectamin 2000 (Thermo 
Fisher Scientific). Cells with high levels of RFP were fluorescence-activated cell 
sorted (FACS) two days after transfection and seeded at three serial 10× dilutions 
in 10-cm dishes to ensure optimal density for colony picking. To identify clones 
with high numbers of TetO integration sites, cells were screened for large numbers 
of nuclear EGFP accumulation foci using live-cell imaging (see below) in the 
presence of 500 nM 4-OHT and 2.5 μg ml–1 Dox. One polyclonal population  
(No. 94.1_2.7) and one subclone (No. 94.1_2.7_pureclone3) were further expanded.

To introduce CTCF binding sites flanking the TetO viewpoints, the 
piggyBac donor vector was modified as follows. Three CTCF binding motifs 
(TGGCCAGCAGGGGGCGCTG, CGGCCAGCAGGTGGCGCCA and 
CGACCACCAGGGGGCGCTG) were selected based on high CTCF occupancy in 
ChIP-seq experiments11 and cloned into the piggyBac donor vector in an outward 
direction with respect to the TetO array, including 100 bp of their surrounding 
endogenous genomic sequence (chr8:13461990-13462089, chr1:34275307-
34275419 and chr4:132806684-132806807, respectively). The three CTCF binding 
motifs were flanked by two LoxP sites for Cre-assisted recombination. We then 
co-transfected 5 × 105 No. 94.1 with 0.2 μg pBroad3_hyPBase_IRES_rfp and 1 µg 
of the modified piggyBac donor vector using Lipofectamin 2000. Cells with high 
levels of RFP were FACS sorted two days after transfection and seeded at three 
serial 10× dilutions in 10-cm dishes for colony picking. Clones with >50 integration 
sites were identified through accumulation of EGFP at nuclear TetO foci in the 
presence of 500 nM 4-OHT and 2.5 μg ml–1 Dox. One clone (No. 94.1_216_C3) was 
further selected for analyis.

Transient transfection. To transiently express rTetR-Dam for the proof-of-
principle experiment in Fig. 1d, the PKGT2 X0 subclone was transiently transfected 
with pBroad3-rTetR-EGFP-Dam-ERt2 using the Amaxa 4D-Nucleofector 
X-Unit and the P3 Primary Cell 4D-Nucleofector X Kit (Lonza). Cells (5 × 106) 
were resuspended in 100 µl transfection solution (82 µl primary solution, 
18 µl supplement 1, 2 μg pBroad3-rTetR-EGFP-Dam-ERt2) and transferred in a 
single Nucleocuvette (Lonza). Nucleofection was done using the protocol CG109. 
Transfected cells were directly seeded in pre-warmed 37 °C culture medium 
containing 10 nM 4-OHT ± 2.5 μg ml–1 Dox. Genomic DNA was collected 18 h after 
transfection. Sequencing libraries were prepared as previously described34,57.

Mapping of piggyBac insertion sites. Genomic DNA (2 µg) was fragmented 
to an average of 500 bp by sonication (Covaris S220; duty cycle, 5%; peak 
power, 175 W; duration, 25 s). End-repair, A-tailing and ligation of full-length 
barcoded Illumina adapters were performed using the TruSeq DNA PCR-free 

kit (Illumina) according to the manufacturer’s guidelines, with the exception 
that large DNA fragments were not removed. Libraries for each sample 
(750 ng) were pooled together, and fragments of interest were captured using 
biotinylated probes against the the piggyBac inverted terminal repeats (ITRs) 
sequence and the xGen Hybridization Capture kit (IDT) according to the 
manufacturer’s protocol (probe concentration of 2.25 pmol µl–1). Following 
capture, libraries were amplified for 12 cycles using Kapa Hi-fi polymerase 
and the following primers: 5’-AATGATACGGCGACCACCGAGAT, 
5’-CAAGCAGAAGACGGCATACGAGA. Final libraries were purified using 
AMPure XP beads (1/1 ratio), quality controlled and sequenced on the NextSeq500 
platform (paired-end 300 cycles mid-output) for a total of 8 × 108 paired-end reads 
per sample on average.

Capture probe sequences are as follows:
ITR3-1 [ Bt n] AT CT AT AA CA AG AA AA TA TA TA TA TA AT AA GT TA 

TC AC GT AA GT AG AA CA TG AA AT AA CA AT AT AA TT AT CG TA TG AG 
 TTAAATCTTAAAAGTCACGTAAAAGATAATCATGCGTCATTT,

I TR 3-2 [ Bt n] TC CA AG CG GC GA CT GA GA TG TC CT AA AT GC AC AG 
CG AC GG AT TC GC GC TA TT TA GA AA GA GA GA GC AA TA TT TC AA G 
A ATGCATGCGTCAATTTTACGCAGACTATCTTTCTAGGGTTAA,

I TR 5- 1[ Bt n] TT AA CC CT AG AA AG AT AA TC AT AT TG TG AC 
GT AC GT TA AA GA TA AT CA TG CG TA AA AT TG AC GC AT GT GT 
 TTTATCGGTCTGTATATCGAGGTTTATTTATTAATTTGAA,

ITR5-2 [ Bt n] AT TA AG TT TT AT TA TA TT TA CA CT TA CA TA CT AA TA AT AA 
AT TC AA CA AA CA AT TT AT TTATGTTTATTTATTTATTAAAAAAAAACAAAA 
A CT CA AA AT TT CT TC TA TA AAGTAACAAA.

Genotyping of CTCF integration sites by PCR. We designed primers binding 
to endogenous genomic DNA sequence outside the piggyBac 3’ ITR based on 
the genomic position of mapped piggyBac insertion sites. We then amplified the 
junction between the ITR and the genome using Phusion High-Fidelity DNA 
Polymerase (Thermo Scientific) with one genomic primer and a T7 promoter 
primer (5’TAATACGACTCACTATAGGG3’) flanking the piggyBac CTCF 
integration cassette (see Supplementary Fig. 6e). PCR products were purified 
and Sanger sequenced. For the verification of CTCF integrations shown in Fig. 
6 on chromosomes 6 and 10, the following genomic primers were used: Ch6_
flxCTCF_11F (5’AGGCATTCTGTCCAACTGGT3’) and Chr10_flxCTCF_13F 
(5’TGTTGAGCATCTATCACATTCCTTA3’).

Excision of CTCF sites using Cre recombinase. To excise ectopically inserted 
CTCF sites from clone No. 94.1_216_C3, 5 × 105 cells were transfected with 0.5 μg 
pIC-Cre58 using Lipofectamine 2000 (Thermo Fisher Scientific). After 4 days 
under G418 selection (300 μg ml–1), single colonies were expanded and genotyped 
following the procedure described above.

Live-cell Imaging. Gridded glass-bottom dishes (Mattek) were coated with 
2 μg ml–1 recombinant mouse E-cadherin (R&D Systems, No. 748-EC) in PBS at 
4 °C overnight. Cells (5 × 105) were seeded in full medium, one day before imaging, 
supplemented with 4-OHT and Dox as indicated above. Cells were imaged with 
a Nikon Eclipse Ti-E inverted widefield microscope (Perfect Focus System with 
real-time drift correction for live-cell imaging) operating in highly inclined and 
laminated optical sheet (HILO) mode using a CFI APO total internal reflection 
fluorescence (TIRF) 100×/NA 1.49 oil objective (Nikon). A 488-nm, 200-mW 
Toptica iBEAM SMART laser was used as excitation source. Cells were maintained 
at a constant temperature of 37 °C and in 8% CO2 within an incubation box. Images 
were collected with an Evolve 512 Delta EMCCD high-speed Camerang using 
Visiview (Visitron). Background subtraction (150-pixel rolling ball radius) and 
maximum intensity projections were performed in ImageJ.

Nuclear volume measurements. Cells (3 × 106) from mESC clone No. 94.1_2.7 
were cultured in gelatin-coated 6-well plates in full medium, dissociated for 
5 min at room temperature with Accutase (GIBCO) then centrifuged for 
4 min at 950 r.p.m. and resuspended in 500 µl culture medium. Cell suspension 
droplets (25 µl) were spotted on coverslips previously coated with poly-l-lysine, 
adsorbed on ice for 5 min and washed gently once with 1× PBS. Cells were then 
permeabilized on ice for 5 min in 1× PBS and 0.5% Triton X-100, and coverslips 
were stored in 70% ethyl alcohol at –20 °C. Nuclei were counterstained with 
0.2 mg ml–1 DAPI, and Z-stack images were acquired using a Zeiss Z-1 microscope 
equipped with a ×40 oil immersion lens (numerical aperture 1.3; voxel size 
0.227 × 0.227 × 0.73 µm3). Z-stacks were then deconvolved using Huygens software 
(20 iterations of the CMLE algorithm). To segment individual nuclei, we binarized 
DAPI images based on a single-intensity threshold based on the fact that image 
histograms of all Z-stacks were bimodal (threshold, 7,000 in 32-bit images). The 
volumes of binary three-dimensional (3D) objects were then calculated using the 
3DObjectCounter plugin in FIJI/ImageJ, excluding objects on the edges of each 
Z-stack.

Preparation of nuclear extracts. Cell nuclei were extracted as previously 
described59. Briefly, 107 mESC were seeded in ES medium (see above) 
supplemented with the appropriate concentration of 4-OHT on a gelatin-coated 
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15-cm2 dish. The next day, cells were harvested using trypsin and washed twice in 
ice-cold PBS. Next, cells were carefully resuspended in 500 μl ice-cold Buffer A1 
(10 mM HEPES pH 7.9, 10 mM KCl, 1.5 mM MgCl2, 0.34 M sucrose, 10% glycerol, 
0.1% Triton X-100, 1 mM DTT, 1 mM phenylmethanesulfonyl fluoride) to obtain 
nuclei. After incubation for 5 min on ice, extracted nuclei were washed twice with 
buffer A1.

Mass spectrometry. Nuclear extracts were dissolved in 400 µl 50 mM HEPES pH 
8.5 in 8.3 M guanidine hydrochloride. All samples were heated at 95 °C for 5 min, 
sonicated using the Bioruptor sonication device and supplemented with 5 mM 
tris(2-carboxyethyl)phosphine and 10 mM chloroacetamide (CAA). To reduce 
sample complexity, lysates were diluted to 6 M guanidine hydrochloride and 
transferred onto 100 kDa molecular weight cutoff Amiconultra-0.5 centrifugal filter 
units. Samples were concentrated for 2 × 15 min at 14 kg followed by refill of the 
filter with 6 M guanidine hydrochloride in 50 mM HEPES pH 8.5 and 3 × 45 min 
at 14 kg, then followed by refilling of the filter with 1 M guanidine hydrochloride 
in 50 mM HEPES pH 8.5. For digestion, 10 µg Lys-C (Wako Chemicals) and 10 µg 
trypsin (Thermo Fisher Scientific) were added to each sample and incubation 
overnight at 37 °C. The following morning, an additional 10 µg of trypsin was 
added, with incubation for 3 h and acidification using trifluoroacetic acid.

To estimate nuclear proteins, copy numbers samples were desalted using SEP-
PAK (Waters) and subjected to high-pH offline fractionation on a YMC Triart 
C18 0.5 × 250 mm2 column (YMC Europe GmbH) using the Agilent 1100 system 
(Agilent Technologies). Ninety-six fractions were collected for each experiment 
and concatenated into 48 fractions as previously described60. For each liquid 
chromatography–tandem mass spectrometry (LC–MS) analysis, approximately 
1 µg of peptides was loaded onto a PepMap 100 C18 2-cm trap (Thermo Fisher 
Scientific) using the Proxeon NanoLC-1000 system (Thermo Fisher Scientific). 
Online peptide separation was performed on a 15-cm EASY-Spray C18 column 
(ES801, Thermo Fisher Scientific) by applying a linear gradient of increasing 
acetonitrile (ACN) concentration at a flow rate of 150 nl min–1. An Orbitrap Fusion 
Tribrid (Thermo Fisher Scientific) or an Orbitrap Fusion LUMOS Tribrid (Thermo 
Fisher Scientific) mass spectrometer was operated in data-dependent mode. The ten 
most intense precursor ions from the Orbitrap survey scan were selected for higher-
energy collisional dissociation fragmentation and analyzed using the ion trap.

Mass spectrometry data processing. Maxquant v.1.5.3.8 was used to search 
raw mass spectrometry data using default settings61,62 against the mouse 
protein sequences from Uniprot database (released April 2017). The label-free 
quantification (LFQ) algorithm was used for quantification. The protein groups 
table was loaded to Perseus software63 (v.1.5.0.0) filtered for potential contaminants 
and reverse hits. Protein copy numbers per cell were calculated using the Protein 
ruler plugin of Perseus by standardization to the total histone MS signal64. LFQ 
values were normalized using the same normalization for all samples. To estimate 
cytoplasmic contamination ‘GOCC slim name’ annotations provided in Perseus 
were used. Exclusively cytoplasmic proteins were defined as those associated 
with the GOCC terms ‘cytoplasm’ or ‘cytosol’, and not associated with the terms 
‘nucleus’, ‘nuclear’, ‘nucleoplasm’ or ‘nucleosome’. Exclusively nuclear proteins were 
defined as those associated with the GOCC terms ‘nucleus’, ‘nuclear’, ‘nucleoplasm’ 
or ‘nucleosome’, and not associated with the terms ‘cytoplasm’ or ‘cytosol’. 
Cytoplasmic contamination was estimated using a ratio of summed LFQ intensity 
between exclusively cytoplasmic proteins and exclusively nuclear proteins in 
samples with and without nuclear extraction.

PRM data acquisition and analysis. To select peptides for PRM assays, the rTetR-
Dam-EGFP-ERT2 construct was enriched with ChromoTek GFP-Trap magnetic 
beads and analyzed using shotgun data-dependent acquisition LC–MS/MS on an 
Orbitrap Fusion Lumos platform as decribed above. For PRM analysis, the resolution 
of the orbitrap was set to 240 k full width at half maximum (at 200 m/z), the fill time 
was set to 1,000 ms and the ion isolation window was set to 0.7 Th. For LC–MS 
analysis of samples derived from a polyclon carrying 890 TetO array insertions, 
approximately 1 µg of peptides was loaded onto a PepMap 100 C18 2-cm trap 
(Thermo Fisher Scientific) using the Proxeon NanoLC-1000 system (Thermo Fisher 
Scientific). Online peptide separation was performed on the 15-cm EASY-Spray C18 
column (ES801, Thermo Fisher Scientific) by applying a linear gradient of increasing 
ACN concentration at a flow rate of 150 nl min–1. For LC–MS analysis of samples 
derived from a polyclon carrying 100 TetO array insertions, approximately 1 µg of 
peptides was separated online on a 50-cm µPACTM cartridge (PharmaFluidics) 
by applying a linear gradient of increasing ACN concentration at a flow rate of 
300 nl min–1 with the Proxeon NanoLC-1000 system (Thermo Fisher Scientific). 
The acquired PRM data were processed using Skyline 4.135 (ref. 65). The transition 
selection was systematically verified and adjusted when necessary to ensure that no 
co-eluting contaminant distorted quantification, based on traces co-elution (retention 
time) and the correlation between the relative intensities of the endogenous fragment 
ion traces and their counterparts from the library. As a loading control, the mean of 
total MS1 signal was estimated using RawMeat v.2.0b1007.

DamC library preparation. DamC experiments were based on a newly 
developed DamID-seq next-generation sequencing library preparation protocol 

to maximize the proportionality between methylation levels and sequencing 
readout (Supplementary Fig. 2d). One crucial issue in the calculation of 
enrichment, as shown in Fig. 2c, is that small fluctuations in –Dox methylation 
in the denominator can be amplified into large fluctuations in enrichment levels. 
GATC sites must therefore be equally and robustly represented in the DamID 
sequencing library, irrespective of their methylation level. From this perspective, 
the principal limitation of the original DamID protocol57 for our present 
application is its dependence on the genomic distance between two GmATC sites, 
resulting in large adapter-ligated molecules and, as a consequence, in a strong 
bias towards densely methylated regions. In our optimized protocol, GmATC 
sites are sequenced independently of the neighboring GATC methylation status, 
resulting in an increase of ~30% in GmATC coverage at equivalent sequencing/
read depth (Supplementary Fig. 2e). In addition, we introduced UMIs allowing 
a precise enrichment quantification after exclusion of PCR duplicates from the 
sequencing data.

Overall, the DamC library construction protocol can be divided in three parts: 
(1) ligation of UMI adapters with a ‘one-tube’ strategy, (2) integration of the second 
sequencing adapter, followed by (3) a final PCR amplification. Briefly, 3 × 106 
cells were harvested using trypsin after 18 h induction with tamoxifen ± Dox. 
Genomic DNA was extracted using the Qiagen blood and tissue kit, adding 250 U 
RNaseA in step 1. Genomic DNA was eluted in 80 µl double-distilled H2O. DNA 
concentration was measured using the Qbit DNA Broad Range kit. Genomic 
DNA (350-ng input) was treated with Shrimp Alkaline Phosphatase treatment 
(NEB, 1 U), followed by DpnI digestion (Thermo Fisher Scientific, 10 U), A-tailing 
(0.6 mM final dATP, 5 U Klenow exo-, Thermo Fisher Scientific) and UMI ligation 
(30 U T4 DNA ligase, PEG4000, Thermo Fisher Scientific), performed within the 
same tube and buffer (Tango 1× , Thermo Fisher Scientific) by heat inactivation 
of each enzymatic step followed by adjustment with the reagents required for 
the next step. UMI adapters were made by annealing the following oligos: 
5′-AATGATACGGCGACCACCGAGATCTACACNNNNN 
NNNACACTCTTTCCCTACACGACGCTCTTCCGATC*T and 
5′-pGATCGGAAGAGCGTCGTGTAGGGAAAGAGTGT. Ligation reactions 
were treated with Exonuclease I (20 U, Thermo Fisher Scientific) then purified 
using AMPure XP beads (1/0.8 ratio, Agencourt), and the second sequencing 
adapter (5′ TGACTGGAGTTCAGACGTGTGCTCTTCCGATCTNNNNN*N 
3′, IDT) was tagged using heat denaturation and second-strand synthesis (5 U T4 
DNA Polymerase, Thermo Fisher Scientific). The tagging reaction was purified 
using AMPure XP beads (1/1 ratio) followed by a final library amplification 
(12 cycles) using 1 U Phusion polymerase, 2 μl 10 μM DAM_UMIindex_PCR (5′ 
AATGATACGGCGACCACCGAGATCTACA*C 3′) and 2 μl 10 μM NEBnext 
indexed primer (NEB). Final libraries were purified using AMPure XP beads (1/1 
ratio) and QCed using Bioanalyser and Qbit. DamC libraries were sequenced on a 
NextSeq500 (75 cycles single-end) with a custom-sequencing protocol (dark cycles 
at the start of read1 to ‘skip’ the remaining DpnI site TC sequence). Samples index 
was determined using index1 read, and UMI sequence using index2 read. Details 
on numbers of total and valid reads can be found in Supplementary Table 5.

4C-seq. Sample preparation for 4C was performed as previously described66. 
Briefly, 107 cells were crosslinked in 2% formaldehyde for 10 min and quenched 
with glycine (final concentration 0.125 M). Cells were lysed in 150 mM 
NaCl/50 mM Tris-HCl (pH 7.5)/5 mM EDTA/0.5% NP-40/1% Triton X-100. The 
first digest was performed with 200 U DpnII (NEB), followed by ligation at 16 °C 
with 50 U T4 DNA ligase (Roche) in 7 ml. Ligated samples were de-crosslinked 
with Proteinase K (0.05 μg ul–1) at 65 °C, purified and digested with 50 U Csp6I 
(Thermo Fisher Scientific), followed by ligation with 100 U T4 DNA ligase in 14 ml 
and purification. The resulting products were used directly as a PCR template for 
genomic dedicated 4C viewpoints. Primers for PCR were designed using guidelines 
described previously66. We obtained the following read counts: for cell line No. 
94.1_2.7 (135 TetO insertions only), 5.7 × 106 valid reads in total (+Dox, two 
replicates); for cell line No. 94.1_216_C3 (TetO-CTCF), 3.5 × 106 valid reads on 
average per sample; for the experiments shown in Supplementary Figs. 3c and 5c, 
we obtained an average of 3.2 × 106 reads per sample. Detailed numbers of total and 
valid reads can be found in Supplementary Table 5.

In vitro Cas9 digestion of 4C templates. For direct detection of chromosomal 
interactions from the genome-integrated TetO platform, viewpoint primers were 
designed for direct amplification from the DpnII fragments contained in the TetO 
sequence. The 2.7-kb TetO platform contains a total of 50x contiguous repeats of 
the same TetO DpnI/II viewpoint. To prevent PCR amplification and sequencing 
of TetO repeats due to tandem ligation of two or more TetO DpnII fragments 
in a given 4C circle, in vitro Cas9 digestion was performed on the 4C templates. 
Cas9 was targeted into the TetO repeats between viewpoint primers using a 
single-guide RNA. In vitro transcribed guide RNA template was obtained using 
the Megashortscript T7 transcription kit (Invitrogen); gRNA was purified with 
4× AMPure purification (Agencourt). Purified Cas9 protein was kindly provided 
by N. Geijsen. Cas9 was pre-incubated with sgRNA for 30 min at 37 °C. Subseq 
uently, 4C template DNA was added to the pre-incubated gRNA–Cas9 com 
plex and incubated for 3–6 h at 37 °C for digestion. Cas9 was inactivated by 
incubation at 70 °C for 5 min.
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Hi-C library preparation. A total of 6 × 106 mESC were harvested and diluted 
in 1× PBS to a final concentration of 1 × 106 cells ml–1, then crosslinked with 1% 
formaldehyde and quenched with 0.125 M glycine for 5 min at room temperature. 
After two 1× PBS washes, cell pellets were obtained by centrifugation, snap-
frozen and stored at − 80 °C. Pellets were thawed on ice and resuspended in 
500 ul lysis buffer (10 nM Tris-HCl pH 8.0, 10 nM NaCl, 0.2% NP-40, 1× Roche 
protease inhibitors) and left for 30 min on ice. Cells were then pelleted by 
centrifugation (954g, 5 min, 4 °C), washed once with 300 µl 1× NEB2 buffer 
and nuclei were extracted with 1 h incubation at 37 °C in 190 µl 0.5% sodium 
dodecyl sulfate and 1× NEB2 buffer. Sodium dodecyl sulfate was neutralized by 
dilution of the sample with 400 µl NEB2 buffer and the addition of 10% Triton 
X-100. After 15 min incubation at 37 °C, nuclei were pelleted, washed once in 
PBS and resuspended in 300 µl NEB2 buffer, then 400 U of MboI (NEB, 25,000 
units ml–1) were added and incubated at 37 °C overnight. The next day, nuclei 
were pelleted again, resuspended in 200 µl fresh NEB2 buffer and an additional 
200 U MboI was added for two further hours before heat inactivation at 65 °C for 
15 min. Next, 43 µl of end-repair mix (1.5 μl 10 mM dCTP, 1.5 μl 10 mM dGTP, 
1.5 μl 10 mM dTTP, 37.5 μl 0.4 mM Biotin-11-dATP (Invitrogen)and 1 μl 50 U μl–1 
DNA Polymerase I Large Klenow fragment (NEB) were added to the nuclear 
suspension, incubated at 37 °C for 45 min and heat inactivated at 65 °C for 15 min. 
The end-repair mix was exchanged with 1.2 ml ligation mix (120 μl 10× T4 DNA 
Ligase Buffer, 100 μl 10% Triton X-100, 6 μl 20 mg ml–1 BSA, 969 μl H2O) plus 5 μl 
T4 ligase (NEB, 2,000 units ml–1), and ligation was performed at 16 °C overnight. 
Nuclei were reconstituted in 200 μl fresh NEB2 buffer followed by RNA digestion 
in 0.5 mg ml–1 RNAse A for 10 min at 37 °C. Samples were de-crosslinked 
with Proteinase K at 65 °C overnight and DNA was purified using phenol/
chloroform. The DNA sample (2 μg) was sonicated using Diagenode Bioruptor 
Pico. MyOne Streptavidin T1 (Life Technologies, No. 65601) magnetic beads 
were used to capture biotinylated DNA followed by A-tailing. Adapter ligation 
was performed according to NEB Next Ultra DNA Library prep kit instructions. 
Two independent PCR reactions with multiplex oligos for Illumina sequencing 
were performed and pooled for the final PCR cleanup by magnetic AMPure bead 
(Beckman Coulter) purification. The final libraries were eluted in nuclease-free 
water, QCed by Bioanalyzer and Qubit. HiC libraries were sequenced on an 
Illumina Nextseq500 platform (2 × 42 bp paired-end). We obtained an average 
of 3.5 × 108 valid reads per sample (TetO-only and TetO-CTCF cells, –Dox, two 
biological replicates each). Details on numbers of total and valid reads can be 
found in Supplementary Table 5.

Sequencing data processing and data analysis. DamC analysis. All samples were 
aligned to mouse mm9 using qAlign (QuasR package67) using default parameters. 
PCR duplicates were removed using a custom script. Briefly, reads were considered 
PCR duplicates if they mapped to the same genomic location and had the same 
8-bp UMI sequence. We quantified the number of reads mapped to each GATC 
that could be uniquely mapped using qCount (QuasR package67). The query object 
we used in qCount was a GRanges object containing the uniquely mappable 
76-mer GATC loci in the genome shifted upstream (plus strand) or downstream 
(minus strand) by five base pairs (three dark cycles + GA, see DamC library 
preparation paragraph in the Methods section). Each sample was then normalized 
to a common library size of 10 million reads and a pseudo-count of 0.2 was added. 
Before calculation of DamC enrichments, a running average over 21 restriction 
fragments was performed and the mean value was assigned to the central GATC. 
Enrichment was then calculated as in Fig. 2c: E = ([+Dox] – [–Dox])/[–Dox], 
where [+Dox] and [–Dox] are the normalized and running-averaged number of 
reads in the presence and absence of Dox, respectively. We define the DamC signal 
as saturated if it satisfies the following criteria: (1) it belongs to the highest 25% 
genome width in both + Dox and –Dox samples, and (2) the ratio between +Dox 
and –Dox methylation is close to 0.5—that is, it belongs to the [0.45, 0.55] quantile 
of all ratios genome wide. Coordinates of excluded viewpoints in the clonal cell 
line with TetO integrations are: chr6:25758950, chr8:26653938, chr8:96714938, 
chr11:33429300 and chr11:51411650.

4C analysis. Mapping of 4C reads was performed as described for DamC, with 
the exception of UMI de-duplication, since 4C libraries do not include UMIs and 
quantification was done by counting the reads mapped exactly to the GATC sites. 
The two restriction fragments immediately flanking the piggyBac-TetO cassette 
were excluded from subsequent analyses.

Hi-C analysis. Hi-C data were analyzed using HiC-Pro68 v.2.7.10 with the -very-
sensitive -end-to-end -reorder option. Briefly, reads pairs were mapped to the 
mouse genome (build mm9). Chimeric reads were recovered after recognition 
of the ligation site. Only unique valid pairs were kept. Contact maps at a given 
binning size were then generated after dividing the genome into equally sized bins 
and applying iterative correction69 on binned data.

Fit of scaling plots. Average normalized Hi-C counts, DamC enrichment and 4C 
counts were calculated for all pairs of loci separated by logarithmically binned 
distance intervals. The binning size in logarithmic scale (base 10) was 0.1. Curves 
were fitted in log–log scale using the lm function in R.

Fitting the DamC model to DamC experiments as a function of 4-OHT 
concentration. DamC enrichment is dependent on the rTetR-TetO-specific and 
-non-specific dissociation constants, the concentration of TetO and the nuclear 
rTetR-Dam concentration (Supplementary Note 1). In addition, it is dependent on 
the actual contact probability between the genomic location where it is calculated 
and the TetO viewpoint. In Fig. 3d we calculated the DamC enrichment at the 
fragments closest to the 100 TetO viewpoint with higher signal to noise ratio in 
the polyclonal line. We assumed that the contact probability between the TetO 
array and the closest fragment is ~1, and fitted the model to the experimental data 
using the other parameters with the NonlinearModelFit function in Mathematica. 
The constraints that the dissociation constants and the concentration of TetO are 
positive were imposed. The goodness of the fit was evaluated using the adjusted 
R2 (0.73). In the clonal line, we assumed that the specific dissociation rTetR-TetO 
does not change compared to the polyclonal line and, by setting the concentration 
of viewpoints to 135 per cell, we fitted the non-specific dissociation constant 
using the NonlinearModelFit function in Mathematica. Model fitting resulted in 
an estimate of 5 nM for the average non-specific binding constant accounting for 
rTetR and Dam interactions with GATC sites genome wide. The goodness of the fit 
was evaluated using the adjusted R2 (0.68).

ChromHMM. To assign chromatin states, we used the ChromHMM software70 
with four states. We used histone modifications as in Supplementary Table 6. The 
four states correspond to active (enriched in H3K36me3, H3K27ac, H3K4me1 
and H3K9ac), poised (enriched in H3K36me3, H3K27ac, H3K4me1, H3K9ac and 
H3K27me3), inert (no enrichment) and heterochromatic (enriched in H3K9me3) 
states.

Deviation scores. Given a set of restriction fragments (or genomic bins) {xi} 
belonging to a window [a,b], the deviation score (Dev) is defined as

=
⟨ − ⟩
⟨| | + | |⟩a b

f g
f g

Dev( , ) 2
( ) a b

a b

2
[ , ]

[ , ]

where f and g are data vectors (for example, DamC enrichment, 4C or virtual 4C 
counts) and 〈〉[a,b] represents the average in the window [a,b]. If two profiles are 
identical in the window [a,b], then the deviation score is zero; increasing deviation 
from zero indicates increasing dissimilarity.

PiggyBac-TetO integration site mapping. Paired-end reads (see Mapping of 
piggyBac insertion sites, above) were trimmed to 50 bp using a custom script. 
Read1 and Read2 were mapped separately to the piggyBac-TetO sequence using 
QuasR (qAlign). Only hybrid pairs with one of the reads mapping to array were 
kept. The second reads from hybrid pairs were mapped to the mouse genome 
(build mm9) using QuasR (qAlign). Reads were then piled up in 25-bp windows 
using csaw (windowCounts function). Integration sites can be identified because 
they correspond to local high-read coverage. Local coverage was calculated by 
resizing all non-zero 25-bp windows up to 225 bp (expanding by 100 bp upstream 
and downstream). Overlapping windows were then merged using reduce (from 
GenomicRanges), resulting in a set of windows {wi}. The size distribution of wi is 
multimodal, and only wi from the second mode onward were kept. For each wi we 
estimated the coverage ci as the number of non-zero 25-bp windows. Only wi where 
the coverage was >16 were considered. The exact positions of the integration sites 
were then identified with the center of wi.

Determination of the orientation of TetO-CTFC insertions. To determine the 
orientation of ectopically inserted TetO-CTCF sites, we exploited the fact that 
the three CTCF sites are oriented within the piggyBac casette in the 3’–5’ ITR 
direction. If the genomic position of the 5’ ITR is upstream of the 3’ ITR, then 
CTCF sites are in the reverse orientation (– strand) and vice versa. To determine 
the relative orientation of the 3’ and 5’ ITRs in the genome, we used only reads 
that run through the junction between the ITRs and the genome. More precisely, 
we extracted reads that contained an exact match to 30 bps of the ITRs (3’ and 5’ 
ITR separately), trimmed the ITR sequence and mapped the reads to the mouse 
genome using qAlign (from QuasR). We quantified the reads at single-base pair 
resolution using scanBam. Only integration sites where both 5’ and 3’ ITRs are 
mapped were kept. This resulted in nine integration sites (Supplementary Table 4).

Z-score analysis of Hi-C data. To identify and exclude ‘noisy’ interactions in 
Hi-C maps we used a custom algorithm named ‘Neighborhood Coefficient of 
Variation’ (van Bemmel et al., manuscript submitted). Since the chromatin fiber 
behaves as a polymer, the contact probability of a given pair of genomic loci i and 
j is correlated to that of fragments i + N and j + N if N is smaller (or in the order 
of) than the persistence length of the chromatin fiber. Hence, a given pixel in a 
Hi-C map can be defined as noisy if its numerical value is widely different from 
those corresponding to neighboring interaction frequencies. To operatively assess 
the similarity between neighboring interactions, we calculated the coefficient of 
variation within a 10 × 10 pixel square centered on every interaction and discarded 
all pixels whose coefficient of variation was larger than a certain threshold. Given 
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that the distribution of the coefficient of variation of Hi-C samples in this study is 
multimodal, with the first component terminating around0.6, we set the coefficient 
of variation threshold to 0.6. Discarded interactions appear as gray pixels in the 
differential Hi-C maps. For differential analysis between TetO-CTCF and WT 
samples, we calculated the difference between distance-normalized Z-scores 
calculated for each individual map71. The Z-score is defined as (obs – exp)/stdev, 
where obs is the Hi-C signal for a given interaction and exp and stdev are the 
genome-wide average and standard deviation, respectively, of Hi-C signals at the 
genomic distance separating the two loci.

4C peak calling. To call specific interactions in 4C profiles, we used the peakC 
package41 using the following parameters: qWr = 2.5 and minDist = 20,000. 
peakC was applied to two replicates of running averaged (21 fragments average) 
4C profiles at single-fragment resolution. Peak regions were then extended 1 kb 
upstream and downstream. Overlapping peaks were merged.

Reporting Summary. Further information on research design is available in the 
Nature Research Reporting Summary linked to this article.

Data availability
The sequencing data from this study, including bedgraph files for the visualization 
of DamC and 4C profiles from all samples described in the manuscript, are 
available at the NCBI Gene Expression Omnibus with accession code GEO 
GSE128017. A University of California, Santa Cruz session containing all the 
DamC and 4C tracks used can be found at https://genome.ucsc.edu/s/zhan/
DamC_publication_2019. The mass spectrometry proteomics data have been 
deposited with the ProteomeXchange Consortium via the PRIDE72 partner 
repository with the dataset identifier PXD013507. Source data for Figs. 1 and 3–7 
and Supplementary Figs. 1–3, 5 and 6 are available online.

Code availability
The custom-made codes used to analyze the data are available at https://github.
com/zhanyinx/NMSB_2019_redolfi_et_al.
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Supplementary Figure 1 

Parameter study of model predictions 

a) Left: DamC enrichment is plotted as a function of the concentrations of rTetR-Dam and TetO viewpoints, imposing specific and non-
specific dissociation constants to 1 nM and 80 nM respectively. Right: the rTetR-Dam concentration where the DamC enrichment is 
maximal is linearly correlated with the concentration of TetO viewpoint. b) DamC enrichment shows a maximum irrespective of the 
choice of the numerical parameters. This is exemplified by plots of DamC enrichment as a function of rTetR-Dam concentration when 
varying the TetO specific affinity and keeping the nonspecific affinity fixed (left panel) and vice versa (right panel). 

 



 
 

 

 
Supplementary Figure 2 

Experimental system and optimized DamC protocol. 

a) rTetR-Dam-EGFP-ERT2 becomes increasingly localized to the nucleus upon increasing 4-OHT concentration in the culture medium, 
as shown by the increasingly nuclear accumulation of EGFP. Maximum intensity projections of 10 wide-field Z planes are shown. Bright 
spots indicate binding of rTetR-Dam-EGFP-ERT2 to the 256x TetO array on chromosome X (see Figure 1c). b) Schematics of the 
strategy for measuring rTetR-Dam-EGFP-ERT2 nuclear concentrations as a function of 4-OHT concentration. After exposing the cells 
to different concentrations of 4-OHT, nuclei were extracted and prepared for mass spectrometry. The relative abundance of nuclear 
rTetR-EGFP-Dam-ERT2 was measured using parallel reaction monitoring (PRM) using two replicate samples from all 4-OHT 
concentrations. Absolute quantification was performed in triplicate uniquely in the 500 nM 4-OHT sample using proteomic-ruler based 
mass spectrometry measurements (Wiśniewski et al. Mol. Cell. Proteomics 13, 3497–3506, 2014). We then extrapolated absolute 



 
 

nuclear rTetR-Dam copy numbers at all concentrations of 4-OHT based on the absolute quantification at 500 nM 4-OHT and the 
relative PRM quantification. Finally, the nuclear concentration of Dam-fusion Protein was calculated based on the average nuclear 
volume determined based on DAPI staining. Contamination from cytoplasmic proteins was estimated by comparing protein copy 
numbers of nuclear and whole-cell extracts, and subtracted from nuclear copy numbers. c) Protein copy numbers determined in nuclear 
extracts at 500 nM 4-OHT using the proteomic ruler strategy (Wiśniewski et al. Mol. Cell. Proteomics 13, 3497–3506, 2014). Data from 
three biological replicates are plotted before correction for cytoplasmic contamination. d) Schematics of the DamC library preparation. 
Genomic DNA is extracted from cells expressing the Dam-fusion protein. To avoid nonspecific ligation events in step 2, DNA is treated 
with shrimp alkaline phosphatase prior to DpnI digestion. After digestion with DpnI, a non-templated adenine is added to the 3' blunt 
end of double-stranded DNA followed by ligation of the UMI-Adapter. Next, double-stranded DNA is denatured before random 
annealing of the second single stranded Adapter. In step 4, a T4-DNA-Polymerase is used for removal of 3’ overhangs and synthesis in 
the 5´→ 3´ direction. Finally, libraries are amplified by PCR and prepared for next generation sequencing. UMI: Unique Molecular 
Identifier. e) The DamC sequencing library preparation protocol includes UMIs allowing to filter ~40% of duplicated reads, and 
increases by roughly 30% the coverage of methylated GATC sites genome-wide compared to classical DamID (Peric-Hupkes et al. Mol. 
Cell 38, 603–613, 2010). at the same sequencing depth. f) Median DamC enrichment at the same viewpoints used for Figure 3d as a 
function of 4-OHT concentration. Significant amounts of DamC enrichment in our experimental system can be observed in a range of 
rTetR-Dam nuclear concentrations corresponding to 5-10 and 0.1-1 nM 4-OHT for the lines carrying 890 and 135 viewpoints, 
respectively. 

 



 
 

 

 
Supplementary Figure 3 

Characterization of the TetO-piggyBac clonal cell line and saturation analysis. 

a) DamC enrichment from single DpnI fragments within +/- 100 kb from individual TetO viewpoints is plotted for two biological replicates 
performed with 0.1-1 nM 4-OHT. The Spearman correlation coefficient between the two replicates is indicated. b) The percentage of 
TetO viewpoints inserted in close proximity (<1 kb) from an active promoter or enhancer, or from a CTCF site that is bound in ChIP-seq 
(Nora et al. Cell 169, 930-944.e22, 2017). c) 4C interaction profiles obtained using a TetO viewpoint within 2kb from an endogenous 
CTCF site and the partner CTCF locus as a reverse viewpoint. d) DamC and 4C interaction profiles measured from a TetO viewpoint 
inserted at the 3’UTR of the Chic1 gene within the Tsix TAD in the X inactivation center. Dashed lines indicate the interactions of Chic1 
with the Linx and Xite loci. e) Definition of a deviation score measuring local differences between DamC and 4C. The deviation score is 
defined as the average quadratic difference between the DamC and the 4C signal in a 20-restriction fragment interval, normalized by 
the mean of the signal in the same interval. Two intervals are shown on the right to illustrate the differences between deviation scores 
of ~1 and ~3. f) Left: the 10% most dissimilar 20-fragment intervals are enriched in active chromatin, based on the dominant 
ChromHMM state (Ernst & Kellis. Nat. Methods 9, 215–216, 2012) in the interval using four chromatin states (ChromHMM emissions) 



 
 

(Chi-Square Test: pvalue < 10-9). ‘Inert’ corresponds to chromatin that is not enriched in H3K9me3, H3K27m3, H3K36me3, H3K9ac, 
nor H3K27ac. See the Methods section for more details. Right: The distributions of deviation scores in 20-fragment intervals where the 
dominant ChromHMM state is either inert, repressive, polycomb-associated or active, showing that active chromatin tends to show 
higher local dissimilarity between 4C and DamC (p-values from Wilcoxon test, two-sided). Cf. panel f for an example of a deviation 
score of ~3, corresponding to the average dissimilarity at active chromatin regions. g) Left: correlation between DamC signal in the -
Dox sample and DNase-seq in mESC from ENCODE datasets. Each point in the scatter plot represents the aggregated signal in 20 kb; 
all 20kb intervals genome-wide are shown along with their Spearman correlation. Right: One representative megabase on Chr1 
showing the high correlation between the two signals. DamC and DNase-seq data were normalized to have equal average signal over 
the genomic interval shown here. h) Left: Removing DNase hypersensitive GATCs (see Methods) does not lead to increased local 
similarity between DamC and 4C. Distributions of local deviation scores are calculated over all 130 valid profiles and deviation scores 
between two DamC biological replicates is shown for comparison (p-values from Wilcoxon test, one-sided). 

 



 
 

 
Supplementary Figure 4 

Additional DamC and 4C profiles from TetO viewpoints. 



 
 

DamC (red) and 4C (black) profiles from forty TetO viewpoints in the pure clone with 135 TetO insertions. 



 
 

 

Supplementary Figure 5 

TetO-piggyBac insertions do not perturb chromosome structure. 

a) Insertion of TetO arrays does not perturb genome structure. Hi-C heatmaps of three different genomic locations harboring an array of 
50xTetO sites and the corresponding wild-type locus are shown. Hi-C data are binned at 10 kb resolution. b) In windows of +/- 50 or +/- 
200kb surrounding the TetO integration sites, no significant changes can be detected in Hi-C at 5 and 10 kb resolution, respectively. 
Indeed, deviation scores between wild-type and TetO cells obtained at TetO insertion sites (green violin plot) are similar to those 
obtained at random wild-type genomic viewpoints (pink violin plot), and significantly smaller than those obtained by comparing virtual 
4C profiles from pairs of different random genomic viewpoints (blue) (p-values are from Wilcoxon test, one-sided). c) Left: scheme of 
viewpoints used for the 4C experiment shown on the right. In cells harboring the TetO insertions, the ‘forward’ 4C viewpoint is within the 
TetO array as in main Figure 3; in wild-type cells, the viewpoint is adjacent to the insertion genomic coordinate. The reciprocal 
viewpoint is the same in the two cases. Right: 4C profiles at the locus shown in panel c using the viewpoints shown on the left are 
indistinguishable. 

 



 
 

 
Supplementary Figure 6 

Analysis of TetO-CTCF insertions. 

a) Percentage of TetO-CTCF viewpoints occurring in close proximity (<1 kb) from an active promoter or enhancer, or a CTCF site that 
is bound in ChIP-seq (Nora et al. Cell 169, 930-944.e22, 2017). b) Distribution of peaks detected by peakC per viewpoint in TetO-CTCF 
(left) and TetO line (right) c) Examples of interaction profiles from TetO-CTCF viewpoints occurring in regions that are either devoid of 
(left) or densely bound by CTCF (right). d) Two further examples of ectopic structures formed as a consequence of the insertion of 
TetO-CTCF viewpoints. Hi-C data are binned at 10 kb resolution. e) Scheme of Cre-mediated excision of the ectopic CTCF cassette 



 
 

and genotyping. f) Genotyping PCR showing Cre-mediated excision of the CTCF cassette from the two integration sites shown in 
Figure 6 in the same mESC clone (A4). 

 



 
 

 
Supplementary Figure 7 

Additional DamC and 4C profiles from TetO-CTCF viewpoints. 

DamC (red) and 4C (black) profiles from forty TetO-CTCF viewpoints in the pure clone with 91 TetO insertions. 

	



Supplemental Note 1: 
Model description 

 
1. Biophysical modelling of methylation dynamics in DamC 
 
The aim of the model is to describe rTetR-Dam mediated adenine 
methylation kinetics at an arbitrary GATC site located at genomic 
coordinate !. We suppose that the locus interacts in some cells with a 
TetO array located at the origin of genomic coordinates (! = 0), where 
rTetR-Dam is recruited in the presence of doxycycline (Dox) (Figure 
M1.1).  
We consider that the methylation level at locus !	at a certain time % 
depends on five factors: 
1) The concentration of freely diffusing rTetR-Dam, which we 

indicate simply with ['()]. This determines the amount of rTetR-
Dam that is bound non-specifically at site !, which we indicate 
with +,- and drives background methylation at locus	!. Please note 
that ‘non-specific’ in this context means that binding does not occur through the rTetR-TetO affinity 
but rather via non-specific interactions of rTetR plus the intrinsic affinity of Dam for the GATC motif.  

2) The fraction of sites within the TetO array that is bound by rTetR-Dam at a given concentration, 
+./01. 

3) The contact probability between the TetO and !, 2(!). This is defined as the fraction of cells in 
the cell population where ! and the TetO are in molecular proximity, i.e. at a distance small enough 
(≲10 nm) that Dam can bind and methylate the GATC site at !; 

4) Local biases dependent on the genomic context (e.g. chromatin accessibility) that modulate the 
intrinsic methylation rate by a factor ((!). 

5) Adenine methylation and demethylation rates.  
 
Determination of the GATC demethylation rate  
Note that due to the absence of an endogenous adenine demethylase, demethylation only occurs 
through dilution of GmATCs following DNA replication. All 
DamC experiments described in the manuscript are 
performed in cycling, unsynchronized cells. To determine 
the rate at which adenine methylation is diluted through 
DNA replication, let us assume that cells duplicate with 
rate 6. Every GATC motif that has become methylated at 
some point during the cell cycle, either because of freely 
diffusing or TetO-bound Dam, will be replicated in the 
following S phase. After DNA replication, the adenine at 
the same genomic position will be hemi-methylated on the 
two resulting sister chromatids (Figure M1.2). Since DpnI 
cuts hemi-methylated GATC motifs at ~60x lower rate than 
fully methylated GATCs [1], hemi-methylated GATCs are 
virtually absent from DamC libraries. Thus the number of 
methylated adenines that are detected in DamC effectively 
decreases in time with rate 6, irrespectively of the phase of 
the cell cycle when every adenine has been methylated.  
 
A system of ordinary differential equations describing GATC methylation dynamics 
Let us consider the case where cells are treated with doxycycline (+Dox), and the TetO array is bound 
by rTetR-Dam. We will indicate the methylation rate at locus ! with 7-(!) (where 8 stands for ‘sample’ 
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Figure M1.2. Effective demethylation rate in 
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into two hemi-methylated motifs, which are cut 
at very low frequency by DpnI compared to fully 
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thus essentially not detected in a DamC library 
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as opposed to ‘background’ methylation in the absence of Dox). The form of 7-(!) will be discussed 
later. For the moment, it is only important to keep in mind that it contains the contributions of both TetO-
bound and freely diffusing Dam molecules. Let 9:(!, %) and 9<(!, %) be the number of GATC motifs at 
locus !, across the cell population, that are respectively unmethylated and fully methylated at time %. 
Given that methylation in each cell is independent on the other cells, the dynamics of the population-
averaged methylation states can be written in terms of ordinary differentially equations as follows: 
 

=
	>?@(A,0)

>0
= −69<(!, %) + 7-(!)	9:(!, %)

	>?D(A,0)
>0

= 269<(!, %) + 69:(!, %) − 7-(!)	9:(!, %)
     (1) 

 
where the factor 269<(!, %) in the second equation accounts for the fact that every fully methylated 
GATC generates two hemi-methylated ones (see Figure M1.2), whereas each unmethylated GATC 
replicates into two unmethylated sites with an effective increment of one (69:(!, %)). By diagonalizing 
the matrix of rates, and using the initial conditions 9<(!, 0) = 0 and 9:(!, 0) = 1 (i.e. no adenine is 
methylated before Dox is added to the culture medium), one finds 
 

9<(!, %) = 7-(!)
G/HIJ/K(HLMN)IO

PQRSN(A)
.     (2) 

 
Since the total number of cells 9(%) = 9:(%) + 9<(%) increases as 9(%) = T!2[6%], the fraction of 
methylated cells 9<(!, %)/9(!, %) can be written as  
 

?@(A,0)
?(A,0)

= SN(A)
PQRSN(A)

G1 − TJ(PQRSN)0O .         (3) 

 
This quantity is proportional to the experimental output V(!, %) in a DamC experiment in the presence 
of Dox through a multiplicative constant W, which converts methylation probabilities into read counts: 
 

V(!, %) = W SN(A)
PQRSN(A)

G1 − TJ(PQRSN)0O              (4) 

 
Let us now consider the -Dox condition, where Dam is not bound to the TetO array. Methylation 
dynamics at !	can be similarly written in terms of the DamC read counts as 
 

X(!, %) = W SY(A)
PQRSY(A)

G1 − TJ(PQRSY)0O     (5) 

 
where 7Z(!) stands for the “background” methylation rate at ! in the absence of Dox, which only arises 
from freely diffusing rTetR-Dam.  
 
Expressions of the methylation rates in the presence and absence of Dox 
In order proceed it is now important to write the expressions of the methylation rates 7-(!) and 7Z(!). 
In absence of Dox, the methylation rate is simply  
 

7Z(!) = 	((!) ∙ \ ∙ +,-     (6) 
 

where \ is the intrinsic Dam methylation rate, ((!) is a multiplicative factor describing local biases such 
as chromatin accessibility, and +,- is the fractional occupancy of rTetR-Dam on site !, i.e. the fraction 
of cells in the population where rTetR-Dam is non-specifically bound at location !. The latter depends 
on the genome-wide average of affinity constants of rTetR-Dam for non-TetO sites: 
 

            +,- = []^_]
[]^_]R`a

bN.               (7) 



 
In the presence of Dox, the methylation rate can instead be written as the sum of two terms: one 
accounting for the freely diffusing component, which only occurs if the GATC is not in contact with the 
TetO viewpoint, and the other describing methylation through rTetR-Dam that bound to the TetO array, 
which takes place only when ! is in contact with the viewpoint: 
 

7-(!) = 	((!) ∙ \ ∙ c	+,- ∙ G1 − 2(!, %)O 	+	+./012(!, %)d 
 
where 2(!) is the contact probability between ! and the TetO. This can be rewritten in the following 
form: 
 

7-(!) = 7Z(!)	[1 + e	2(!)],                (8)  
 

where we have now defined e ≡ ghiIjJgbN

gbN
. In this expression +./01 = []^_]

[]^_]R`a
hiIj measures the fractional 

occupancy of the TetO array, with kl./01 being the dissociation constant of rTetR-Dam for the TetO 
array.  
Note that kl./01 ≪ kl,- since nuclear foci corresponding to TetO arrays where rTetR-Dam-EGFP is 
recruited in the presence of Dox can be clearly identified under the microscope, see Figure 3c in the 
main text. 
 
The DamC enrichment is proportional to contact probabilities with the viewpoint 
Equations (4), (5) and (8) can now be used to extract the contact probability 2(!) as a function of V(!, %) 
and X(!, %), both of which can be measured directly in DamC experiments. This result can be derived 
analytically in several asymptotic cases corresponding to well-defined kinetic regimes. 
 
Case 1: % ≫ 6J<, i.e. the duration of the experiment is much larger than the cell cycle duration. In this 
case, one easily obtains 
 

     2(!) = o
p

q(A)Jr(A)
r(A)(oJq(A))

 .      (9) 

 
Case 2:  6 ≫ 7Z(!)J< and % ≫ 7-(!)J<, i.e. methylation kinetics by TetO-bound Dam is much slower 
than the cell division rate, and the duration of the experiment is larger than the time it takes for freely 
diffusing Dam to methylate non-specific sites. Then 

V(!, s)	»		W
7-(!)

26 + 7-(!)
 

						X(!, s)		»		W SY(A)
PQ

(1 − TJPQ.),      (10) 
 
and thus 26X(!)/	W(1 − TJPQ.) ≃ 7Z(!). One therefore obtains:  
 

2(!) = ou(.)
pr(A)

	q(A)J	r(A)(oJq(A))/(ou(.))
(oJq(A))

            (11) 

 
with v(s) = (1 − TJPQ.).  
 
Case 3: 6 ≪ 7Z(!)	(wx	6 ≪ 7-(!), i.e. methylation rates are much faster than cell cycle duration, and 
%	»	6J< i.e. the experimental duration is comparable to the cell cycle duration. Equations 4 and 5 become 
 

V(!, s)	»		W SN(A)
PQRSN(A)

  and X(!, s)	»		W SY(A)
PQRSY(A)

     (12) 

 
which is equivalent to case 1: 



     2(!) = o
p

q(A)Jr(A)
r(A)(oJq(A))

 .      (13) 

 
Case 4: 6 ≫ 7Z(!)	(wx	6 ≫ 7-(!), i.e. the inverse of the previous case. Equations 5 and 6 become: 
 

V(!, s)		»		W SN(A)
PQ

(1 − TJPQ.)      

X(!, s)		»		W SY(A)
PQ

(1 − TJPQ.)           (14) 
 

 
and thus  

2(!) = <
p
q(A)Jr(A)

r(A)
.     (15) 

 
Remarkably, if the GATC at site	! is methylated in a small fraction of the cell population (in other words 
if V(!) ≪ W), the expressions for cases 1, 3 and 4 reduce to the same form: 
  

2(!) = <
p
q(A)Jr(A)

r(A)
     (16) 

 
whereas for case 2,  
 

2(!) = u(.)
p

	q(A)J	r(A)/u(.)
r(A)

.         (17) 

 
Note that our experimental setup satisfies the condition	V(!) ≪ W. W indeed represents the number of 
counts that we would observe if the adenine at location ! was methylated in 100% of cells. We can 
safely assume W ≫ V(!, %) because at the vast majority of GATC sites surrounding the TetO viewpoints 
we observe up to ~3-fold increase in methylation in +Dox conditions compared to uninduced samples 
(see main Figure 3d), i.e. V(!, %) is at least 3 times smaller than W.  
 
Based on Ref. [1], it is known that Dam methylates genomic sequences over time scales of less than 5 
hours, which is much faster than the duration of one cell cycle in mouse ESCs (~16 hours). Our 
overnight experiments last for ~18 hours, which is similar to the cell cycle duration; hence our 
experiments are performed in the regime described in Case 3 and equation (16) can be rewritten 
in the form  
 

q(A)Jr(A)
r(A)

= ( ∙ 2(!)        (18) 
 
with ( = e. Thus, the relative difference between methylation in the presence and absence of Dox is 
directly proportional to the contact probability with the TetO array. Note that this quantity does not 
depend on time. 
 
Generalization: depletion of freely diffusing rTetR-Dam in +Dox conditions 
When doxycycline is added in the culture medium, rTetR-Dam binds with high specificity to the TetO 
arrays, resulting in a depletion of freely diffusing rTetR-Dam. In this case Equation 8 becomes 
 

7-(!) = 7Z(!) ∙
gLbN

gbN
	 ∙ [1 + eR	2(!)] = 7Z(!) ∙ z ∙ [1 + eR	2(!)]    (19) 

 

with now eR = ghiIjJgLbN

gLbN
			 , z = 	 gL

bN

gbN
  and +R,- =

[]^_]L

[]^_]LR`a
bN, where ['()]R is the concentration of freely 

diffusing rTetR-Dam in the presence of Dox. Analytic solutions to cases 1-4 above can be derived also 
in this more general case. In particular for case 3, which is relevant to our experiments, one gets 
 



								2(!) = o
{pL

	q(A)J	r(A)
r(A)(oJq(A))

− {J<	
{pL

     (20) 

 
which in the limit W ≫ V(!) becomes 
 

											2(!) = <
{pL

	q(A)J	r(A)
r(A)

− {J<	
{pL

.      (21) 

  
This can be rewritten in the form   

|(})J~(})
~(})

= � + Ä ∙ Å(})      (22) 

 

with ( = ze+ and Ç = {pL	
{J<

. This is the equation reported in main Figure 2c in the main text and used to 
fit the experimental data in main Figure 3d (see Methods section in the manuscript for fitting details). 
 
 
Expression of ['()]R 
To estimate the concentration of freely diffusing rTetR-Dam in the 
presence of depletion due to TetO-bound molecules in _Dox conditions, 
we used a simple thermodynamic model describing the binding-
unbinding of ligand to receptors. Let us assume to have w 
indistinguishable rTetR-Dam molecules and ) independent TetO 
binding sites in a volume É (Figure M1.3). Let’s call ! the number of 
rTetR-Dam molecules bound to TetO sites. The probability of having ! 
molecules bound is given by: 
 

2(!) = Ñ(A)∙/KÖÜá

à
    (23) 

 
Where Ω(!) represents the number of ways ! out of w molecules can 
bind to ) sites (entropy) and it is given by: 
 

Ω(!) = G_AO ∙
äbKÜ

(,JA)!
, 

 
å	represents the binding energy and ç is the partition function that is given by: 
 
ç = ∑ Ω(è)ê ∙ TJëêí = ∑ ì!2[è ∙ log(['()])− óèå − è ∙ log(è) − () − è) ∙ log() − è)+ )]ê  (24) 
 
Where we used the following approximations: 
 

(w − !)! ≈
w!
wA 

and  
log(w!) ≈ w ∙ log(w) − w 

 
The average number of bound rTetR-Dam is given by: 
 

< ! >	= 	− >
>(ëí)

log(ç) = =
[]^_]

[]^_]R`a
)				õú	1 + []^_]

`a
< _

ùûü	(,,_)

min(w,)) 												õú	1 + []^_]
`a

> _
ùûü	(,,_)

   (25) 

 
Where we used the saddle point approximation to estimate ç with respect to è. Thus, 

Figure M1.3. Scheme for the 
calculation of the concentration of 
freely diffusing rTetR-Dam in the 
presence of Dox. 

x bound molecules

V n total 
molecules

m sites



 
['()]R = ['()]−< ! >	= ['()] − []^_]

[]^_]R`a
).				    (26) 

 
 
 
 

 
 
2. Polymer model describing the scaling of contact probabilities in DamC 
 
We reasoned that the leveling-off of contact probabilities at short genomic distances (≲10 kb) measured 
in DamC (Figure 4d in the main text) could have at least two alternative explanations: 1) TetO viewpoints 
have a finite genomic size (~2.7kb); and 2) chromosomes show local correlations (binding/rotational 
stiffness) below a certain genomic distance. We tested whether any of the two hypotheses (or both) 
would reproduce the observed scaling behavior, and found that only the second does as detailed below. 
 
Hypothesis 1: The finite size of TetO viewpoints determines the scaling behavior 
Assuming that the TetO viewpoint extends over a distance L (from -L to 0), the contact probability 
between any genomic location x and the viewpoint can be written as 
 
2(!) = <

£ ∫ 2:(! − è)xè
:
J£ ,        (1) 

 
where 2:(•) is the interaction probability between two sites separate by a genomic distance • = |! − è|. 
At large genomic distances (• ≫ ß) the TetO viewpoint can be approximated as being infinitesimally 
small, so we expect 2(!) ≈ 2:(!). The DamC and 4C data show that at large genomic distances (in the 
limit of large x), contact probabilities decay as  
 
2(!)~ <

AÖ
          (2) 

 
with ó =0.79. Assuming that the same functional form applies at all genomic distances, i.e. 
 
2:(!) =

<
AÖ

          (3) 
 
and plugging Eq. (3) into Eq. (1) we obtain 
 

2(!) = (A)KÖL@J		(£	R	A)KÖL@

£(<Jë)
.        (4) 

 
Eq. (4) correctly scales as Eq. (2) in the limit of large x and is flatter at small x (see Fig. 1), decaying as 
1/!<Jë in this regime. Eq. (4) however does not satisfy the experimental data as can be seen in Figure 
M2.1. 
 



 
Figure M2.1 Black dots: Relative interaction frequency (normalized DamC enrichment) as in main Figure 3e-d. 

Red line: Fit to the data using Eq. (4). 

 
Hypothesis 2: Short-range effects determine the scaling behavior 
We then reasoned that the bending of the scaling behavior at short genomic scales could be due to 
local effects related to the stiffness of the polymer (e.g. bending stiffness, rotational stiffness, presence 
of obstacles bound to the fibre). A few models model have been derived to describe looping probabilities 
across stiff homopolymers [1,2]. However, they cannot be applied to our case because 1) none of them 
displays the experimentally observed power law at large x; 2) they present an analytical solution only 
in the small- and large-x limit; 3) they are based on specific hypotheses on bending energies that are 
difficult to relate to the actual biology of chromosomes and to test in vivo. 
 
To describe proximity effects, we therefore decided to use the simplest, most general model we can 
derive on the basis of scaling arguments. The properties this model should have are: 
1) The contribution of local effects should disappear in the limit of large x; 
2) It should combine the probabilities of multiple points in a multiplicative way; i.e., if it affects the looping 
probability between points A and B separated by a genomic distance n by a factor g(n), and points B 
and C separated by a distance m as g(m), then its overall effect should scale as 7(w)7())~7(w +)). 
 
Requirement 2) suggests that the correction is an exponential function of the genomic distance; 
requirement 1) that it has the form 1 − exp	[−!/!:], where !: is a characteristic length that delimit all 
possible proximity effects. We will thus suppose that the contact probability at all scales is described by 
the function 
 
2:(!) =

<J¨≠Æ	[JA/AD]
AÖ

.         (5) 
 
Using Eq. (1) we obtain 
 

2(!) = (A)KÖL@J		(£	R	A)KÖL@

£(<JZ)
+ AD

@KÖ

£
ØΓ c1− ó, AR£

AD
d − Γc1 − ó, A

AD
d±,    (6) 

 
where Γ is the incomplete gamma function. Equation (6), using L=3 kb and ó =0.78 and fitting to the 
experimental data using only !: as a fitting parameter reproduces very well the DamC-based 
experimental data as shown in Figure M2.2, returning a best estimate of ~2.5 kb for !:.  
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Figure M2.2 Black dots: Relative interaction frequency (normalized DamC enrichment) as in main Figure 3e-d. 

Red line: Fit to the data using Eq. (6). Fit done using NonlinearModelFit in Mathematica. 
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Chapter III: Looping probability of random heteropolymers helps to understand the 
scaling properties of biopolymers 
 

Y. Zhan, L. Giorgetti, G. Tiana 
 

I performed and analyzed the simulations.   
 
 
 
Summary 
The development of 3C methods boosted our understanding of chromatin folding, making it 
possible to measure the frequency of pairwise interactions in a genome-wide manner. 
Building on this, several physical models have been developed to elucidate the mechanisms 
that drive chromatin folding. In these models, the scaling of contact probability has been used 
to discriminate alternative hypotheses. However, if equilibrium homopolymers can be 
univocally identified with the scaling, this is not the case for heteropolymers where 
interactions are heterogeneous, such as chromosomes. In this study, we showed that finite 
size, together with randomness in interactions between monomers, can reproduce the range of 
scaling values detected in Hi-C, suggesting that caution is needed in using the scaling to 
discriminate alternative physical models.  
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Looping probability of random heteropolymers helps to understand
the scaling properties of biopolymers
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Random heteropolymers are a minimal description of biopolymers and can provide a theoretical framework
to the investigate the formation of loops in biophysical experiments. The looping probability as a function of
polymer length was observed to display in some biopolymers, like chromosomes in cell nuclei or long RNA
chains, anomalous scaling exponents. Combining a two-state model with self-adjusting simulated-tempering
calculations, we calculate numerically the looping properties of several realizations of the random interactions
within the chain. We find a continuous set of exponents upon varying the temperature, which arises from finite-size
effects and is amplified by the disorder of the interactions. We suggest that this could provide a simple explanation
for the anomalous scaling exponents found in experiments. In addition, our results have important implications
notably for the study of chromosome folding as they show that scaling exponents cannot be the sole criteria for
testing hypothesis-driven models of chromosome architecture.

DOI: 10.1103/PhysRevE.94.032402

I. INTRODUCTION

Most biological molecules are polymers, and the formation
of contacts between monomers which are not close along the
chain often plays an important biological role. For example, in
the nucleus of mammalian cells, the encounter of an enhancer
and a gene promoter that can be millions of base pairs away
along the chromatin fiber is often necessary for the expression
of the gene [1]. In the case of proteins, the formation of
noncovalent interactions between distant amino acids is, in
many cases, among the first steps in the folding process [2].

There are several experimental techniques to study, either
directly or indirectly, the formation of contacts between
pairs of monomers as a function of their distance N along
the polymeric chain. Arguably, when N is large enough,
the detailed chemistry of the system loses importance and
one can highlight its more general physical properties. The
looping probability of peptides with repeated AGQ sequence,
measured by Förster resonance energy transfer, displays a
power law with exponent 1.55 in water and 1.7 in urea and
guanidine [3]. The folding rate of proteins, measured by
stopped-flow experiments, was shown to correlate with the
(rescaled) average value of N of pairs of amino acids which
are in contact in the native state [4]. In long RNA chains
the contact probability displays an exponent β ≈ 1 [5]. In the
case of chromosome folding, a class of biochemical techniques
collectively known as chromosome conformation capture (3C)
makes it possible to measure contact probabilities along the
chromatin fiber following chemical cross linking of nuclei
[6]. In human and mouse chromosomes, these techniques
revealed that the looping probability between chromosomal
loci depends on N as a power law N−β with exponent β ≈ 1

*luca.giorgetti@fmi.ch
†guido.tiana@unimi.it

above the 106-base-pairs scale [7] and even lower at a smaller
scale [8]. Importantly, these scaling exponents have been used
to derive and test models regarding the mechanisms that could
give rise to the peculiar folding patterns observed in the
genome (see Sec. VIII below). It is therefore important to
understand if anomalous scaling exponents necessarily arise
from specific model-specific mechanisms or can rather emerge
as general properties of biopolymers.

The simplest theoretical framework to describe the contact
formation in a biopolymer at equilibrium as a function of N is
that of two interacting monomers linked by a homopolymer.
One can employ a two-state description of the system,
assuming that the formation of the contact between the two
ends does not change the density of the polymer. In this case,
if ϵ < 0 is the energy gain of the system upon formation of the
contact, the associated probability can be approximated as

c(N ) = exp(−ϵ/T )
g(N ) + exp(−ϵ/T )

, (1)

where g(N ) is the density of state of the system displaying the
contact with respect to the unbound state. Its shape depends
on the properties of the linking homopolymer. If this can be
regarded as an ideal chain, then g(N ) = N3/2; if it is a random
coil due to the repulsion between its elements, g(N ) = N9/5,
while it is constant in a globule [9]. In the limit of large N
one then expects a scaling law of the type c ∝ N−β , with
β = 0, 1/2, or 9/5, as discussed above. The scaling exponents
found for repeat peptides [3] lie between those expected for
an ideal chain and a random coil. In the case of chromatin,
the anomalous exponent β ! 1 found in experiments is not
compatible with the above model and several mechanisms
have been evoked to explain this finding: nonequilibrium
effects similar to what observed in the “crumpled glob-
ule” state [10,11], looping interactions mediated by soluble
DNA-binding molecules [12] or energy-driven mechanisms

2470-0045/2016/94(3)/032402(10) 032402-1 ©2016 American Physical Society
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such as loop extrusion by DNA-bound protein complexes
[8,13].

However, in most cases, the monomers which build poly-
mers of biological interest are chemically heterogeneous, and
the homopolymeric assumption is questionable. The problem
we would like to address in the present work is the role of het-
erogeneous interactions in determining the scaling properties
of the contact probability between monomers. Specifically, we
study the looping probability of random heteropolymers [14],
regarding them as a minimal model for biomolecules.

To investigate this problem, we use a simple model, in
which the polymer is described as a chain of beads connected
by rigid links. Pairs of beads interact through a spherical-
well potential with a hard core of radius rH , a width r , and
a depth Bij which depends on the specific pair. For the sake
of generality, we considered the energies Bij as quenched
stochastic variables, defined by a Gaussian distribution. In this
way we are not focusing on a particular kind of biopolymer,
but we are looking for the general properties which arise only
because of the heterogeneity of the interactions.

Operatively, we investigated the equilibrium contact prob-
ability of heteropolymeric chains by means of numerical
simulations. The stochasticity of the interaction energies was
modeled by generating several realizations of the set of
Gaussian variables, and for each of them carrying out a
conformational sampling. This approach poses the problem
of averaging the results of the samplings over the quenched
energies. The contact probability itself does not result to be a
self-averaging quantity, and consequently its average over the
realizations of the quenched variables Bij is poorly informative
[15]. In Sec. IV we discuss under which conditions the
average of quantities associated with the contact probability
are informative.

Another problem one has to face is that the conforma-
tional sampling of disordered systems is computationally
cumbersome, due to the roughness of the associated energy
landscape. There are several computational techniques based
on the multicanonical ensemble which, sampling the system
simultaneously at different temperatures, facilitate conforma-
tional sampling [16,17]. However, they rely on the choice of
a set of temperatures that are optimized to enhance diffusion
in the temperature space. This set is not self-averaging, and
consequently requires a manual fine tuning for each realization
of the quenched variables. This is impractical if one wants
to collect results from enough replicas to calculate reliable
averages. To solve this problem in an automatic way, we made
use of an adaptive simulated-tempering scheme developed in
Ref. [18].

In Sec. II we describe a consistent theoretical framework
which is necessary to study quantitatively the looping probabil-
ity in heteropolymers. This framework is applied to a simple
model of random heteropolymers, described in Sec. III. In
Sec. IV we analyze the main obstacle one finds in a naive
derivation of the scaling properties of the looping probability
in polymers with a disordered interaction. We then analyze
in a consistent way the looping properties (in Sec. V) and the
related compactness (in Sec. VI) of a set of heteropolymers as a
function of their length. Then, in Sec. VII, we perform a similar
analysis on the scaling properties describing the formation of
loops in the different segments of a fixed-length polymer, a

case which is relevant for recent experiments on chromosome
systems [6–10,12,13,19], as described in Sec. VIII. We then
discuss the consequences of the model in Sec. IX and draw
some conclusions in Sec. X.

II. THE THEORETICAL FRAMEWORK

In order to find the most appropriate way of calculating
the scaling properties of the looping probability of a random
heteropolymer, one can use a two-state model. One can
assume that the bound and unbound states display, respectively,
energies E1 + ϵ and E2, where E1 and E2 are quenched
random variables regarded as the sum of the internal contact
energies of the chain, while ϵ is the interaction energy between
the ends of the chain. Further assuming that E1 and E2 are
uncorrelated and that the two states have the same density, the
central-limit theorem suggests that

p(E1) = p(E2) = 1√
2πNσ 2

exp
[
− (E1,2 − Nϵ0)2

2Nσ 2

]
, (2)

where N is the length of the chain, ϵ0 the average interaction
between the monomers, and σ their standard deviation. We
define %E ≡ E1 − E2 and assume a density of states of the
unbound state with respect to the looped state in the form of
a power law of the kind Nβ . Thus, the entropy difference is
β ln N and the free-energy difference between the two states
is given by

%F = %E + ϵ + Tβ ln N, (3)

where %E is a stochastic variable with distribution

p(%E) = 1√
4πNσ 2

exp
(
− %E2

4Nσ 2

)
. (4)

According to this model, the variability of the looping free
energy, and consequently of the looping probability, at a given
value of N is due to the variability of the internal energy
difference %E. In other words, %E plays the role of the
quenched disorder affecting the looping free energy defined
as a function of N . The associated probability can be obtained
by inverting Eq. (3) and substituting it into Eq. (4), that is,

p(%F ) = 1√
4πNσ 2

exp
[
− (%F − Tβ ln N − ϵ)2

4Nσ 2

]
. (5)

This probability can be maximized with respect to β and ϵ
according to a maximum-likelihood principle, obtaining

β = − 1
T

∑
N

1
N

∑
N

ln(N)%F
N

−
∑

N
ln(N)

N

∑
N

%F
N∑

N
1
N

∑
N

ln2(N)
N

−
[∑

N
ln(N)

N

]2 , (6)

formally identical to the expression of a weighted linear
regression.

From the simulations (or from a set of experiments) one
can calculate the free-energy difference %F from the contact
probability

%F = −T ln
[

c

1 − c

]
(7)

and use Eq. (6) to obtain β from a linear regression of F versus
ln N with weights N−1. This weighting is a consequence of the
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extensivity of the energy of the chain and has as consequence
that larger-N points contribute less to the determination of β.

III. THE COMPUTATIONAL MODEL AND ALGORITHM

In the present work heteropolymers are described as chains
of beads linked by rigid links of length a = 1 (which sets the
length scale of the system). Beads interact with a two-body
potential U =

∑
i<j uij , where the two-body terms are defined

as

uij =

⎧
⎨

⎩

+∞ if |ri − rj | < rH ,
Bij if rH ! |ri − rj | < r,
0 if |ri − rj | " r.

(8)

The Bij are quenched stochastic energies, distributed accord-
ing to a Gaussian function with zero mean and standard
deviation σB = 1 (which sets the energy scale of the system).
In the calculations, we chose [20] rH = 0.6 and r = 1.5 (in
units of a). The equilibrium properties of random heteropoly-
mers are studied generating 500 realizations of the random
interactions Bij , sampling the conformational space of each
of them, and performing averages over the realizations of the
random interactions as described in Sec. IV below.

Conformational samplings are carried out with an iterative
simulated-tempering algorithm [18]. It is based on a Metropo-
lis scheme in which elementary moves are flips of single
beads and pivot moves (see Ref. [21], where the code used for
the simulations is described). A simulated tempering is then
applied in which the temperatures {Ti} and the free-energy
factors {gi} which define the simulated tempering [17] are
adjusted during the simulation to optimize the diffusion of
the temperature, from scratch in each realization of the
interaction matrix. Specifically, the simulation starts with a
plain Metropolis at high temperature T0 = 2 (in units of σ ,
setting Boltzmann constant to 1). From the distribution of
energies calculated from this sampling, the ideal values of T1
and g1 to have a temperature-exchange rate of 0.1 are estimated
and a simulated tempering over these two temperatures is
carried out. A weighted-histogram algorithm is then applied to
obtain the distribution of energies from the energy distributions
obtained so far, and a further pair T2 and g2 is added to
the tempering. This procedure is iterated until the target
temperature T is reached. A set of rules is also applied in the
case where actual exchange rates depart from the predicted
ones, as described in detail in Ref. [18]. An example of this
procedure results in a sampling of different temperatures as
that displayed in Fig. 1, which makes it possible to calculate
equilibrium averages of polymers up to ∼102 monomers.

IV. THE SELF-AVERAGING ISSUE

The average x of a conformational property x of the random
heteropolymer over the quenched stochastic energies provides
valuable information only if the associated standard error σx

is small, namely if the quantity is self-averaging [15]. In the
thermodynamic limit, this corresponds to the condition

ξx ≡ σx

|x|
→ 0. (9)

Usually extensive properties are self-averaging [22], while
intensive properties, probability distributions, and partition

FIG. 1. An example of evolution of the temperatures in the self-
adjusting simulated-tempering simulation.

functions are not. Thus, we do not expect c(N ) to be self-
averaging, and in fact ξc is quite large, increasing above 1 quite
fast as a function of N at low temperatures [cf. Fig. 2(a)]. This
is the reason why in the context of disordered systems one
focuses the attention on free energies. However, in the present
case we are considering a free-energy difference between
two states of the system, which is expected to scale as ln N
according to Eq. (3). The associated self-averaging parameter
thus scales as χ%F ∼N1/2/ ln N , which has a nonmonotonic
behavior as a function of N , eventually diverging in the
thermodynamic limit, although not very fast [cf. Fig. 2(b)].

Thus, strictly speaking, %F is not self-averaging. Nor it is
any quantity which can be derived by the contact probability
c. However, if one is interested in finite systems of the typical
size of biopolymers, a sufficient request is that the variability
of %F associated with the disorder is smaller than its average;
that is, ξ%F ≪ 1 in a specified interval of N .

Equation (5) suggests that the variability of %F over the
quenched disorder should follow

ξ%F = 2σN1/2

|ϵ + Tβ ln N |
(10)
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FIG. 2. (a) The relative error ξc associated with c; (b) a sketch
of the theoretical behavior of ξ%F according to Eq. (10); (c),(d) the
relative error ξ calculated for %F and for the gyration radius Rg ,
respectively.
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and consequently display a divergence at Ndiv = exp[−ϵ/Tβ]
and a minimum at Nmin = exp[2 − ϵ/Tβ], diverging at large
N [cf. Fig. 2(b)]. Thus, we can expect %F to be representative
of a typical realization of the disordered interactions if N >
Ndiv and N ∼Nmin.

In Fig. 2(c) is plotted the value of ξ%F at different
temperatures as a function of the length N of the chain in
semilog scale, calculated over 500 realizations of the random
interactions. For each temperature we show the points up
to the largest value of N for which we can guarantee the
correct equilibration of the simulated-tempering algorithm.
In the studied range of N , the calculated ξ%F is decreasing,
thus suggesting that Ndiv < N < Nmin. Moreover, already for
N > 10 the ξ%F assumes small values, indicating that the
standard error on %F is of the order of a few percent of
the mean. That is, except for very short chains, the average of
%F over the stochastic interactions are representative of their
typical values. A similar behavior is observed for the gyration
radius Rg of the polymer [see Fig. 2(d)].

V. SCALING OF THE FREE ENERGY ASSOCIATED
WITH THE LOOPING PROBABILITY

From the same simulations used to estimate the degree of
self-averageness, we calculated the values of %F as a function
of N , in order to estimate its scaling properties.

The linear fit of %F as a function of ln N is displayed in
Fig. 3 for simulations carried out at different temperatures. The
linear fit appears good at T > 2.0 and seems to worsen at lower
temperatures. In particular, at T ! 2.0 a power-law behavior
applies up to N≈60, while %F appears weakly dependent on
N above ≈ 60, similarly to the behavior of a collapsed globule
in a homopolymer.

Interpreting Eq. (5) as the likelihood of observing a value
of %F in a chain of specified length, the quality of the linear
fit can be expressed in terms of the average log-likelihood, that
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FIG. 3. The average value of %F as a function of N , the latter
displayed in a logarithmic scale. For each value of N , 500 realizations
of the disordered interaction are simulated. The points are fitted
according to Eq. (6), and the corresponding line is drawn in the
figure. (Inset) The χ 2 associated with the fits calculated up to
length N .

is nothing else but

χ2 = 1
ZN

N∑

n

(%F (n) − ϵ − Tβ ln n)2

nσ 2
, (11)

where N is the length of the longest chain considered in the fit
and ZN =

∑N
n (nσ 2)−1. The values of χ2 as a function of N are

reported in the inset of Fig. 3. The fits of the points at T > 2.0
display a constant or decreasing χ2 of the order of 10−2, while
at lower temperatures it increases with N . However, even at
low temperatures the value of χ2 remains lower than 1 for all
the N studied, indicating that the fitting line matches the points
within their error bars.

This is a result of the fact that both the estimation of β
and the quantification χ2 of the error of the fit emphasize
smaller polymers because for them the variability of %F due
to the disordered interactions is smaller. In the case of longer
polymers, %F seems to become independent on N , but at the
same time it becomes less and less representative of a typical
heteropolymer. In fact, even if %F were constant at large N ,
the leading term of Eq. (11) would be χ2 ∼N−1 ∑

n ln2 n/n;
approximating the sum with an integral gives χ2 ∼ln3 N/N ,
which vanishes at large N . In other words, it is the small-N
slope that determines β, because at large N the free energy is
dominated by the disorder. If the small-N scaling properties are
due to finite-size effects, these will thus dominate the results
even when considering longer chains.

The values of the parameter β obtained from the fits
at different temperatures are reported as solid circles in
Fig. 4. At high temperature (T = 3.5) the scaling exponent
β converges to 2.06, which is comparable with the value
2.10 ± 0.15 obtained numerically for self-avoiding walks in
three dimensions [23] and somewhat larger than the theoretical
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FIG. 4. The exponents β obtained using Eq. (6) at different
temperatures from the fits of the simulated data up to the largest
polymer we could equilibrate (circles). As a reference, the dotted
curve indicates the exponent 3/2 expected for an ideal chain. Empty
circles indicate the exponents below the θ point, strongly affected by
finite-size effects. The gray squares indicate the exponents found in
a fit of ln c versus ln N . (Inset) The exponent calculated from fits up
to length N .
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FIG. 5. The scaling exponent β calculated for a homopolymer
(i.e., ϵ0 = −0.1, σ = 0) as a function of temperature T . Open symbols
indicate the exponents associated with finite-size behavior (cf. dashed
line in the inset). (Inset) The binding free energies whose fits were
used to obtain the scaling exponents (the different sets correspond,
starting from above, to T = 2.1, T = 1.8, T = 1.5, T = 1.2, and
T = 0.9).

result 9/5 obtained by de Gennes solving a zero-dimensional
Ising model [9].

As the temperature is decreased, β decreases continuously
to the value β = 3/2 typical of the θ point at T ≈ 2.0. This plot
is markedly different from that of a homopolymer, in which
case only two kinds of exponents are expected, associated
with the coil state and the ideal behavior at the θ point.
In fact, the exponents found from numerical simulations of
homopolymers of comparable size are displayed in Fig. 5.
Moreover, even a random heteropolymer in the coil or θ state
in the limit of short interaction range is expected to display
the same exponents of the homopolymer, superposed to an
exponential cutoff [24].

Below the θ point the fit gives exponents 1 # β # 1.5
(cf. empty circles in Fig. 4). Since the small-N contribution
dominates due to the dependence on N of the denominator at
the exponent of Eq. (5), the exponents β seem to converge to
a N -independent value, different from zero, even below the θ
point (cf. inset of Fig. 4).

The scaling of %F below the θ point with exponents lower
than 3/2 is a finite–size effect, also present in homopolymers
(cf. Fig. 5). This is a consequence of the fact that if the polymer
is too short, it is not able to define a bulk volume, necessary
for the looping entropy to lose its dependence on N , but its
volume essentially coincides with its surface. The order of
magnitude of N below which this effect takes place is found
by 4πR22rH = 4/3πR3, with R = rHN1/3 in a globule, that
is, N = 63 ≈ 102, in agreement with what shown in Fig. 5.

Often a simple regression of ln c versus ln N was applied to
the analysis of the scaling properties of the contact probability
[3] of biopolymers. This is more difficult to justify theoretically
than the fit described in Sec. II. Anyway, the results of
such a fit are displayed with gray squares in Fig. 4. The
resulting exponents are slightly smaller than those obtained
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FIG. 6. The average gyration radius Rg at different temperatures
as a function of the length of the chain plotted in log-log scale. As a
reference, we indicate with dashed lines the N3/5 curve expected for
a random coil and the N1/3 curve expected for a globule. (Inset) The
value of Rg as a function of temperature for different lengths N .

with the two-state model described above, but in this case the
(unweighted) χ2 of the fit ranges from 0.2 at high temperature
to ≈1.8 at low temperature. At variance with the the weighted
fit described above, in this case the χ2 of the fit, as well as
the value of the exponents, depend on the specific range of N
employed in the simulations.

VI. COMPACTNESS OF THE POLYMER

In order to compare the exponents β found for the
random heteropolymer with those known from the theory
of homopolymers, it is interesting to understand whether the
polymer is, at the different temperatures studied above, in a
globular or in a coil state. This problem is well-defined because
the resulting thermal average Rg of the gyration radius is
self-averaging (see Sec. IV), and consequently we can study its
average Rg over the realizations of the disordered interaction.
On the other hand, it is complicated by the small size of the
system, while a globule-coil phase transition is defined, strictly
speaking, only for an infinitely long polymer.

The average value of Rg as a function of N is displayed in
log-log scale in Fig. 6 at different temperatures. For T " 3.0
the curves overlap almost perfectly to each other, with a slope
of ≈3/5, that of a random coil in the case of a homopolymer.
This is not unexpected, since at high temperature the hetero-
geneity in the interactions within the chain becomes negligible
with respect to T , and the heteropolymer behaves effectively
as a homopolymer.

For temperatures T < 3.0 the slope of ln Rg versus ln N
decreases and reaches 1/2, the value that homopolymers
display at the θ point, at T ≈ 2.1. If one decreases the
temperature further, the curve is no longer linear in the range
of N under consideration. This is likely to be a finite-size
effect, since the gyration radius has to grow at least as N1/3,
corresponding to a fully compact structure.

The decrease of Rg as a function of T can also be
visualized directly in the inset of Fig. 6 for each value of
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N . A clear transition in Rg cannot be seen at any value of
N . At large values of N , where transitions are expected to be
sharper, we are not able to equilibrate the lowest temperatures,
corresponding to the compact phase. Consequently, we are not
able to highlight clearly a globule-coil transition, similar to
that of homopolymers.

The clearest set of data is that calculated for N = 60. At
T = 1.8 the mean gyration radius is 2.7, not far from that
of a maximally compact globule, that is N1/3rH = 2.4. At
T = 2.0 the value of Rg is 3.2, close to that associated with
that of an ideal chain, that is, 0.41N1/2 = 3.18. Anyway, the
curve increases smoothly from the more compact to the more
elongated conformations.

Summing up, the random heteropolymer displays at high
temperature properties of the radius of gyration similar to those
of homopolymers, including a θ point at which the size of
the heteropolymer scales as that of an ideal chain. At lower
temperatures, in the range of lengths we could equilibrate, the
size is dominated by finite-size effects.

VII. SCALING PROPERTIES WITHIN
A FIXED-LENGTH CHAIN

Sometimes the experimental data to analyze are not the
looping probability of polymers of different lengths, but the
looping probabilities of the various segments, of different
lengths, within a given polymer. This is, for example, the
case of chromosome conformation capture experiments on the
chromatin fiber [7]. The standard way of extracting the scaling
exponent is a linear regression of ln c(i,j ) versus ln |i − j | of
the whole set of data, where |i − j | ! N is the length of the
segment starting at monomer i and ending at monomer j of
the N -bead polymer. It was also suggested that fitting c versus
n is a better strategy [25]; this is, however, unwise in the case
of heteropolymers, because of the lack of self-averaging of c
(cf. Sec. IV).

In any case, if the heterogeneity in the looping probability
at fixed intermonomer linear distance is due to the variability
of the interactions, the correct way of extracting the scaling
behavior is similar to that described in Sec. II. As in the case of
heteropolymers of different lengths, one can define a looping
free energy %F [cf. Eq. (7)] and develop calculations similar
to those which lead to Eq. (6). However, now Eq. (3) depends
on |i − j | instead of N ; that is,

%F (i,j ) = %E + ϵ + Tβ ′ ln |i − j |, (12)

where we define the scaling exponent as β ′ to distinguish it
from that of varying-size polymers. Now Eq. (2) is still valid,
but N is fixed. The result is that, according to this model,
β ′ should be obtained by an unweighted linear regression
of %F (i,j ) versus ln |j − i|. Here, the main difference with
Eq. (6) is the lack of weights in the sum.

As one is usually interested in the scaling properties of
any two monomers as a function of their distance n along the
chain, and not of two specific monomers i and j (which is,
anyway, hardly self-averaging), a more convenient quantity
to study is %F (n) = (N − n + 1)−1 ∑

j %F (j,j + n). From
the properties of convolutions of Gaussian distributions and
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FIG. 7. The degree of self-averaging of %F (n) calculated at
different values of N and of the temperature. The color code indicates
the temperature and is the same as in Fig. 2.

Eq. (5) one obtains

p[%F (n)] =
√

(N − n + 1)
4πNσ 2

exp
[
− (%F − Tβ ln n + ϵ)2

4N (N − n + 1)−1σ 2

]
.

(13)

Consequently, β ′ can be found, in analogy with Eq. (5), from
a linear fit of %F (n) versus ln n, weighted by (N − n + 1)/N .
Operatively, this is not different from a linear regression
of %F (i,j ) versus ln |i − j |, since (N − n + 1) is just the
multiplicity of pairs of monomers at linear distance n.

The parameter ξ 2
%F (n) which describes the degree of self-

averaging of F (n) is displayed in Fig. 7. For each T and N it
displays a nonmonotonic behavior as a function of n. At low
n, ξ 2

%F (n) is large as in the case of fixed-length heteropolymer
(cf. Fig. 2); then it drops because each value of %F (n) is
the average not only on the realizations of the disorder, but
also on the N − n + 1 segments of length n, and each of
them can be regarded as a realization of the disorder as well
(see the discussion in Ref. [24]). As n increases, this effect
diminishes, and ξ 2

%F (n) increases. For fixed n, ξ 2
%F (n) displays

at each temperature in the region n ∼N a decreasing behavior,
which suggests the self-averaging character of this quantity.

The behavior of %F (n) as a function of ln n is displayed in
Fig. 8, obtained from polymers with N = 60, 80, 100, 120 at
different temperatures. The χ2, weighted according to Eq. (13),
associated with the fit from n = 6 (below which self-averaging
is absent, cf. Fig. 7) to varying n is displayed in the inset of
Fig. 8. At T > 2.0, corresponding to the elongated phase of
the polymer (cf. previous section), the linear fit is very good
except when n ≈ N . At lower temperatures, only the central
region is linear (6 # n # 60), while for n ∼N the curve bends
down similarly to that expected for a homopolymeric globule.
However, in all cases the associated χ2 remains lower than 1,
due to the larger weight of small n to the fit.

The values of β ′ obtained from the fits is displayed in
Fig. 9. Overall, the values of β ′ are smaller than those of
β corresponding to the same temperature. At the highest
temperature it displays the value ≈9/5 predicted for self-
avoiding walks. At low temperatures, β ′ can reach values as
low as 0.92. The reason is again that finite-size effects are
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FIG. 8. The scaling of %F (n) as a function of ln n at different
temperatures (color code of Fig. 2) for different values of N . The fit,
done between N = 6 and n = 60, is displayed with a dashed line.
(Inset) The χ 2 associated with the fit up to length n.

amplified by the larger weight of small fragments of the chain,
which is anyway unavoidable because fragments with n ∼N
are dominated by disorder.

VIII. IMPLICATIONS FOR CHROMOSOME
CONFORMATION CAPTURE EXPERIMENTS

These results have important implications in the context of
studies of chromosome conformation based on chromosome
conformation capture (3C) experiments. In 3C-based methods,
digestion and successive religation of formaldehyde-cross-
linked chromatin in cell nuclei allows the detection of spatial
proximity between DNA sequences (Fig. 10). In recent
versions of 3C methods such as Hi-C, 4C, and 5C (reviewed
in Ref. [6]), high-throughput sequencing is used to detect
3C DNA ligation products, making it possible to extract
actual interaction frequencies. 3C-based experiments have
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FIG. 9. The exponents β ′ associated with the fits of %F (n) versus
n (solid black symbols), for the cases N = 60 (green circles), N = 80
(blue squares), and N = 120 (black diamonds).

allowed fundamental discoveries, notably that the folding
of mammalian chromosomes is highly hierarchical. Each
chromosome displays large-scale patterns of preferential as-
sociations into two so-called compartments, spanning several
million base pairs of either active or inactive chromatin [7].
Compartments are further subdivided into smaller blocks of
preferential interactions, referred to as topological associating
domains (TADs) [26,27]. TADs are further characterized by
the presence of smaller structures that occasionally define
smaller domains dubbed loops domains [28].

In addition, 3C-based experiments make it possible to
access the scaling behavior of chromosomes. Linear fitting
of the logarithm of the experimentally determined contact
probability versus the logarithm of the linear distance along
the chain gives scaling exponents that are lower than those
that are typical for homopolymers. Hi-C-based measurements
led to scaling exponents of 1 over large genomic distances
(between 106 and 107 base pairs) [7] and even smaller (∼0.75)
at shorter genomic distances [8]. Importantly, these scaling
behaviors have been often used to test alternative models for
how chromosomes are folded in the three-dimensional space,
and what mechanisms give rise to the observed hierarchical
structure, at various genomic length scales [7,8,12,29,30]. In
the earliest application of this strategy [7] it was shown that
the β ∼1 behavior observed on human chromosomes in the
megabase range can be explained in terms of fractal globule
(or crumpled globule, according to the original nomenclature
[11]). A fractal globule is the out-of-equilibrium structure
obtained by a rapid collapsed of a swollen coil; not having
the time to explore the associated conformational space, in
this metastable globular state the polymer partially retains the
correlations it displayed in the coil state, and in particular
the fact that each monomer binds preferentially to those
which are close along the chain. Successive investigations
suggested that other models must be invoked to explain the
deviations from the β ∼1 behavior, which are observed
either when studying shorter genomic ranges [8] or when
considering single chromosomes instead of their average
behavior [12]. In addition, scaling exponents were recently
used to support the validity of models based on energy-
driven mechanisms such as loop extrusion by DNA-associated
protein complexes [8,13], which could explain how specific
chromosome structures such as TADs and loop domains
emerge. Finally, mitotic chromosomes have been shown to
display a peculiar double-decay regime, which was used to
infer a model where loop extrusion leads to chromosome
condensation [29].

Importantly, our calculations suggest that finite-size effects,
combined with the heterogeneity of the interactions in the
chain, are sufficient to account for the observed range of
scaling exponents. Of course the model we described does
not provide a mechanistic interpretation of the observed
exponents. Nevertheless, it suggests that scaling exponents
cannot be the only quantitative observable used to construct
and validate a model for chromosome folding. Other properties
of the chain, in particular, distance distributions between
pairs of loci, correlations between them, or even their
dynamic properties, which can all be measured experimen-
tally should be also used to distinguish between alternative
models.
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FIG. 10. Schematics of 3C-based techniques. Chromatin is cross linked with formaldehyde in the nuclei of a population of cells, digested
with a restriction enzyme, and religated to favor the formation of hybrid DNA molecules that represent physical interaction events. After
cremation decrosslinking, ligation products are purified, detected by DNA sequencing, and aligned to the reference genome.

IX. DISCUSSION

A. The polymer two-state model

The free-energy difference between looped and unlooped
states within a two-state model provides a consistent way of
studying the scaling properties associated with the looping
mechanism with respect to the length of the random het-
eropolymer. From a theoretical argument and from numerical
simulations, based on a self-adjusting simulated-tempering
technique, the fluctuations about the average over the real-
izations of the random interaction within the heteropolymer
are small, in the range of length of the order of 102 monomers
but not in the thermodynamic limit.

Polymers of ∼102 monomers are the longest systems for
which we could guarantee equilibration, although with a
consistent computational effort. Fortunately, this is the typical
size of biological polymers. In fact, protein domains have an
average length of 150 residues [31]. Topological associating
domains in mammalian chromatin display a typical length of
106 bases, corresponding to 102 Kuhn lengths [32].

At high temperature, where the polymer is elongated,
the looping probability of random heteropolymers displays
a scaling exponent which varies continuously with respect
to the temperature from ≈2.05 to 1.5. This is different from
the behavior of homopolymers, for which only two possible
exponents are expected.

At lower temperatures, corresponding to a compact phase of
the heteropolymer, the determination of the scaling exponent is
more cumbersome. Short chains display significant finite-size
effects, resulting in a scaling of the looping probability
with exponents smaller than 1.5. Longer chains display
large disorder-dependent variability, which down-weights
the determination of the exponent and the evaluation of
the associated error. This amplifies the role of finite-size
effects in the determination of the exponents even of large
chains.

This phenomenon operates, for different reasons, both
when considering chains of different lengths and segments
of different lengths in a fixed-length heteropolymer. In the
former case, the looping free energy is affected by the
disorder provided by the internal energy of the chain, which
is an extensive quantity. In the latter case, the free energy
must be averaged over all the segments of the same length
to be self-averaging, and the number of such segments
decreases with the overall length of the chain. Anyway,
fits of self-averaging free energies at low temperatures
emphasize finite-size effects, resulting in exponents smaller
than 3/2.

B. Comparison with other models

Other investigations of the role of disorder in the looping
of polymers were described in the literature, especially to
describe the DNA double helix. In Ref. [33] it was shown that
quenched randomness in the rest angles of a Kratky-Porod
model result in a persistence length and response to external
forces which are self-averaging (the latter under the hypothesis
of small forces) and which are simply renormalized by the
disorder.

A transfer-matrix formalism was used to study the effect
of quenched (nonrandom) defects in the helasticity [34],
resulting in a consistent increase in the looping probability
of the polymer model. The same model was the extended [35]
including random defects; a strong dependence of the looping
probability was observed, suggesting a non-self-averageness
of this property.

However, these models are controlled by the elasticity of
the polymer and were designed to describe the properties
of DNA strands of length comparable with their persistence
length. The present model is thought to describe polymers,
like chromatin and proteins, of length much larger than
their persistence length (cf. Sec. IX A), and consequently no
rigidity is modeled beyond the (inextensible) distance between
consecutive monomers.

A perturbative calculation describing a flexible heteropoly-
mer with random two-body interactions [24] showed that in
the limit of small interaction volume the contact probability
displays the standard homopolymeric exponents, affected by
an exponential cutoff (cf. Sec. IX C below).

C. Role of excluded volume

The values of β found in the variable-length segments of
a fixed-length chain are smaller than those of a set of chains
of different lengths. There are two differences between the
two cases. The former is that considering the variable-lengths
segments of the same chain leaves correlations in the contact
energies, which are absent when considering different real-
izations of varying-length chains. Moreover, when studying
the variable-lengths segments of the same chain, the “tails”
of the chain (i.e., the segments 1 to i − 1 and j + 1 to N ,
when studying the looping of i with j ) may play a role. As
a matter of fact, also for homopolymers it was shown [36]
that the length of the tail can affect considerably the looping
mechanism. The reason is that the excluded volume of the tail
can shield the two monomers defining the loop, decreasing
their binding probability.
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FIG. 11. The exponents β found at different temperatures, corre-
sponding to different gyration radii Rg , using models with different
length scale of the interaction potentials. The segments of a chain
with N = 60 are used to calculate the values of β. The dotted lines
indicate the expected values of Rg and of β at the θ point.

To investigate this point, we have repeated the simulations
with different potentials, defined by different choices of the
hardcore radius rHC (and interaction radius proportional to
rHC), calculating the value of the exponent β for each of
them. In Fig. 11 we show the result of these calculations.
Since models with different rHC display different temperature

scales for the coil-globule transition, we use as an independent
variable the gyration radius Rg . For each value of Rg , with
decreasing rHC the resulting β increases towards the values
found with chains of different lengths, suggesting that the
shielding effect plays a role in determining the difference
between the two cases.

These results also suggests that the difference between
the present numerical calculations and the analytical results
found in Ref. [24], namely that for T " θ the exponent of
a heteropolymer should not change with respect to the ho-
mopolymeric case, while only an exponential cutoff appears in
the looping probability, can be associated with the hypothesis
rHC → 0 used in the analytical calculations.

X. CONCLUSIONS

In random heteropolymers, scaling exponents relating
the contact probability between monomers with their linear
distance along the chain display strong finite-size effects which
are amplified because of the large variability of the probability
of long-range contacts, which are consequence of their lack
of self-averageness. We suggest that this effect can strongly
affect the interpretation of experimental data describing the
scaling of contact probability in biopolymers. In the case of
chromosome folding, our results suggest that one should be
careful in selecting a physical model to describe the behavior
of chromosome based on its scaling exponents, as a random
heteropolymer can show exponents similar to those observed
in experiments.
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Discussion 
Proper development requires the activation of the right gene expression programs at the right 
time and place. Transcriptional control represents a fundamental mechanism that cells use to 
fine-tune their gene expression programs. In metazoans, transcriptional control critically 
depends on long-range cis regulatory elements such as enhancers that can be located 
hundreds of kilobases away from the target promoter9,106. How enhancers control specifically 
their target promoters and avoid aberrant interactions in a such crowded environment as the 
nucleus is still poorly understood. The current dominant model of enhancer function is 
through direct physical contact with the target promoter. The three-dimensional organization 
of chromatin, which accommodates promoter-enhancer interactions, therefore might play an 
important role in specifying the correct interactions. The development of chromosome 
conformation capture (3C) methods have enhanced our understanding of chromatin folding, 
especially at the scale where promoter-enhancer interactions occur. 3C-based techniques, and 
in particular the genome-wide version called Hi-C, revealed that folding of mammalian 
chromosomes folding is hierarchical.  
Among the hierarchy, topologically associating domains (TADs) have been extensively 
characterized and many properties have been attributed to them, including importantly their 
role in instructing promoter-enhancer interactions57,86,87,107.  
 
 
The scale of TADs optimizes promoter-enhancer interactions 
Despite the massive efforts in characterizing the properties of TADs, many fundamental open 
questions remain. First of all, TADs are defined as regions of enriched internal interactions, 
but it is not always obvious how to define a TAD given a Hi-C heatmap as illustrated in 

Figure 6. More importantly, it is not known whether the 
properties that have been attributed to TADs are specific 
to them or rather shared by all the folding layers across 
the hierarchy. To address these questions, I implemented 
an algorithm to detect all the folding layers in the 
hierarchy. To ensure the results to be the most general 
possible, I required the algorithm to be parameter free in 
order to avoid any parameter dependent biases. 
Moreover, the algorithm must be able to detect the 
previously characterized folding levels. Finally, the 
algorithm must stratify the genome into folding layers 
based on a biological meaningful measure. CaTCH, 
which stands for Caller of Chromosomal Topological 
Hierarchies, was designed to fulfil these criteria. 
Indeed, the only parameter in the algorithm, called 
reciprocal insulation, is used to define the hierarchy 

itself. In addition, the reciprocal insulation has a direct biological meaning: it describes how 
two domains are depleted in interactions (insulated) from each other compared to the local 
internal enrichment.  
 
By applying CaTCH to published datasets, I found that a continuum of folding layers exists 
in the hierarchy and that previously characterized folding layers, namely TADs, 
compartments and sub-TAD structures, appear at different insulated scales. Here I want to 
stress the word scale, that indicates very similar but not identical sets of domains. CaTCH 
detects a continuum of domains where sets of domains close in the hierarchy (with 
comparable reciprocal insulation values) are very similar. The difficulties in defining TADs 

Figure 6: The problem of how defining a 
TAD 



in some parts of the genome very often resulted in debates on what TADs really are. Given 
the population averaged nature of 3C methods, it might be more meaningful to define TADs 
as different sets of similar domains. Indeed, in a population of cells, different sub-populations 
may result in slightly different sets of domains giving rise to the nested pattern detected in 
Hi-C. Thus, using CaTCH to define a range of domains instead of a specific partitioning of 
the genome as TADs might be more biologically meaningful since it would in part account 
for the variability in chromatin folding in a population of cells. 
 
The ability of CaTCH to detect the folding hierarchy in a parameter-free manner allowed me 
to perform a comparative analysis of structural, as well as functional properties, across the 
whole hierarchy in an unbiased way. By studying purely structural properties, I showed that 
none of the folding layers constitutes an intrinsically privileged scale. However, by looking at 
the functional properties, we found that although these functional properties are widespread 
across the hierarchy, they appear to be the most prominent at the scale of TADs. In fact, 
while CTCF clustering at domain boundaries is enriched across the whole hierarchy, it is 
maximized at the scale of TADs. Transcriptional coregulation during differentiation was also 
maximal at the scale of TADs, but only for down-regulated genes. It is interesting that 
transcriptional coregulation for up-regulated genes was maximized using TADs detected in 
differentiated cells suggesting that only active TADs are predictive for transcriptional 
coregulation. This might be explained by the fact that TADs functionally constrain only the 
action of active enhancers. Indeed, turning off the active enhancers would result in a 
coordinated lower expression of all genes within active TADs. In contrast, the activation of 
an enhancer in an inactive TAD might result in the formation of new structures (new TADs) 
that are then predictive for transcriptional coregulation. In line with this, I showed that the 
scale of TADs corresponds to domains where interactions between active promoters and 
enhancers are strongly enriched within the domains and start to be depleted across the 
boundaries. This is compatible with the idea that the scale of TADs corresponds to the 
domains where promoter-enhancer interactions are optimal, with the best trade-off between 
maximizing interactions within the interior of domains, and not enriching interactions across 
domain boundaries.  
 
Studying chromatin structure in living cells without crosslinking and ligation 
The advent of 3C-methods really paved the way for a more mechanistic understanding of 
chromatin folding and its relationship with transcription regulation. Despite fundamental 
discoveries enabled by 3C techniques, their existence is essentially based on a single 
technology that detects chromatin interactions as ligation products after crosslinking the 
DNA. Crosslinking and ligation have been often criticized as potential sources of 
experimental biases. In fact, crosslinking by nature cannot distinguish between direct and 
indirect molecular interactions since formaldehyde, the crosslinking compound, may cause 
the formation of networks of crosslinked chromatin leading to the detection of interactions 
that do not occur in living cells. Moreover, the ligation efficiency critically depends on the 
length of fragments. These experimental biases very often raised the question of whether 
fundamental structures such as TADs and chromatin loops exist in living cells.  
 
To overcome these 3C techniques limitations, we developed a new method named DamC, 
where we recruit the Escherichia coli (E. coli) deoxyadenosine methylase (Dam) to arrays of 
TetO sites, with the idea that Dam methylates adenines in GATC motifs within regions that 
are in molecular contact with TetO array. By developing a biophysical model for methylation 
kinetics, we demonstrated that we can infer the molecular contact probability from 
methylation signal.  



 
DamC has several advantages compared to 3C methods:  

1) It detects chromatin interactions at the molecular scale since Dam can methylate only 
if it is directly bound to DNA. 

2) It does not involve crosslinking and ligation 
3) The data interpretation is based on rigorous physical modeling of methylation 

kinetics, providing a rational basis for the quantitative interpretation of the results 
4) It can be used to study chromosomal interactions in a tissue-specific context by 

expressing the Dam protein under a tissue-specific promoter  
5) It can be applied when the number of cells is limiting: indeed, if in 3C methods only 

two fragments per cell can be retrieved, in DamC many GATC sites can be 
methylated during the duration of the experiment resulting in many more fragments 
that can be retrieved. 

 
At the current state, DamC has some limitations that could be improved in future 
implementations: 

1) It requires genetic manipulation for the insertion of TetO arrays. In particular, 
studying chromatin conformation in a specific locus would require the targeted 
insertion of TetO arrays. 

2) High resolution DamC requires a much higher sequencing depth than standard 4C 
3) DamC requires tight control of nuclear Dam concentration: indeed, as my biophysical 

model of methylation kinetics has demonstrated, DamC experiments work optimally 
only in a narrow range of nuclear Dam concentrations.    

 
To overcome the first point, one could use TAL effector proteins, similar to the semi-
quantitative PCR-based approach (TALE-ID)108, or catalytically inactivated Cas9 to perform 
targeted damC experiments; however, the Dam concentration might be tricky to control. To 
improve the resolution, oligonucleotides that recognize the regions of interest could be used 
to enrich for the fragments within these region as is done in Capture-C109. 
 
Despite the limitations, the findings from the DamC project represent an important 
contribution to the field of chromatin organization for several reasons. By using DamC in 
mouse embryonic stem cells carrying hundreds of TetO viewpoints, we provide the first 
orthogonal in vivo evidence for the existence of TADs and CTCF mediated chromatin loops. 
Moreover, DamC confirms the same modest drop in contact probability across TAD 
boundaries as detected in 4C and Hi-C suggesting that the mild drop might represent the best 
trade-off between enriching for interactions within the domain and depleting interactions 
across boundaries. In addition, insertion of ectopic CTCF sites demonstrated that chromatin 
structure can be manipulated in living cells. This is really exciting since it might open the 
way to new types of medicine for diseases which are primarily caused by deleterious 
rearrangements of chromatin structure88–90. Finally, DamC reports the same scaling of contact 
probability as in Hi-C and 4C. This is a fundamental result since it supports all the physical 
models where the scaling of contact probability was compared to the scaling of Hi-C 
crosslinking frequency to benchmark polymer simulations. In fact, if Hi-C crosslinking 
frequency has always been assumed, without any proof, to be proportional to absolute contact 
probability, we demonstrated through rigorous physical modelling that DamC enrichment is 
directly proportional the absolute contact probability.      
 
Random heteropolymer as a model for studying chromatin  



One of the reasons why I find the field of chromatin architecture so fascinating is that it lies 
at the interface between biology and physics. Chromatin constitutes a perfect example of a 
polymer for which physicists have developed models and formulated testable hypotheses to 
understand their arrangement and dynamic properties using principles of polymer physics. 
Building on the findings of 3C methods, several polymer models have been developed to 
better understand the mechanisms underlying chromatin folding97,98, with the scaling 
exponent being used to test alternative models78,110–112. While for an equilibrium 
homopolymer the scaling can uniquely identify the corresponding polymer model, this is not 
the case for heteropolymers. Since chromatin is an heteropolymer, it is important to 
understand whether it would be enough to use only the scaling to benchmark the polymer 
simulations and test alternative models. To this aim, I have built finite size heteropolymers 
models with random interactions and simulated the corresponding scaling of contact 
probability. I showed that the heterogeneity, together with the finite size effect, can reproduce 
the whole range of observed scaling exponents. This suggests that one should be careful in 
discriminating polymer models to describe the folding of chromatin using only the scaling 
exponents since heterogeneity and finite size effect can reproduce the scaling values observed 
experimentally in Hi-C.  
 
In summary, my contribution adds to the current debate on the role of chromosome structure 
in several respects. First, through an unbiased comparative analysis of functional and 
structural properties across the folding hierarchy, I have revealed why and how TADs 
represent a privileged folding scale in the hierarchy. Second, through the development of an 
orthogonal method to measure chromatin interactions in living cells and at the molecular 
level, we have provided an in vivo validation of folding structures where previously the 
evidence had come from a single technology. Finally, the ability of finite size random 
heteropolymers to reproduce the wild range of scaling exponent found in Hi-C suggests 
caution is needed in discriminating polymer models based solely on the scaling exponent.  
 
Despite great progress, still a lot needs to be done to fully elucidate the mechanisms driving 
the establishment of the folding hierarchy. Indeed, if compelling evidence suggested that 
TADs and chromatin loops, in mammals, arise through a process called loop extrusion78,82 
with cohesin and CTCF being the main players, what drives the formation of compartments 
remains an open question. Compartments are mutually exclusive associations between active 
and inactive chromatin and have been observed for all mammalian cells. Only a few studies 
have reported loss of compartments, namely for the maternal genome in the zygote54 and 
during mitosis113. Both in the zygote and during mitosis, extensive epigenetic reprogramming 
occurs with high histone PTMs dynamics114–116. Whether PTMs are the drivers of 
compartments formation remains an interesting hypothesis. Knocking out the readers/ and or 
writers that recognize/add PTMs, either fully or a conditional KO using the degron system 
when the full KO is lethal, will be essential to elucidate the role of histone modifications in 
driving compartmentalization. 
 
Genetic evidences have shown that the higher order chromatin folding plays an important 
role in establishing the correct pattern of promoter enhancer interactions86,88,89, which is 
essential for the spatial and time control of gene expression. However, how physical 
interactions between promoters and enhancers are translated into transcriptional output 
remains completely obscure. Does a physical contact between enhancer and promoter lead to 
transcriptional bursting? Or rather many contacts are needed to turn on transcription? The 
rapid progresses that we are currently experiencing in improving imaging techniques, 
fluorophores stability and genetic engineering will allow to study simultaneously the 



dynamics of chromatin folding and transcription in living cells for long time. This will pave 
the way for a quantitative understanding chromatin folding and its relationship with 
transcription.  

Acknowledgement 
First and foremost, I would like to thank Luca for giving me the opportunity to pursue my 
PhD in his lab. He has been always supportive and helpful along the whole way. He gave me 
always the freedom to do my research as well as essential advices when needed. He thought 
me so much in these years that I would need a book to list everything.  
 
I would like to thank the members of my thesis committee Nils Blüthgen, Michael Stadler 
and Attila Becskei for all the fruitful discussions and suggestions along my PhD. I would like 
to thank Antoine Peters for chairing my defense. Furthermore, I would like to thank Nils for 
being my co-referee and Attila for being my faculty representative. 
 
Special thanks to Michael Stadler, Lukas Burger and Iros Barozzi for introducing me to the 
world of bioinformatics and being always there when I needed advices and help. 
 
A huge thank to the whole Giorgetti Lab. I feel truly privileged to have worked with all of 
you! The atmosphere in the lab is just awesome, I am sure there is no better working 
environment. Big thanks to Jessica that guided me when I had the crazy idea to experience 
the wet lab! I still remember the first gel without a ladder! Big thanks also to Josef, with 
whom I shared the PhD roller coaster!  
 
Big thanks to FMI facilities. Thanks to Stefan and Enrico for always being there when I 
messed up the server. Thanks to Sebastien for sequencing everything we asked for. 
 
Big thanks to the officemates! You made my daily life in the office a pleasure. 
Big thanks to Joanna Mitchelmore and Marco Michalski for proof-reading my thesis. 
 
I would like to express my deepest gratitude to all the friends, inside and outside FMI, who 
made the PhD journey much easier. Special thanks to the “Italian mafia”, for all the dinners, 
food, parties, grilling. You made my life Basel like at home!  
 
Big thanks to Elida, who has been always there to help! 
 
Last but not least, I would like to thank my family for their endless support. This thesis would 
not have been possible without Leilei, who supported me along the whole way, and made 
always every of my days better! 
 
 
 
 
 
 
 
  
 



References 
 
1. Carroll, S. B. Evolution at two levels: On genes and form. PLoS Biology (2005). doi:10.1371/journal.pbio.0030245 
2. Eddy, S. R. The C-value paradox, junk DNA and ENCODE. Curr. Biol. 22, R898–R899 (2012). 
3. Cavalier-Smith, T. The evolution of genome size. Evol. Genome Size . John Wiley Sons, New York. (1985). doi:10.1016/0092-

8674(86)90278-3 
4. Hahn, M. W. & Wray, G. A. The g-value paradox. Evol. Dev. 4, 73–75 (2002). 
5. Craig Venter, J. et al. The sequence of the human genome. Science (80-. ). (2001). doi:10.1126/science.1058040 
6. Carroll, S. B. Evo-Devo and an Expanding Evolutionary Synthesis: A Genetic Theory of Morphological Evolution. Cell 134, 25–36 

(2008). 
7. Jacob, F. & Monod, J. Genetic regulatory mechanisms in the synthesis of proteins. Journal of Molecular Biology (1961). 

doi:10.1016/S0022-2836(61)80072-7 
8. Walters, M. C. et al. Enhancers increase the probability but not the level of gene expression. Proc. Natl. Acad. Sci. (1995). 

doi:10.1073/pnas.92.15.7125 
9. Spitz, F. & Furlong, E. E. M. Transcription factors: from enhancer binding to developmental control. Nat. Rev. Genet. 13, 613–626 

(2012). 
10. Maurano, M. T. et al. Systematic Localization of Common. Science (80-. ). 337, 1190–1195 (2012). 
11. Weischenfeldt, J., Symmons, O., Spitz, F. & Korbel, J. O. Phenotypic impact of genomic structural variation: Insights from and for 

human disease. Nature Reviews Genetics (2013). doi:10.1038/nrg3373 
12. Stanojevic, D., Small, S. & Levine, M. Regulation of a segmentation stripe by overlapping activators and repressors in the 

Drosophila embryo. Science (80-. ). (1991). doi:10.1126/science.1683715 
13. Eldar, A. & Elowitz, M. B. Functional roles for noise in genetic circuits. Nature (2010). doi:10.1038/nature09326 
14. Elowitz, M. B., Levine, A. J., Siggia, E. D. & Swain, P. S. Stochastic gene expression in a single cell. Science 297, 1183–6 (2002). 
15. John, S. et al. Chromatin accessibility pre-determines glucocorticoid receptor binding patterns. Nature Genetics (2011). 

doi:10.1038/ng.759 
16. Vokes, S. A., Ji, H., Wong, W. H. & McMahon, A. P. A genome-scale analysis of the cis-regulatory circuitry underlying sonic 

hedgehog-mediated patterning of the mammalian limb. Genes Dev. (2008). doi:10.1101/gad.1693008 
17. Shen, Y. et al. A map of the cis-regulatory sequences in the mouse genome. Nature (2012). doi:10.1038/nature11243 
18. The ENCODE Project Consortium et al. 06 An integrated encyclopedia of DNA elements in the human genome. Nature (2012). 

doi:10.1038/nature11247 
19. Sanyal, A., Lajoie, B. R., Jain, G. & Dekker, J. The long-range interaction landscape of gene promoters. Nature (2012). 

doi:10.1038/nature11279 
20. Schoenfelder, S. et al. The pluripotent regulatory circuitry connecting promoters to their long-range interacting elements. 

Genome Res. (2015). doi:10.1101/gr.185272.114 
21. Bulger, M. & Groudine, M. Looping versus linking: Toward a model for long-distance gene activation. Genes Dev. 13, 2465–2477 

(1999). 
22. Heitz, E. Das Heterochromatin der Moose. Jahrbücher für wissenschaftliche Bot. (1928). doi:10.5244/C.2.23 
23. Dillon, N. & Festenstein, R. Unravelling heterochromatin: Competition between positive and negative factors regulates 

accessibility. Trends in Genetics (2002). doi:10.1016/S0168-9525(02)02648-3 
24. Olins, A. L. & Olins, D. E. Spheroid chromatin units (v bodies). Science (80-. ). (1974). doi:10.1126/science.183.4122.330 
25. Luger, K., Mäder, A. W., Richmond, R. K., Sargent, D. F. & Richmond, T. J. Crystal structure of the nucleosome core particle at 2.8 

Å resolution. Nature (1997). doi:10.1038/38444 
26. Fraser, J., Williamson, I., Bickmore, W. A. & Dostie, J. An Overview of Genome Organization and How We Got There: from FISH to 

Hi-C. Microbiol. Mol. Biol. Rev. 79, 347–372 (2015). 
27. Han, M. & Grunstein, M. Nucleosome loss activates yeast downstream promoters in vivo. Cell (1988). doi:10.1016/0092-

8674(88)90258-9 
28. Allfrey, V. G. & Mirsky, A. E. Structural modifications of histones and their possible role in the regulation of RNA synthesis. 

Science (80-. ). (1964). doi:10.1126/science.144.3618.559 
29. Zhao, Y. & Garcia, B. A. Comprehensive catalog of currently documented histone modifications. Cold Spring Harb. Perspect. Biol. 

(2015). doi:10.1101/cshperspect.a025064 
30. Hyun, K., Jeon, J., Park, K. & Kim, J. Writing, erasing and reading histone lysine methylations. Experimental and Molecular 

Medicine (2017). doi:10.1038/emm.2017.11 
31. Allis, C. D. & Jenuwein, T. The molecular hallmarks of epigenetic control. Nature Reviews Genetics (2016). 

doi:10.1038/nrg.2016.59 
32. Vermeulen, M. et al. Selective Anchoring of TFIID to Nucleosomes by Trimethylation of Histone H3 Lysine 4. Cell (2007). 

doi:10.1016/j.cell.2007.08.016 
33. Lehnertz, B. et al. Suv39h-mediated histone H3 lysine 9 methylation directs DNA methylation to major satellite repeats at 

pericentric heterochromatin. Curr. Biol. (2003). doi:10.1016/S0960-9822(03)00432-9 
34. Berger, S. L. The complex language of chromatin regulation during transcription. Nature 447, 407–412 (2007). 
35. Henikoff, S. Nucleosome destabilization in the epigenetic regulation of gene expression. Nature Reviews Genetics (2008). 

doi:10.1038/nrg2206 
36. Vernimmen, D. & Bickmore, W. A. The Hierarchy of Transcriptional Activation: From Enhancer to Promoter. Trends Genet. 31, 

696–708 (2015). 
37. Yun, M., Wu, J., Workman, J. L. & Li, B. Readers of histone modifications. Cell Research (2011). doi:10.1038/cr.2011.42 
38. Cremer, T., Lichter, P., Borden, J., Ward, D. C. & Manuelidis, L. Detection of chromosome aberrations in metaphase and 

interphase tumor cells by in situ hybridization using chromosome-specific library probes. Hum. Genet. (1988). 
doi:10.1007/BF01790091 

39. Lichter, P., Cremer, T., Borden, J., Manuelidis, L. & Ward, D. C. Delineation of individual human chromosomes in metaphase and 
interphase cells by in situ suppression hybridization using recombinant DNA libraries. Hum. Genet. (1988). 
doi:10.1007/BF01790090 



40. Pinkel, D. et al. Fluorescence in situ hybridization with human chromosome-specific libraries: detection of trisomy 21 and 
tanslocations of chromosomes 4. Proc. Natl. Acad. Sci. (1988). 

41. Boyle, S. The spatial organization of human chromosomes within the nuclei of normal and emerin-mutant cells. Hum. Mol. 
Genet. (2002). doi:10.1093/hmg/10.3.211 

42. Dekker, J., Rippe, K., Dekker, M. & Kleckner, N. Capturing chromosome conformation. Science (80-. ). (2002). 
doi:10.1126/science.1067799 

43. Cullen, K. E., Kladde, M. P. & Seyfred, M. A. Interaction between transcription regulatory regions of prolactin chromatin. Science 
(80-. ). (1993). doi:10.1126/science.8327891 

44. Tolhuis, B., Palstra, R. J., Splinter, E., Grosveld, F. & De Laat, W. Looping and interaction between hypersensitive sites in the 
active β-globin locus. Mol. Cell (2002). doi:10.1016/S1097-2765(02)00781-5 

45. Wit, E. & Laat, W. A decade of 3C technologies: insights into nuclear organization. Genes Dev. 26, (2012). 
46. Simonis, M. et al. Nuclear organization of active and inactive chromatin domains uncovered by chromosome conformation 

capture-on-chip (4C). Nat. Genet. (2006). doi:10.1038/ng1896 
47. Dostie, J. et al. Chromosome Conformation Capture Carbon Copy (5C): A massively parallel solution for mapping interactions 

between genomic elements. Genome Res. (2006). doi:10.1101/gr.5571506 
48. Dixon, J. R. et al. Topological domains in mammalian genomes identified by analysis of chromatin interactions. Nature 485, 376–

380 (2012). 
49. Nora, E. P. et al. Spatial partitioning of the regulatory landscape of the x-inactivation centre. Nature 485, (2012). 
50. Sexton, T. et al. Three-dimensional folding and functional organization principles of the Drosophila genome. Cell 148, 458–472 

(2012). 
51. Lieberman-Aiden, E. et al. Comprehensive mapping of long-range interactions reveals folding principles of the human genome. 

Science (80-. ). (2009). doi:10.1126/science.1181369 
52. Gibcus, J. H. & Dekker, J. The Hierarchy of the 3D Genome. Molecular Cell 49, 773–782 (2013). 
53. van Steensel, B. & Belmont, A. S. Lamina-Associated Domains: Links with Chromosome Architecture, Heterochromatin, and Gene 

Repression. Cell (2017). doi:10.1016/j.cell.2017.04.022 
54. Flyamer, I. M. et al. Single-nucleus Hi-C reveals unique chromatin reorganization at oocyte-to-zygote transition. Nature 544, 

110–114 (2017). 
55. Stevens, T. J. et al. 3D structures of individual mammalian genomes studied by single-cell Hi-C. Nature 544, 59–64 (2017). 
56. Dixon, J. R. et al. Chromatin architecture reorganization during stem cell differentiation. Nature 518, 331–336 (2015). 
57. Nora, E. P. et al. Spatial partitioning of the regulatory landscape of the X-inactivation centre. Nature 485, 381–5 (2012). 
58. Dixon, J. R. et al. Chromatin architecture reorganization during stem cell differentiation. Nature (2015). 

doi:10.1038/nature14222 
59. Van Bortle, K. et al. Insulator function and topological domain border strength scale with architectural protein occupancy. 

Genome Biol. (2014). doi:10.1186/gb-2014-15-5-r82 
60. Ryba, T. et al. Evolutionarily conserved replication timing profiles predict long-range chromatin interactions and distinguish 

closely related cell types. Genome Res. (2010). doi:10.1101/gr.099655.109 
61. Hansen, R. S. et al. Sequencing newly replicated DNA reveals widespread plasticity in human replication timing. Proc. Natl. Acad. 

Sci. (2009). doi:10.1073/pnas.0912402107 
62. Pope, B. D. et al. Topologically associating domains are stable units of replication-timing regulation. Nature 515, 402–405 (2014). 
63. Berlivet, S. et al. Clustering of Tissue-Specific Sub-TADs Accompanies the Regulation of HoxA Genes in Developing Limbs. PLoS 

Genet. (2013). doi:10.1371/journal.pgen.1004018 
64. Phillips-Cremins, J. E. et al. Architectural protein subclasses shape 3D organization of genomes during lineage commitment. Cell 

(2013). doi:10.1016/j.cell.2013.04.053 
65. Rao, S. S. P., Huntley, M. H., Durand, N. C. & Stamenova, E. K. A 3D Map of the Human Genome at Kilobase Resolution Reveals 

Principles of Chromatin Looping. Cell 159, 1665–1680 (2014). 
66. Rowley, M. J. & Corces, V. G. Organizational principles of 3D genome architecture. Nat. Rev. Genet. 13, 1 (2018). 
67. Allen, B. L. & Taatjes, D. J. The Mediator complex: A central integrator of transcription. Nature Reviews Molecular Cell Biology 

(2015). doi:10.1038/nrm3951 
68. Lai, F. et al. Activating RNAs associate with Mediator to enhance chromatin architecture and transcription. Nature (2013). 

doi:10.1038/nature11884 
69. Bonev, B. & Cavalli, G. Organization and function of the 3D genome. Nat. Rev. Genet. 17, 661–678 (2016). 
70. Schuettengruber, B., Bourbon, H. M., Di Croce, L. & Cavalli, G. Genome Regulation by Polycomb and Trithorax: 70 Years and 

Counting. Cell (2017). doi:10.1016/j.cell.2017.08.002 
71. Bonev, B. et al. Multiscale 3D Genome Rewiring during Mouse Neural Development. Cell 171, 557-572.e24 (2017). 
72. Nasmyth, K. & Haering, C. H. Cohesin: Its Roles and Mechanisms. Annu. Rev. Genet. (2009). doi:10.1146/annurev-genet-102108-

134233 
73. Ong, C. T. & Corces, V. G. CTCF: An architectural protein bridging genome topology and function. Nature Reviews Genetics 

(2014). doi:10.1038/nrg3663 
74. Nora, E. P. et al. Targeted Degradation of CTCF Decouples Local Insulation of Chromosome Domains from Genomic 

Compartmentalization. Cell (2017). doi:10.1016/j.cell.2017.05.004 
75. Schwarzer, W. et al. Two independent modes of chromatin organization revealed by cohesin removal. Nature 551, 51–56 (2017). 
76. Wutz, G. et al. Topologically associating domains and chromatin loops depend on cohesin and are regulated by CTCF, WAPL, and 

PDS5 proteins. EMBO J. (2017). doi:10.15252/embj.201798004 
77. Rao, S. S. P. et al. Cohesin Loss Eliminates All Loop Domains. Cell (2017). doi:10.1016/j.cell.2017.09.026 
78. Sanborn, A. L. et al. Chromatin extrusion explains key features of loop and domain formation in wild-type and engineered 

genomes. Proc. Natl. Acad. Sci. (2015). doi:10.1073/pnas.1518552112 
79. Guo, Y. et al. CRISPR Inversion of CTCF Sites Alters Genome Topology and Enhancer/Promoter Function. Cell 162, 900–910 

(2015). 
80. de Wit, E. et al. CTCF Binding Polarity Determines Chromatin Looping. Mol. Cell (2015). doi:10.1016/j.molcel.2015.09.023 
81. Ganji, M. et al. Real-time imaging of DNA loop extrusion by condensin. Science (80-. ). 7831, eaar7831 (2018). 
82. Fudenberg, G. et al. Formation of Chromosomal Domains by Loop Extrusion. Cell Rep. 15, 2038–2049 (2016). 



83. Javierre, B. M. et al. Lineage-Specific Genome Architecture Links Enhancers and Non-coding Disease Variants to Target Gene 
Promoters. Cell (2016). doi:10.1016/j.cell.2016.09.037 

84. Bartman, C. R., Hsu, S. C., Hsiung, C. C. S., Raj, A. & Blobel, G. A. Enhancer Regulation of Transcriptional Bursting Parameters 
Revealed by Forced Chromatin Looping. Mol. Cell (2016). doi:10.1016/j.molcel.2016.03.007 

85. Chen, H. et al. Dynamic interplay between enhancer–promoter topology and gene activity. Nat. Genet. (2018). 
doi:10.1038/s41588-018-0175-z 

86. Symmons, O. et al. Functional and topological characteristics of mammalian regulatory domains. Genome Res. 24, 390–400 
(2014). 

87. Symmons, O. et al. The Shh Topological Domain Facilitates the Action of Remote Enhancers by Reducing the Effects of Genomic 
Distances. Dev. Cell (2016). doi:10.1016/j.devcel.2016.10.015 

88. Lupiáñez, D. G. et al. Disruptions of topological chromatin domains cause pathogenic rewiring of gene-enhancer interactions. 
Cell 161, 1012–1025 (2015). 

89. Hnisz, D. et al. Activation of proto-oncogenes by disruption of chromosome neighborhoods. Science (80-. ). 351, 1454–1458 
(2016). 

90. Franke, M. et al. Formation of new chromatin domains determines pathogenicity of genomic duplications. Nature (2016). 
doi:10.1038/nature19800 

91. Le Dily, François; Bau, D. Supplemental material. (2014). 
92. Sazer, S. & Schiessel, H. The biology and polymer physics underlying large-scale chromosome organization. Traffic 19, 87–104 

(2018). 
93. Parmar, J. J., Woringer, M. & Zimmer, C. How the Genome Folds: The Biophysics of Four-Dimensional Chromatin Organization. 

Https://Doi.Org/10.1146/Annurev-Biophys-052118-115638 48, annurev-biophys-052118-115638 (2019). 
94. Mirny, L. A. The fractal globule as a model of chromatin architecture in the cell. Chromosom. Res. (2011). doi:10.1007/s10577-

010-9177-0 
95. de Gennes, P.-G. Scaling Concepts in Polymer Physics. (1979). 
96. Van Den Engh, G., Sachs, R. & Trask, B. J. Estimating genomic distance from DNA sequence location in cell nuclei by a random 

walk model. Science (80-. ). (1992). doi:10.1126/science.1388286 
97. Fudenberg, G. & Mirny, L. a. Higher-order chromatin structure: Bridging physics and biology. Curr. Opin. Genet. Dev. 22, 115–124 

(2012). 
98. Tiana, G. & Giorgetti, L. Integrating experiment, theory and simulation to determine the structure and dynamics of mammalian 

chromosomes. Curr. Opin. Struct. Biol. 49, 11–17 (2018). 
99. Baú, D. et al. The three-dimensional folding of the α-globin gene domain reveals formation of chromatin globules. Nat. Struct. 

Mol. Biol. (2011). doi:10.1038/nsmb.1936 
100. Di Stefano, M., Paulsen, J., Lien, T. G., Hovig, E. & Micheletti, C. Hi-C-constrained physical models of human chromosomes 

recover functionally-related properties of genome organization. Sci. Rep. (2016). doi:10.1038/srep35985 
101. Giorgetti, L. et al. Predictive polymer modeling reveals coupled fluctuations in chromosome conformation and transcription. Cell 

157, 950–63 (2014). 
102. Gavrilov, A., Razin, S. V. & Cavalli, G. In vivo formaldehyde cross-linking: It is time for black box analysis. Brief. Funct. Genomics 

(2015). doi:10.1093/bfgp/elu037 
103. Gavrilov, A. A. et al. Disclosure of a structural milieu for the proximity ligation reveals the elusive nature of an active chromatin 

hub. Nucleic Acids Res. (2013). doi:10.1093/nar/gkt067 
104. Williamson, I. et al. Spatial genome organization: Contrasting views from chromosome conformation capture and fluorescence in 

situ hybridization. Genes Dev. (2014). doi:10.1101/gad.251694.114 
105. Belmont, A. S. Large-scale chromatin organization: The good, the surprising, and the still perplexing. Current Opinion in Cell 

Biology (2014). doi:10.1016/j.ceb.2013.10.002 
106. Schoenfelder, S. & Fraser, P. Long-range enhancer–promoter contacts in gene expression control. Nat. Rev. Genet. (2019). 

doi:10.1038/s41576-019-0128-0 
107. Le Dily, F. et al. Distinct structural transitions of chromatin topological domains correlate with coordinated hormone-induced 

gene regulation. Genes Dev. 28, 2151–62 (2014). 
108. Brant, L. et al. Exploiting native forces to capture chromosome conformation in mammalian cell nuclei. Mol. Syst. Biol. 12, 891 

(2016). 
109. Hughes, J. R. et al. Analysis of hundreds of cis-regulatory landscapes at high resolution in a single, high-throughput experiment. 

Nat. Genet. (2014). doi:10.1038/ng.2871 
110. Barbieri, M. et al. Complexity of chromatin folding is captured by the strings and binders switch model. Proc. Natl. Acad. Sci. 

(2012). doi:10.1073/pnas.1204799109 
111. Naumova, N. et al. Organization of the mitotic chromosome. Science 342, 948–53 (2013). 
112. Benedetti, F., Dorier, J., Burnier, Y. & Stasiak, A. Models that include supercoiling of topological domains reproduce several 

known features of interphase chromosomes. Nucleic Acids Res. (2014). doi:10.1093/nar/gkt1353 
113. Gibcus, J. H. et al. A pathway for mitotic chromosome formation. Science (80-. ). (2018). doi:10.1126/science.aao6135 
114. Fraser, R. & Lin, C.-J. Epigenetic reprogramming of the zygote in mice and men: on your marks, get set, go! Reproduction (2016). 

doi:10.1530/rep-16-0376 
115. Schulz, K. N. & Harrison, M. M. Mechanisms regulating zygotic genome activation. Nat. Rev. Genet. (2019). doi:10.1038/s41576-

018-0087-x 
116. Wang, F. & Higgins, J. M. G. Histone modications and mitosis: Countermarks, landmarks, and bookmarks. Trends in Cell Biology 

(2013). doi:10.1016/j.tcb.2012.11.005 
 
 



Yinxiu Zhan

Personal Data
Date of Birth 30th April 1989

Phone +41 7 66 73 45 58
Email yinxiu.zhan@fmi.ch

Citizenship Italian

Scientific Interests
The extraordinary progress in DNA sequencing technologies provides the scientific community
with the tools to quantitatively tackle cutting-edge problems in molecular biology. Taking
advantage of the enormous amount of quantitative data available, predictive theoretical
models can ensure the optimal experimental design which is required to e�ciently answer
leading questions. My main research interest is to build and adapt theoretical mathematical
and physical models to biological systems in order to guide experimental design, perform
experiments and rigorously interprete experimental data.

Education
2015–2019 PhD in Biophysics, Friedrich Miescher Institute for Biomedical Research, Basel,

Switzerland.
Supervisor : Dr. Luca Giorgetti
Research interests : My primary research goal is to understand whether and how the
three-dimensional conformation of chromatin is involved in the control of gene expression.
I use a combination of biophysical modelling, high-throughput sequencing and imaging
techniques to gain insight into how chromosome conformation a�ects transcription.

2012–2014 Master Degree in Physics, Università degli Studi di Milano, Milan.
Supervisor : Prof. Guido Tiana
Thesis : ”Computational study of conformational fluctuactions of chromatin based on Hi-C
data“
Final Grade : 110/110 cum laude

2009–2012 Bachelor Degree in Physics, Università degli Studi di Milano, Milan.
Supervisor : Prof. Matteo Paris
Thesis : ”The problem of discriminating quantum ensembles“
Final Grade : 110/110 cum laude

Lehenmattstrasse 158 – 4052, Basel, CH
H +41 7 66 73 45 58 • B yinxiu.zhan@fmi.ch • Õ Linkedin 1/3



2004–2009 High School Degree, Liceo Scientifico ”Elio Vittorini“, Milan.
Final Grade: 85/100

Programming languages
Advanced R, Awk, Bash, C

Intermediate C++, Matlab, Mathematica, LATEX, MS O�ce, ImageJ, Python
Basic Adobe Illustrator, Foltran 90

Experimental and computational skills
ù Bioconductor, Polymer Physics, Stochastic Simulation
ù Molecular Cloning, RNA and DNA FISH, Fluorescence Microscopy, Culture of

Mammalian Cells

Languages
Italian Native

English Highly proficient in spoken and written
Chinese Basic

Publications
ù J. Redolfi*, Y. Zhan*, C. Valdes*, M. Kryzhanovska, I. Guerreiro, V. Iesmantavicius, T.

Pollex, R. Grand, E. Mulugeta, J. Kind, G. Tiana, S. Smallwood, W. de Laat, L. Giorgetti “
DamC reveals principles of chromatin folding in vivo without crosslinking and ligation” Nat.

Struct. Mol. Biol. doi: 10.1038/s41594-019-0231-0 (2019) *equal contribution
ù J. G. van Bemmel, R. Galupa, C. Gard, ... , Y. Zhan, ... ,E. Heard “ The bipartite TAD

organization of the X-inactivation center ensures opposing developmental regulation of Tsix
and Xist ” Nat. Genet. doi: 10.1038/s41588-019-0412-0 (2019)

ù J. H. Wilbertz, F. Voigt, I. Horvathova, G. Roth, Y. Zhan, J. A.Chao“ Single-Molecule
Imaging of mRNA Localization and Regulation during the Integrated Stress Response ” Mol.

Cell. doi: 10.1016/j.molcel.2018.12.006 (2019)
ù I. Horvathova, F. Voigt, A.V. Kotrys, Y. Zhan, C.G. Artus-Revel, J. Eglinger, M. Stadler

L. Giorgetti, J.A. Chao “ The Dynamics of mRNA Turnover Revealed by Single-Molecule
Imaging in Single Cells ” Mol. Cell. doi: 10.1016/j.molcel.2017.09.030 (2017)

ù Y. Zhan, L. Giorgetti, G. Tiana “ Modelling genome-wide topological associating domains
in mouse embryonic stem cells” Chromosome Research, Vol. 25(1), 5-14, (2017)

ù Y. Zhan, L. Mariani, I. Barozzi, E.G. Schulz, N. Bluthgen, M. Stadler, G. Tiana, L. Giorgetti
“ Reciprocal insulation analysis of Hi-C data shows that TADs represent a functionally but
not structurally privileged scale in the hierarchical folding of chromosomes” Genome Res.

doi: 10.1101/gr.212803.116 (2017)
ù Y. Zhan, L. Giorgetti, G. Tiana “ Looping probability of random heteropolymers helps to

understand the scaling properties of biopolymers.” Physical Review E, Vol. 94, 032402,
(2016)

Lehenmattstrasse 158 – 4052, Basel, CH
H +41 7 66 73 45 58 • B yinxiu.zhan@fmi.ch • Õ Linkedin 2/3



ù G. Tiana, F. Villa, Y. Zhan, et al. “ MonteGrappa: An iterative Monte Carlo program to op-
timize biomolecular potentials in simplified models.” Computer Physics Communications,
Vol. 186, 93-104, (2015)

ù Y Zhan, M. G. A. Paris. “Quantum ensembles and the statistical operator: a tutorial.”
International Journal of Software and Informatics, Vol. 8, 241-253, (2014)

Conferences and Summer Schools
ù Summer School, Statistical Data Analysis for Genome-Scale Biology, Bressanone (2019).
ù Conference, TriRhena Transcription and Chromatin Club, IGBMC, Strasbourg (2019). Talk

ù Conference, Evolution, Structure and Function of Chromosomes High Order Structure,
Institut Pasteur, Paris (2019). Poster

ù Conference, TriRhena Transcription and Chromatin Club, IGBMC, Strasbourg (2019). Talk

ù Keystone Symposia, Chromatin Architecture and Chromosome Organization, Whistler,
Canada (2018). Poster

ù Conference, TriRhena Transcription and Chromatin Club, FMI, Basel (2016). Talk

ù Conference, Genome architecture in Space and Time, ICTP, Trieste (2016). Poster

ù Conference, EpiGeneSwiss kick-o� meeting, Weggis, Switzerland (2016). Poster

ù Summer School, Molecular and Atomistic Computational Techniques, SISSA, Trieste (2013).

Lehenmattstrasse 158 – 4052, Basel, CH
H +41 7 66 73 45 58 • B yinxiu.zhan@fmi.ch • Õ Linkedin 3/3


