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## Abstract

The central topic of this thesis is sound zones. The concept of sound zones relates to a scenario where multiple people would like to listen to individual playback signals in the same acoustic enclosure e.g. a car cabin or a domestic room. It is assumed that the listeners do not want to wear headphones due to discomfort associated with prolonged use or safety considerations e.g. while driving. The proposed solution, sound zones, is based on controlling the resulting sound field produced by a number of loudspeakers. Control methods are applied to reproduce the desired playback signals in different spatial regions of the room with minimal leakage of sound between the zones.

Results from perceptual listening tests, involving a target and an interfering playback signal, indicate that the interfering sound should be significantly reduced in order for the scenario to be acceptable. Very high separation is possible in simulations. However, simulation studies tend to predict much higher separation compared to experimental results. The focus of the presented work is to experimentally investigate the topic of sound zones and determine factors which limit the acoustical separation.

Two prominent factors were investigated as part of the work: The impact of measurement noise and the influence of the reproduction scenario changing after being measured e.g. due to variations in the ambient temperature. Experimental results revealed that high acoustical separation is associated with high sensitivity to both measurement noise and changes in the reproduction system. To alleviate the measurement noise, a method was proposed for estimating the measurement uncertainty and automatically adjusting the control method. The time-dependent change of the reproduction scenario was accommodated by adopting a method from control theory.

Overall, the work described in this thesis contributes to 1) understanding the limitations of the creation of sound zones in practical settings, and 2) introducing a control method for sound zones which can adapt to changes in the reproduction scenario.

The thesis consists of two parts. In the first the background and motivation for the work is presented. The second part contains seven scientific papers which describe the conducted research in detail.

## Resumé

Det centrale emne for denne afhandling er lydzoner. Emnet lydzoner omhandler et scenarie, hvor adskillige personer i samme rum (fx en bilkabine eller en dagligstue) $\varnothing$ nsker at lytte til forskellige kildematerialer. Det antages, at anvendelse af hovedtelefoner ikke er $\emptyset$ nskværdigt grundet enten ubehag ved at bære dem gennem længere perioder eller af sikkerhedsmæssige årsager, eksempelvis under bilkørsel. Den foreslåede løsning, lydzoner, realiseres ved at styre det resulterende lydfelt udsendt af et antal højttalere. Dermed bliver det muliggjort at afspille det $\varnothing$ nskede kildemateriale i specifikke områder af rummet med minimal akustisk lækage mellem zonerne. Resultater fra perceptuelle studier viser, at oplevelsen af at blive forstyrret af ét kildemateriale, mens man fors $\varnothing \mathrm{ger}$ at lytte til et andet, kræver kraftig reduktion af den uønskede lyd, før situationen vurderes som acceptabel. Dæmpning af lyd i denne størrelsesorden kan opnås i simuleringer. Der forudsiges dog typisk langt højere akustisk separation mellem lydzonerne i simuleringsstudierne sammenlignet med eksperimentielle resultater. Hovedformålet med det præsenterede arbejde er at anvende eksperimentielle opstillinger til at unders $\varnothing \mathrm{ge}$ hvilke faktorer, der begrænser separationen.

To primære faktorer blev undersøgt i dette arbejde: indflydelsen af målestøj og effekten af ændringer i reproduktionsscenariet fx grundet temperaturvariationer i omgivelserne. De eksperimentielle resultater viste, at høj akustisk separation er forbundet med en høj følsomhed over for både støj og ændringer i rummet samt højttalerne. En metode til at begrænse indflydelsen af målestøj blev foreslået. Fremgangsmåden er baseret på at estimere usikkerheden i målingerne og automatisk inkludere denne i kontrolmetoden. For at adaptere lydzonekontrollen til ændringer i reproduktionsscenariet, blev en metode fra reguleringsteknik modificeret hertil.

Generelt set bidrager denne afhandling til 1) forståelsen af hvilke faktorer, der begrænser muligheden for at skabe lydzoner og 2) at introducere en kontrolmetode, der kan adaptere til ændringer i reproduktionscenariet.

Afhandlingen består af to dele. I den første del introduceres baggrunden og motivationen for det udførte arbejde. Den anden del består af syv artikler, der i detaljer beskriver det videnskabelige arbejde.
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## Part I

## Extended Summary

## Sound Zones in Reflective Environments

## 1 Introduction

### 1.1 Context of the study

The focus of this dissertation is to use a sound reproduction system ${ }^{2}$ to reproduce different playback signals ${ }^{3}$ as sound in different control regions ${ }^{4}$ of a single reflective environment (e.g. a domestic room or an automotive cabin). This application is called sound zones ${ }^{5}$ and will be introduced in more detail after being related to sound reproduction in general.

Reproducing sound with a single loudspeaker creates a sound event (it radiates sound relative to the radiation capabilities of the loudspeaker and the playback signal). In sound reproduction for entertainment purposes, multiple loudspeakers are often used to create the perception of a specific sound event. An example is a stereo pair of loudspeakers used to create the perception of a sound event originating from between the loudspeakers [102]. Knowledge of the human auditory system and perception of sound is important to understand the perceived characterization of the created sound event. However, it is also possible to characterize the created sound event physically (e.g. through microphone measurements) and compare it to a target reference (the intended sound event). The work presented in this dissertation focuses exclusively on the physical aspects and limitations in creating a target sound event.

In the following, two adjacent scientific fields are briefly introduced to provide context for sound zones.

[^1]
### 1.1.1 Sound field reproduction

Creating a target sound event with a single loudspeaker is generally not possible as the loudspeaker radiation characteristics are typically different from the target event. This discrepancy can be characterized from the sound field the loudspeaker can generate relative to the characteristics of the target sound event. If the sound event is generalized to be independent of its associated playback signal, it can be characterized in terms of the radiated sound field in response to a wide band impulse. While a single loudspeaker is typically unable to match the target sound field, adding more loudspeakers increases the possibility of recreating the target. An example of a target sound field is sound being reproduced independently to each ear of a listener in a crosstalk cancellation system [3]. To cancel the undesired acoustic path to each ear of a listener requires in general at least two loudspeakers and knowledge of the acoustic path from each loudspeaker to each ear. If more loudspeakers are available, more elaborate methods for controlling sound fields can be implemented. This introduces the possibility to recreate target sound fields using methods like wave field synthesis and higher order ambisonics [107]. In both cases, the size of the region where the target sound field can be reproduced generally increases with the number of loudspeakers and decreases with increasing frequency [107].

### 1.1.2 Room correction

Sound radiated by a loudspeaker in a room is reflected by the room boundaries. The sound field is, therefore, dissimilar to radiation in free-field and depends on the specific loudspeaker and room. Mitigating the effects of the room when reproducing sound is known under different names e.g. room compensation, room equalization, and room correction. Many different approaches have been proposed to compensate for room effects as seen in the overview work by Cecchi et al. [21]. The general challenge in room correction is that it is not possible to perfectly invert the response of a loudspeaker in a room [81]. Therefore, the scientific field of room correction often relies on approximating the response of a loudspeaker in the room with a simplified and invertible model. The intended application for the room correction spans the areas of correcting the sound field at a single point in space [79], over correcting a region in the room [11, 104, 108], to global correction of the sound field globally in the room [22, 96].

For both wave field synthesis and higher order ambisonics, it is generally assumed that the loudspeakers are radiating sound in an anechoic environment [107]. One application of room correction is thus to reduce the room influence such that the result of these adapted methods is closer to the assumed anechoic performance [104, 108].

### 1.1.3 Sound zones

The goal of sound zones is to control the reproduction of sound in specific regions within a room. This directly relates to sound field reproduction and


Fig. 1: Sketch of sound zones in a domestic environment.
room correction, with the important distinction that different playback signals are desired in each control region of the room.

When a loudspeaker reproduces sound in a room, the sound propagates everywhere in the room. This is not ideal if multiple people are occupied with different activities in the same room and each desires sound reproduction matching their activity. As an example, scenario, consider the scenario depicted in Fig. 1 where a group of people is gathered in a living room but are occupied by different activities. In this scenario, the activities are divided into three color-coded zones. In the red zone, a couple plays a board game at the dining table. In the blue zone, a different couple watches the news on the TV. In the green zone, the last member of the group is sitting, quietly reading a book. It is assumed that the people in the different zones desire different playback signals: in the red zone pop-music is desired as background for the game, in the blue zone the speech from the news reader should be audible, and in the green zone silence is the preferred acoustic atmosphere for being immersed in the book. In the case where a single loudspeaker is used to reproduce all the desired playback signals, a combination of all signals would be audible at every point of the room. Hence, the desired scenario of reproducing individual playback signals within specific regions of the room is not naturally occurring but requires control of multiple loudspeakers to fulfill the conflicting demands of the listeners.

### 1.2 Motivation and aim of the study

The interest in sound zones using active control of loudspeakers has been a topic of active research since the 90 's [36]. While a wealth of literature has been published in the field, a large proportion of the work assumes loudspeakers simulated as point sources radiating sound into free-field. In relation to ex-
perimental implementations, there is a lack of investigations considering sound zones as a system designed for reproducing individual playback signals in small enclosures like automotive cabins and domestic rooms. In order to enable future field tests with such systems, it is of interest to investigate which scientific constraints that might affect these and limit their performance.

The aim of this study is to determine and evaluate factors limiting the potential for creating sound zones in reflective environments.

### 1.3 Scope and limitations of the study

The work presented in this dissertation is centered around specific implicit assumptions regarding the reproduction scenario. Choices have been made throughout the work relative to these assumptions regarding the experimental designs included in the published work. The premise for the conducted work is that sound zones are utilized for recreational use in domestic environments. Furthermore, parts of the work are conducted in automotive cabins which accentuates some of the challenges found in domestic rooms e.g. due to the irregular geometry of the cabin.

It should be noted that the purpose of the work is not to design a sound zones system, but to investigate the factors which would limit the performance of such a system. In the following a few additional limitations on the scope of the conducted work are introduced.

### 1.3.1 Reproduction environment

Given the domestic application, it is assumed that the loudspeaker positions are selected by listener (and not the designer of the sound zones system). It can therefore not be assumed that the separate loudspeakers are placed strictly following e.g. a circular geometry or close to the ears of the listeners. Consequently, it is necessary to characterize the available loudspeakers and control regions in situ. The approach adopted here is to measure the impulse responses from each loudspeaker to microphones in the control regions.

### 1.3.2 Number of control regions

For simplicity, two control regions are considered in the investigated scenarios. However, actual sound zones systems might include additional regions or regions of different sizes. Such scenarios would be subject to the same restrictions in terms of the number of loudspeakers relative to the total size of the regions in which the sound field should be controlled, as in the regular two zone scenario [92].

### 1.3.3 Spatial audio

Throughout this work, it is assumed that the playback signal is monophonic. This is to simplify the investigations. While spatial audio is feasible in sound
zones, as seen in [32], the desired solution is subject to additional constraints. Reproduction of a stereo-phonic signal in a sound zone would require a sound zone solution for the left signal and another for the right signal. Such rendering scenarios would reduce the acoustical separation between sound zones and are not considered throughout this work.

### 1.3.4 Frequency range of concern

The goal of sound zones for entertainment purposes is to reproduce audio content in the entire audible frequency range, $20 \mathrm{~Hz}-20 \mathrm{kHz}$. The main focus in this work is low frequency reproduction of sound zones. The reason for this is related to the desire to explicitly control the sound field in the zones without controlling the loudspeaker location. As it is known from the literature on the reproduction of plane wave fields in three-dimensions using spherical loudspeaker arrays, such control rapidly becomes prohibitive as frequency increases due to the required number of loudspeakers [111]. The interest has been to thoroughly investigate and understand the behavior and limitations of low frequency sound field control. The applicable frequency range of these methods should ideally cover a sufficiently broad frequency range to facilitate appropriate cross-over to loudspeaker beamforming techniques.

### 1.4 Research questions

The main motivation for the work presented in this dissertation is investigating the controllability of the sound field in a room, related to the application of sound zones. Given the chosen application, the level of control is often evaluated in terms of the acoustical separation between the playback signals reproduced for different listeners. For entertainment applications, the playback signals reproduced in the control regions should retain a minimum of sound quality. These goals can be summarized as the following two research questions:

- How much acoustical separation is attainable and what is causing the limitation?
- How can constraints on the physical reproduction system and parameters related to sound quality be introduced in sound zones methods?


### 1.5 Significance of the study

The work presented in this study is focusing towards implementations of sound zones. Experimental results indicate that multiple factors in combination limit the acoustical separation. The factors are all different types of mismatches between the reproduction system and the model approximating the reproduction system. The resulting performance degradation can be reduced but will in general lead to reduced performance relative to having an accurate model. The
proposed solution is in part to identify the potential mismatch and include the knowledge in the control method. The other part is to apply a control framework which enables adaptation to changes and modelling physical systems. Such a framework is adopted from control theory to the generation of sound zones.

### 1.6 Structure of the thesis

The dissertation is structured as a collection of papers, meaning that it initially consists of an extended summary followed by a series of papers published in relation to the work. The work presented in the papers are a number of investigations with limited scope, but all of them related back to sound zones as a system. To provide the reader with an overview of the system related to the published work, the intention of the background section is to provide a broad, rather than deep, view of the literature.

In the following section 2, general considerations regarding sound zones are introduced with a brief overview of state-of-the-art in sound zones. In section 3 , the contributions presented in the papers are summarized, before the results are discussed in section 4. Conclusions and considerations for future work are presented in section 5. This is followed by the second part of the dissertation which consists of the seven papers published as part of the work.

## 2 Background and state-of-the-art

The purpose of a sound zones system is to reproduce different playback signals in different control regions inside the reproduction environment. The general approach relies on superposition. For simplicity, it is assumed that the target is to reproduce different playback signals in two distinct regions of the same room, as depicted in the right-most solution in Fig. 2. The two control regions are denoted A and B and playback signal A and B are the desired signals in the corresponding regions. If it is possible to reproduce signal A in control region A while suppressing it in region B, and vice versa, it is possible to reproduce the desired playback signals in both control regions with minimal interference, as illustrated in Fig. 2. Typically, the control region where the playback signal is desired is termed the bright zone, while the dark zone is the region where the sound is suppressed [27]. Thus, with respect to content A, control region A is the bright zone and region B is the dark zone.

Throughout this work, the investigated scenario concerns the generation of one bright zone and one dark zone. It is assumed that a similar performance would be attainable if the definition of bright and dark zone was interchanged between the control regions.


Fig. 2: Principle of superposition for sound zones. Solution 1 reproduces playback signal A in control region A together with silence in region B. Solution 2 reproduces playback signal $B$ in region $B$ together with silence in region A. Adding solution 1 and 2 provides playback signal A in region A together with signal B in region B .

One of the challenges related to controlling sound fields in the entire audible frequency range ( $20 \mathrm{~Hz}-20 \mathrm{kHz}$ ) is the corresponding wavelength, which ranges from around 17 m at 20 Hz to 1.7 cm at 20 kHz . The challenge arises because sound fields in rooms change behavior between low and high frequencies. Objects like listeners can be insignificant at low frequencies and scatter the sound field at high frequencies. Furthermore, loudspeaker directivity depends on the diaphragm size of the loudspeaker driver relative to the wavelength.

The typical approach to deal with these frequency dependent changes is to apply different control strategies in combination, each covering part of the frequency range, as suggested in [36]. This composite application of control methods across the audible frequencies is conceptually illustrated in Fig. 3. At low frequencies, the sound can be controlled in the regions using in situ measurements, while mid frequencies can be reproduced using beamforming to focus the radiated sound towards the bright zone. At the highest frequencies,
the inherent directivity of loudspeakers can be used, in combination with the expected increased absorption properties of the surfaces in the room, to focus the sound to the desired region. Correspondingly, most publications on sound zones deal with a limited frequency range where the proposed method is effective, and it is assumed that the remaining frequency range is unimportant or covered by a different method.


Fig. 3: Illustration of different methods for creating sound zones applied in different frequency ranges. At low frequencies the loudspeakers are distributed throughout the room and the control relies on constructive and destructive interference in the regions. At mid frequencies, beamforming is used to focus sound towards each specific region. At high frequencies, the inherent high directivity of the loudspeakers can be utilized to focus the sound without beamforming.

Given that the playback signals for each zone are available to the control system, sound zones are usually treated as a feed-forward problem. Creating sound zones can then be split into three stages as listed below and sketched in Fig. 4.

1. Identification of the room influence model: The radiation of sound from the loudspeakers to the control regions is determined, e.g. by measuring room impulse responses (RIRs). Sketched in Fig. 4a
2. Calculation of control filters: Given the room influence model and constraints specifying the desired sound field, a digital filter is determined for each loudspeaker to pre-process the playback signal to be reproduced in the bright zone and suppressed in the dark zone. Sketched in Fig. 4b
3. Rendering and evaluation of sound zones: The playback signal is filtered by the determined loudspeaker control filters to reproduce the signal in situ. The effect can then be evaluated using microphone recordings or by performing listening tests. Sketched in Fig. 4c.

In the following, these three stages are examined in more detail to establish current results from the literature and form the background for the contributions in Sec. 3.

(a) Identification of the room influence model. An excitation signal is reproduced through each of the loudspeakers individually and the resulting sound pressure is recorded at the microphone positions in the control regions. These recordings are then post-processed to determine the room influence model as e.g. a collection of impulse responses.


Fig. 4: Diagrams of illustrating the three stages for creating sound zones with feed-forward control.

### 2.1 Room influence models

To control the sound field generated by multiple loudspeakers, it is necessary to know the response of each loudspeaker in the control regions. In Fig. 5 a room with four loudspeakers and two control regions is sketched. Although the sketch depicts the room in a single height plane, the control regions are in general three-dimensional enclosed regions of space. The goal is to control the sound field within the regions, but due to practical considerations, they are often sampled with microphones at discrete positions, which is also illustrated


Fig. 5: Conceptual illustration of a room where it is desired to create sound zones within control region A and B. The control regions are defined as enclosed regions in the room. The transfer functions from the loudspeakers to the control regions are sampled at discrete microphone positions with the transfer function $h\left(\mathbf{r}_{1}, \mathbf{r}_{\mathrm{m}}, f\right)$ from loudspeaker l to microphone $m$ at frequency $f$. Here $\mathbf{r}_{1}$ and $\mathbf{r}_{\mathrm{m}}$ denote the position of the loudspeaker and microphone, respectively.
in the figure.
The response from a loudspeaker to a microphone depends on multiple factors. These include loudspeaker and microphone position as well as the frequency content of the playback signal. Characterizing the sound radiated from each loudspeaker through the room to each of the control regions can be summarized in different room influence models. This model is used to express the sound field in the control regions which results from a specific input signal to the loudspeakers. ${ }^{6}$ One example of a room influence model is a matrix of room transfer functions (RTFs) from each loudspeaker to each microphone in the control region at a single harmonic excitation frequency [62]. A different example is a model which consists of the impulse response from all loudspeakers to all microphones, also expressed as a matrix. This matrix has a block structure where each block is a Toeplitz matrix describing the convolution of a loudspeaker input signal with a RIR [63]. In the following, different room influence models used in the sound zones literature are introduced.

In Fig. 4a, the room influence model is depicted as being identified through measurements. It is also possible to assume a room influence model through e.g. the analytic expression for a point source radiating sound into free-field, or into a rectangular room using either Green's function [78] or the image source model [2]. ${ }^{7}$ In some articles, continuous distribution of point sources such as a continuous line or a circle is assumed. In [84, 85] such source distributions were considered in free-field, where the transfer function of the distribution is

[^2]expressed in the wavenumber domain by applying the spatial Fourier transform. This room influence model can be used to determine control filters for a discretized loudspeaker array. Such filters are determined by dividing the transfer function of the source by the desired pressure function in the wavenumber domain and sampling the result. This approach was seen to be effective for radiating sound in specific directions using a line array of loudspeakers in an anechoic chamber in [86].

A similar room influence model, but used differently, is based on locally expanding the sound field in the control regions in basis functions such as circular or spherical harmonics. Such an approach was applied in [113] to express the target sound field in each control region by expansions around local coordinate systems for each region. The expansion coefficients were then translated to a global coordinate system corresponding to a loudspeaker array surrounding the control regions. The translation to a global coordinate system implies controlling the sound field in one large region encompassing all the smaller control regions. Thereby, the sound field is also subject to the limitations of controlling the field in the global region. In [114] the approach was modified by surrounding each control region by loudspeakers and describing the response from all loudspeakers in the local basis expansions of each control region. Solving the sound field control problem in all the local basis expansions simultaneously was seen to provide better possibility to position the control regions close to each other.

The expansion into local basis functions can also be applied to loudspeakers in a reverberant scenario. In $[6,8]$, it was suggested to surround the control region by a double layer microphone array and characterize the reverberant response of each loudspeaker. From image source simulations, the method was seen to compensate for the room reflections and reproduce the desired sound field in a single control region. This was applied to multiple control regions in [113]. The downside of this approach is the number of microphones required to accurately characterize the response due to each loudspeaker. In [57], the loudspeaker responses were modelled as a combination of their free-field radiation and a sparse number of plane waves. It was seen that compressive sensing can be applied to attain more accurate estimates of the transfer functions in the regions compared to the dual layer microphone array in [6].

A different room influence model designed for utilizing a low number of microphones was suggested for room correction in [12]. The model is based on several observations regarding room impulse responses from a loudspeaker to a control region: 1) The direct sound from a loudspeaker to the microphones is generally independent of the room. 2) At low frequencies the wavelength is typically larger than the control region, hence, it is possible to interpolate between the measured responses at discrete positions in the region. 3) At high frequencies the late part of the room impulse responses tends to vary unpredictably between the microphone positions. It was therefore suggested to model the direct and low frequency sound deterministically from measured room impulse responses, while the high frequency reverberation was modelled
stochastically. Filters for room correction were then determined by optimizing a cost-function including the expectation over the stochastic reverberation components. In [112], sound zones were formulated in terms of a comparable room influence model which can be extended to the probabilistic model from [12].

In the above examples, it is assumed that loudspeakers reproducing sound in a room are accurately modelled by a linear time-invariant (LTI) system. This enables the response from a loudspeaker at a particular microphone to be characterized as a linear and time-invariant filter. Typically, the room impulse responses are modelled as finite impulse response (FIR) filters. One approach to estimate such a FIR filter is reproducing an exponential sweep as the excitation signal with one loudspeaker and deconvolve the recorded microphone signal with the excitation signal [41, 42]. The consequences of the reproduction system not being an LTI system are considered in relation to the rendering and evaluation of sound zones in Section 2.3.

### 2.1.1 Outcome

A variety of room influence models can be used to express sound field control in enclosed regions. Some of them leverage specific geometry in loudspeaker placement in e.g. circular and spherical arrays, and some offer more efficient use of a given number of microphones to characterize the sound field in the control regions.

In this work, the aim is to investigate the attainable performance in reflective reproduction environments. Reducing the required number of microphones is important for practical applications. However, it is possible to avoid the additional complexity of translating measurements into e.g. spherical harmonics or plane waves by sampling the control regions with a fine spatial resolution. The remainder of this work is, therefore, utilizing room influence models which directly contain either room transfer functions or room impulse responses.

### 2.2 Sound zones control methods

With an estimate of a room influence model (depicted in Fig. 4a), the next stage for creating sound zones is to determine control filters for the loudspeakers (depicted in Fig. 4b). The filters are determined by formulating and solving an optimization problem, which requires the definition of an appropriate costfunction. The cost-function should describe the desired properties of the sound field reproduced in the control regions as well as the capability of the reproduction system. In the following, common parameters to include in optimization problems for sound zones are introduced. This is followed by a brief presentation of different control methods applied in different frequency ranges. Finally, typical control frameworks are described.

## 2. Background and state-of-the-art

### 2.2.1 Controlled and constrained parameters

A key point in creating sound zones is determining which aspects of the sound field to control. A main concern is the acoustic separation between the bright and dark zone, which is evaluated as the contrast. Assuming harmonic excitation, the contrast at frequency $f$ is defined as the ratio of mean square pressure reproduced in the bright and dark zone. The contrast can then be written as

$$
\begin{equation*}
\operatorname{contrast}(f)=\frac{V_{\text {bright }}^{-1} \int_{Z_{\text {bright }}}|p(\mathbf{r}, f)|^{2} d \mathbf{r}}{V_{\text {dark }}^{-1} \int_{Z_{\text {dark }}}|p(\mathbf{r}, f)|^{2} d \mathbf{r}} \approx \frac{M_{\text {bright }}^{-1} \sum_{m_{\mathrm{B}}=1}^{M_{\text {bright }}}\left|p\left(\mathbf{r}_{m_{\mathrm{B}}}, f\right)\right|^{2}}{M_{\text {dark }}^{-1} \sum_{m_{\mathrm{D}}=1}^{M_{\text {dark }}}\left|p\left(\mathbf{r}_{m_{\mathrm{D}}}, f\right)\right|^{2}} . \tag{1}
\end{equation*}
$$

In the above equation, the pressure $p(\mathbf{r}, f)$ is the complex pressure at point $\mathbf{r}, Z_{\bullet}$ and $V_{\bullet}$ denote the domain and volume of the zone where $\bullet$ can be substituted by either bright or dark. As mentioned in Sec. 2.1, the control regions are commonly characterized at discrete microphone positions. This is reflected in the equation by approximating the integral with a discrete sum of microphone observations. ${ }^{8}$ The pressure at the microphone positions is denoted $p\left(\mathbf{r}_{m_{\bullet}}, f\right)$. As the contrast directly describes the acoustic separation between two zones, it can be used in the cost-function for determining the control filters. Maximizing the contrast at a single frequency, corresponding to the room influence model, is known as acoustic contrast control (ACC) [27]. This is typically formulated as a matrix eigenvalue problem.

Besides the mean square pressure, it is also of interest to control the accuracy at each point in the reproduced sound field $p_{\mathrm{R}}$. This can be evaluated as the mean square difference between the reproduced sound field and the target sound field $p_{\mathrm{T}}$. The mean square error (also called the reproduction error) is expressed as
$\operatorname{MSE}(f)=V^{-1} \int_{Z}\left|p_{\mathrm{T}}(\mathbf{r}, f)-p_{\mathrm{R}}(\mathbf{r}, f)\right|^{2} d \mathbf{r} \approx M^{-1} \sum_{m=1}^{M}\left|p_{\mathrm{T}}\left(\mathbf{r}_{m}, f\right)-p_{\mathrm{R}}\left(\mathbf{r}_{m}, f\right)\right|^{2}$,
where $Z$ now denotes the domain of both control regions, while $V$ is the sum of their volumes. Again, the integral is discretized to represent that the control regions are sampled by microphones. Determining the control filter responses at frequency $f$ by minimizing the discretized mean square error is often referred to as pressure matching (PM), and formulated as a least-squares problem [97]. The choice of target sound field is the only thing that sets PM apart from typical single region sound reproduction as in [61]. A target example for sound zones is a plane wave in the bright zone and low or even zero pressure in the dark zone.

Generally, it is reported that ACC provides a higher contrast than PM at the expense of not specifically controlling the sound field in the bright zone [31, 56].

[^3]This effect is illustrated in Fig. 6, where it is seen that the ACC solution is not controlled inside the bright zone. In [4], it was reported that this lack of control using ACC led to reduced sound quality (relative to PM). To combine the benefits of both ACC and PM, a number of a dditional methods have been proposed to provide at tradeoff between reproduction accuracy in the bright zone and contrast. One variant is a weighted version of pressure matching where different emphasis is assigned to attain the target sound field in either the bright or the dark zone [23]. Planarity control is introduced as ACC with the added constraint that sound propagation in the bright zone impinges from a limited range of angles [31, 32]. Further formulations suggest to control both the sound pressure and particle velocity in the zones [13, 14, 28]. Lately, the tradeoff between contrast and mean square error has been generalized using variable span linear filters [ $66,67,83]$.

To protect the loudspeakers, it is of interest to limit the allowable filter gain in the optimization problem. This is also done to reduce self-cancellation (a large fraction of the sound radiated by each loudspeaker is cancelled by the other loudspeakers leading to low sound pressure level in the bright zone [39]. The degree of self-cancellation can be evaluated in terms of the array effort. The array effort is introduced as the ratio of the sum of signal power driving the array relative to the signal power required by a reference source to produce equal sound pressure level in the bright zone. Limiting the filter gains also reduces the amount of nonlinear distortion from the loudspeakers [26, 68, 71]. Frequency dependent limitations can be introduced to match the capabilities of a given loudspeaker driver [106].

Besides only controlling physically motivated parameters, it might be of interest to include aspects in the optimization related to human perception of sound. In [45], the layout of a loudspeaker array was optimized using a model predicting distraction ${ }^{9}$ between interfering playback signals. The results showed improved distraction ratings in a listening experiment, relative to a loudspeaker layout determined based on the contrast. In [33], sound zones for speech privacy were simulated using perceptual masking filters to predict and weight the audibility of errors in bright and dark zone. Finally, in [66] it was proposed to use masking curves to weight the effort of generating contrast across frequency relative to the desired audio content in the other zone.

Depending on the application several of these parameters should be included in the cost-function e.g. as a weighted sum. The number of parameters should be kept low to reduce the task of assigning priority to each of them. If desired bounds on the resulting parameters are know, this task can be simplified by formulating a constrained optimization problem as in [7, 112].

### 2.2.2 Solution strategies at different frequency ranges

The response of a loudspeaker in a room changes with frequency due to a variety of factors. The absorption of sound at the boundaries of the room change
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Fig. 6: Example illustrating the difference between optimizing the acoustic contrast (ACC) and the mean square error (PM) at 1000 Hz . The sound field is generated by a circular array of 48 point sources in free-field. The top row shows the amplitude in dB of the resulting sound field relative to the average level in the bright zone. The bottom row shows the real part of the sound field normalized to the average amplitude in the bright zone. The target sound field in the bright zone is a plane wave travelling parallel to the y-axis, zero pressure in the dark zone, and no constraints are placed outside the two zones.
according to the material properties at different frequencies. With decreasing wavelength, obstacles such as people and furniture tend to scatter impinging sound waves. The loudspeakers start to radiate sound directively above the frequency where the circumference of the driver is equal to the wavelength [110]. All in all, the sound field in a room becomes more complicated as the frequency increases. The change in behavior also influences the control of sound fields as discussed in [82]. As mentioned previously, it was suggested in [36] to cover the audible frequency range by utilizing different sets of loudspeakers and control methods in the low, mid, and high frequency ranges. This idea is illustrated in Fig. 3 and is adopted for the work conducted in this thesis and most of the literature on sound zones.

At low frequencies, where the dimensions of the reproduction environment
are between $1 / 3$ and 3 times the wavelength, the sound field is generally well described by an expansion of room eigenfunctions (also known as room modes and standing wave patterns) [78]. In this frequency range, the control regions are usually small relative to the wavelength. The effect is that the room influence model can be represented by a few components (either expressed as singular vectors, active room modes, or spherical harmonics) at low frequencies as discussed in $[1,11]$. Consequently, it is possible to control the sound field in the regions using a low number of loudspeakers in this frequency range [1, 11]. This can be utilized to control the sound field with loudspeakers which are positioned irregularly throughout the reproduction environment. The room impulse responses can then be measured to microphone positions in each control region and used to control the sound field within the regions.

As the frequency increases and the size of the control regions become larger than the wavelength, the sound field becomes more complicated within the regions. This is reflected in the increased number of overlapping room modes in a narrow frequency band $[55,65,78]$. The increased complexity also increases the number of basis expansion terms required to accurately describe the sound field. Correspondingly, the required number of loudspeakers to accurately control the sound field in the control regions increases and rapidly becomes prohibitive for reproducing high frequency content [111]. The solution suggested in [36] and adopted in many subsequent publications [24, 29, 106] is to employ compact loudspeaker arrays to achieve the separation through beamforming. This has led to multiple studies on super directive beamforming using e.g. line arrays of loudspeakers $[29,37,50,89]$. One approach in designing beamforming filters for a compact loudspeaker array is to formulate a least squares problem in free-field. This is done by constraining the resulting sound field at control points measured around the array. The problem is often ill-conditioned at low frequencies, which leads to excessive self-cancellation. The typical solution is to reduce the allowed array effort in the optimization. ${ }^{10}$ Frequency dependent limits on the array effort has been used in e.g. [90] to reduce self-cancellation at low frequencies. This approach allows a tradeoff between self-cancellation and directivity across frequency.

The challenge with beamforming in rooms, is that boundaries of the room are reflective. One suggested solution is to avoid first order reflections from the array towards the control regions as proposed in e.g. [19, 51, 88]. While this might reduce the initial reflections from reaching the control regions, late reflections and reverberation will eventually reach the regions and limit the contrast. A different approach to reduce the reverberant sound is through reducing the acoustic power radiated into the room. This approach has been investigated in $[48-50,105]$ where the radiated power was reduced through the use of inherently directive loudspeakers (phase shift loudspeakers approximating hyper-cardioid directivity). To further reduce the radiated power, planar array configurations have been introduced to limit both vertical and horizontal
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directivity. In [105], it was seen that a planar array of phase shift loudspeakers was more directive and thus less influenced by the reverberant sound field in a room than a corresponding line array. This suggests that if possible, loudspeakers with inherent directivity can be a benefit to reduce the amount of acoustic power radiated in the room.

Another approach to reduce the power radiated to the reflective environments, is through loudspeakers placed close to the listeners. This approach has been proposed in transportation scenarios where loudspeakers can be included in the headrest of the seats in airplanes, trains, cars, etc. [26, 38, 58]. In [38], headrest loudspeakers were used to effectively reduce the sound leaked between adjacent airplane style seats in a small room. In [26], phase shift loudspeakers were mounted in the headrests in a car cabin. The target was to separate front and rear seats in sound zones. The control was seen to be less effective when the rear seats were selected as the bright zone. This was attributed to the directive headrest loudspeakers facing towards the front seats and thus not benefitting from the inherent directivity. This result highlights that the geometrical layout of loudspeakers and control regions significantly influences the attainable contrast.

An alternative approach for reproduction of sound locally is parametric loudspeakers. Modulating ultrasound at high sound pressure levels can produce audible sound reproduced in limited spatial regions. In [34], it is proposed to create sound zones for speech signals by combining regular loudspeaker arrays at low frequencies with parametric loudspeakers at higher frequencies. The choice of frequency range and application is based on the potential health risks and harmonic distortion associated with parametric loudspeakers, as discussed in [52]. While the directional properties of the technology are appealing, care should be taken in ensuring its suitability to a given application.

A circular piston moving in an infinite rigid baffle will start to become directive when the circumference is larger than the wavelength [110]. Thus, a typical loudspeaker driver becomes directive at high frequencies. However, a regular moving-coil loudspeaker driver only behave as moving piston at low frequencies. As the frequency increases, the loudspeaker diaphragm exhibit mechanical resonances due to bending waves in the diaphragm [10]. These vibrations will change the directivity pattern of the driver. Hence, if the application of the driver is to be directional at high frequencies, the driver design should be optimized for such an application.

As seen here, creating sound zones in reflective environments is highly dependent on the room. At low frequencies the room response can be utilized in controlling the sound field. At higher frequencies, the strategy is to avoid the effects of the room as much as possible. This is attained by careful positioning of the loudspeakers or beamforming to maximize sound pressure in the bright zone relative to the radiated acoustic power.

### 2.2.3 Control Systems

In Section 2.1, it was introduced that measured room impulse responses or transfer functions can be represented in different room influence models. Similarly, different control systems can be applied to generate sound zones from these models. While the control structure is generally closely related to the room influence model, it also inherently includes assumptions regarding the playback signal.

The first type of system considered is a feed-forward structure where the loudspeaker control filters are static i.e., they are time-invariant. This structure is sketched in Fig. 7a where the dashed line from the playback signal is assumed to be removed. If the playback signal is assumed to be periodic, the sound zones problem can be decomposed into a number of independent optimizations in the frequency domain [27, 58, 97]. If it is not desired to assume a periodic input signal, the feed-forward control system can be formulated in the time-domain. Here, the pressure at the microphones are modelled as linear convolutions between the loudspeaker signals ${ }^{11}$ and the room impulse responses. These convolutions can be described in matrix form as a block matrix with Toeplitz blocks. If the playback signal is assumed to be white Gaussian noise the expected performance can be optimized. This reduces the room influence model to a linear convolution between the loudspeaker filters and the room impulse response $[63,106]$. For implementation purposes it might be of interest to limit the length of the control filters to reduce the computational complexity of rendering sound zones. This is possible in the time-domain using contrast control $[16-18,103]^{12}$ or pressure matching [63, 106]. The downside of the timedomain formulation is that the dimensions of the problem quickly become very large compared to solving the independent optimizations in the frequency domain. Alternatively, the filters can be determined iteratively in the frequency domain knowing that they will be truncated in the time-domain [15].

A different formulation of the feed-forward structure arises by allowing the filters to be time-varying. This scenario is depicted in Fig. 7a by assuming the dashed line to be solid i.e. utilizing information regarding the playback signal. A variation of this approach is to update estimates of the correlation matrix of the playback signal as suggested for the variable span linear filter structure suggested in $[66,67,83]$. Otherwise, sound zones could be formulated in terms of time-frequency processing using the short-time Fourier transform as suggested in [35], where it is utilized to maximize speech privacy in a sound zones context. These structures enable updating the control filters depending on the playback signal.

Lastly, one might consider creating sound zones using a feed-back structure where microphones are used to observe the reproduced sound field in the control
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(a) Feed-forward control. The room influence model, the constraints, and possibly the playback signal are fed into the control algorithm, where filters are determined assuming the room influence model to be accurate.

(b) Feed-back control. Like the feed-forward model, the room influence model, the constraints, and possibly the playback signal are fed into the control algorithm to determine control filters. However, here the result of the control is observed and fed back to update or correct both the control filters and / or the room influence model.

Fig. 7: Control structures
regions and adjust the filters accordingly. The feed-back structure requires representative microphone error signals to accurately control the sound field in the control regions. As the purpose of sound zones is to have listeners within the zones, this limits how close the microphones can be to the control region in a general domestic setting. General results from active control of sound suggest that a single loudspeaker can reduce a diffuse sound field by up to 10 dB within $1 / 10$ wavelength of a microphone recording the error signal [59]. To control the sound field further away from the microphone positions requires predicting the field at a position away from the observations. Such an approach is suggested in $[53,60]$ where the predictions are based on measurements using both the
permanent error microphones and microphones in a head and torso simulator, which is removed after initial calibration measurements.

### 2.2.4 Outcome

Various control methods exist to create sound zones, each of them is associated with different benefits and drawbacks. Typically, the tradeoffs are between the reducing computational complexity and controlling the relevant aspects of sound zones. In general, it is easy to conceptually describe the desired performance of a sound zones system e.g. low distraction due to the reproduced sound leaked between the zones, high sound quality in the bright zone, linear loudspeaker responses. However, it is less obvious to express such performance criteria directly as a cost-function with constraints that can be optimized. The cost-functions are, therefore, expressed using related parameters such as acoustic contrast, mean square error of the reproduced sound field, and the array effort.

The performance which can be attained for sound zones is related to the chosen loudspeakers and their location. At mid and high frequencies where beamforming solutions are feasible, it is generally of interest to radiate as little energy into the room as possible and avoid nearby reflecting surfaces. However, application constraints might make it impossible to avoid nearby boundaries, hence, it is of interest to know more about their influence on beamforming performance. With an estimate of a room influence model (depicted in Fig. 4a), the next stage for creating sound zones is to determine control filters for the loudspeakers (depicted in Fig. 4b). The filters are determined by formulating and solving an optimization problem, which requires the definition of an appropriate cost-function. The cost-function should describe the desired properties of the sound field reproduced in the control regions as well as the capability of the reproduction system. In the following, common parameters to include in optimization problems for sound zones are introduced. This is followed by a brief presentation of different control methods applied in different frequency ranges. Finally, typical control frameworks are described.

### 2.3 Rendering and evaluation of sound zones

Having determined both the room influence model and the control filters for the loudspeakers in Secs. 2.1 and 2.2, the final step is to render sound zones and evaluate the results. There are in general two approaches to evaluate the performance of a sound zones system: using microphone measurements to calculate performance parameters or using human participants in designed listening tests.

In the following the consequences of a mismatch between the assumed room influence model and the state of the reproduction system are introduced before results from perceptual investigations on sound zones are presented.

### 2.3.1 Physical evaluation considerations

When reporting results regarding the performance of sound zones the ecologically valid approach would be to design listening experiments and rate the performance of the implemented system. However, this is often impractical due to the time and resources required to run such tests and because the investigated method often only covers a limited frequency range as discussed in Sec. 2.2.2. A time-effective alternative is to evaluate the physical performance of sound zones by predicting the reproduced sound field. The sound field is predicted by applying the control filters to a room influence model. One concern when reporting such results is their robustness. A prediction of large acoustic separation is irrelevant if a tiny difference between the room influence model and the actual reproduction system makes it impossible to attain the reported result.

As stated in section 2.1, one of the assumptions applied when the room influence model is identified, is that the loudspeakers radiating sound into the room behaves as an LTI-system. While this is generally a good approximation, it is still an approximation with limited accuracy due to e.g. the speed of sound changing with temperature or nonlinear distortion in loudspeakers. Furthermore, measurements inherently include uncertainty. The mismatch between the identified room influence model and the reproduction system can thus be grouped into two categories: a time-dependent mismatch due to changes in the state of the reproduction system and a mismatch due to uncertainty in the
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(a) Non-ideal room interaction model identification. The reproduction system is influenced by different disturbances. The input to the loudspeakers contains electrical noise, the loudspeakers will reproduce this noise and might also include nonlinear distortion if the level of the audio signal is large. There might be acoustic background noise recorded by the microphones and finally there might be additional electrical noise in the recording system.

(b) Non-ideal Sound Field Reproduction. Identical types of disturbances can exist for the reproduction scenario. However, the realizations of the disturbances are different from the non-ideal room interaction model identification as the rendering happens at a different point in time.

Fig. 8: Mismatch between system model identified and reproduction system
estimated room influence model. This scenario is illustrated in Fig. 8, where noise and error sources have been indicated at different stages in in the system. The identified room influence model is an approximation of the reproduction system which is indicated by the superscript $\tilde{\sim}$, while the sub-script $t_{1}$ denotes the time at which the model was determined.

When the reproduction system is used to render sound zones, it will by definition be at a later point in time than $t_{1}$. Hence, there will be at least a small mismatch between the room influence model and the reproduction system. Such effects should be considered when evaluating sound zones performance.

If the same room influence model is used to determine the control filters and to predict the resulting performance, the results might be highly sensitive to minor changes in the room interaction model without it being observed from the results. This behavior is known in the statistical model fitting literature as overfitting [9, 80]. The concept is illustrated for fitting polynomial models to noisy samples of a sine wave in Fig. 9. The example shows that adding more degrees of freedom (higher polynomial degree to fit the samples reduces the discrepancy between samples and model predictions. However, the $10^{\text {th }}$ degree polynomial clearly does not match the sine wave from which the samples were generated. Furthermore, this behavior is not observed if the result is evaluated with the samples used to fit the model. From the discrete inverse problem
literature [54] it is known that overfitting is generally related to a large norm of the determined solution (i.e. the filters). In the sound zones literature, this is generally associated with a high degree of self-cancellation.


Fig. 9: Illustration of overfitting using different order polynomials to fit noisy samples of a sine wave (drawn with inspiration from [9]). (-): Sinusoid. (0): Noisy samples. (- - -): Fitted polynomial.

These observations beg the question of what a fair comparison between methods might be. Essentially, an evaluation should be application specific and indicate the suitability of a control method for a rendering scenario. Thus, if sound zones performance is predicted using a room influence model, the evaluation should incorporate inaccuracies in the room influence model.

### 2.3.2 Robustness of sound zones

The robustness to different sources of mismatch between room influence model and reproduction system has mainly been investigated in simulations. In the following, some of the results are introduced.

The robustness of an endfire array was investigated for free-field radiation in [37]. It was shown that high self-cancellation was associated with high sensitivity towards errors from position mismatch, source response mismatch,
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or changes due to discrepancies between free-field radiation and the addition of a reverberant sound field. Both the self-cancellation and the sensitivity to errors were seen to decrease with added regularization. Modelling the room reflections as a diffuse field was tested in [105], where it was used to predict the reduction in contrast from a compact array due to reverberation. Measurements showed a significant reduction in contrast relative anechoic results. Moreover, increasing the reverberation time of the room was seen to further reduce the contrast.

A different way to consider the mismatches is to evaluate their influence on the attained contrast. In [94, 95], the sensitivity to errors was investigated analytically. The errors were assumed to be small magnitude and phase errors in the loudspeaker and microphone responses as well as magnitude and phase errors due to uncertainty in their positions. The derivations showed the ACC method to be insensitive to small magnitude and phase errors in the loudspeaker responses as well as phase errors in the microphone responses. In [18], multiplicative errors were assumed on the transfer functions and including their expectation led to a robust formulation of the time-domain acoustic contrast control. This idea was adopted in [115-117] where the authors sought to reduce the number of in situ measurements required for sound zones. They measured a single transfer function from each loudspeaker to each control region and extrapolated to the rest of the region using the radiation model of a point source in free-field. The discrepancy between the extrapolated responses and the true transfer functions were approximated by an error distribution of identically distributed, independent amplitude and phase errors. Given rough estimates of the error distributions, the robust solution was seen to attain nearly identical contrast results as an ACC solution based on transfer functions measured at multiple control points in the control region.

Changes in the speed of sound and random displacement of the loudspeakers were investigated using free-field simulations in [30]. The authors investigated the influence of a $10 \mathrm{~m} / \mathrm{s}$ change in the speed of sound change (corresponding to a $17^{\circ} \mathrm{C}$ change in temperature) and a random displacement of 10 mm . It was observed that ACC performance was generally insensitive to the speed of sound change, but highly sensitive to the misplacement of the loudspeakers. PM was seen to be sensitive to both error types and required regularization to reduce the effect of the changes. Changes in the ambient conditions are also a concern to sound zones applications where it is desired to control the low frequency radiation from open air concerts. A change in wind speed and temperature can reduce the control effectiveness by altering the relationship between the primary loudspeakers reproducing the concert sound and the secondary loudspeakers used to limit the propagation to the adjacent control areas [20].

The purpose of sound zones is to preproduce different audio to different listeners. This means that listeners will occupy the control regions, which scatters the impinging sound field at high frequencies. This effect was observed for a line array in a 17 " monitor in [25], a dual layer circular array surrounding the listener in [23], and a 40 channel loudspeaker array surrounding two zones in [93]. In all cases, the contrast was seen to drop due to the scattering from
the introduced listener and that the severity increased with frequency as the scatterer increased in size relative to the wavelength. While it might be possible to reduce this effect by assuming accurate knowledge of the scattered sound field, this approach was seen to be sensitive to small movements of the scatterer [23]. The severity of the contrast reduction due to the scattered sound field depends on the layout of the control regions relative to the loudspeakers. As an example, it was observed in [109] that a head-sized rigid sphere had negligible effect on the directivity pattern of an endfire loudspeaker array aimed towards the sphere.

Typically, the loudspeakers used for sound field control purposes are expected to act as linear transducers. However, it is well known that the moving coil loudspeaker driver is only approximately linear [64]. At large diaphragm displacements, the loudspeaker will start to generate harmonic and intermodulation distortion products. In [69-71], it was observed that while the 2nd and 3rd order harmonic distortion did not deteriorate the separation between sound zones significantly, high excursion levels also causes changes in the response at the fundamental frequency which was seen to reduce the resulting contrast. Suggestions for countering nonlinear distortion are generally to reduce the signal amplitudes of the loudspeakers through constraining either the array effort [70] or by constraining the maximal gain of each individual loudspeaker $[26,68]$. It was seen that reducing the gain of the individual loudspeakers reduce the nonlinear artifacts, which leads to higher contrast at a given reproduction level in the bright zone [68].

From the literature it is seen that several factors might influence the acoustical separation between sound zones. Examples are temperature variations, nonlinear distortion, and scattering from the listeners. These investigations are almost exclusively made under either anechoic conditions or conditions where the influence of the room can be considered a diffuse contribution. Thereby the robustness of sound zones in environments with strong room influence remains unknown.

### 2.3.3 Perceptual Evaluation

The performance of sound zones can be characterized through physically based parameters such as acoustic contrast and reproduction error. However, this does not necessarily match the performance perceived by listeners in the sound zones. To characterize the perception of listening to one playback signal while another is interfering was the topic of two PhD projects [5, 44]. Listening tests were conducted with two loudspeakers emulating a sound zones system. One loudspeaker reproduced the desired playback signal (the target) to the listener. Another loudspeaker was used to emulate the acoustic leakage from an adjacent sound zone by reproducing a different playback signal (the interferer). In an initial listening test, the participants were asked to adjust the level of the interfering signal until the scenario was acceptable. It was seen that the level reduction required for the scenario to be acceptable depended on the type of
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playback signals used (speech, classical music, pop music) [43].
To further characterize listening to both a target and an interfering signal, an elicitation experiment was conducted to determine the most prominent perceptual attributes describing such a scenario [46]. The most significant attributes were used in a subsequent rating experiment and principle component analysis revealed that around $99 \%$ of the variance could be explained by two dimensions. The first dimension accounting for $89 \%$ of the variance was labeled after the attribute distraction with the description "How much the alternate audio pulls your attention or distracts you from the target audio?" and end-points "not at all distracting" to "overpowered". The second dimension, accounting for $10 \%$ of the variance was labeled after the attribute balance and blend with the description "How you judge the blend of sources to be?" and end-points "complementary" to "conflicting".

Due to the dependence of the playback signal type, further listening tests were made with specific signal types. To predict distraction ratings for music used as both target and interfering signal, a model was presented in [47]. This model combines binaural and monaural recordings of both target and interfering sound to predict the distraction. The loudness ratio between target and interfering sound is a large part of the model, but significant improvement was seen by including overall loudness, frequency content of the interferer, and interference related perceptual score from the PEASS ${ }^{18}$ toolbox [40]. While the model shows good predictions for the listening tests using one loudspeaker to reproduce the target and one to reproduce the interferer, this scenario hardly resembles reproduction systems for creating sound zones. To this purpose, the predictions of the model were validated using two implemented sound zones systems using both music and speech signals in [100] and [99], respectively. Furthermore, the distraction model in [47] is computationally expensive, taking approximately 13 minutes to calculate predictions of a 10 s sample. A real-time modification of the model was proposed in [98] reducing the computation time to $0.04 \%$ of the original model. The performance of the real-time model was validated against the original model in [101]. It was seen that the real-time model predictions are highly comparable to the original model. From the results, it was observed that individuals participating in the distraction rating experiments seemed to have different internal references regarding what is distracting which led to large variances between subjects. However, the distraction ratings were generally low when the target to interferer ratio (TIR) was above 25 dB and 29 dB in the two zones, respectively. TIR was defined as the difference in equivalent A-weighted sound pressure levels ( $\mathrm{dB} \mathrm{L}_{\mathrm{A}, \mathrm{eq}}$ ) between target and interferer in one zone, calculated using 10 s integration time.

While the distraction model is useful for predicting the effect of the interfering audio in a sound zones scenario, it is not a full characterization of the overall sound quality of such a system. Such an evaluation would likely include considering the quality of the reproduced sound in the bright zone, which might

[^7]be degraded due to the involved processing. In [4] the target sound quality, the distraction, and the overall sound quality were rated in a listening experiment for acoustic contrast control, pressure matching, and different variations of planarity control [31]. The main physical changes across the methods were differences in contrast (ACC attaining the highest contrast and degrading over the PC variations towards PM ) and uniformity of the direction of impinging sound which followed the opposite trend (most uniform for PM and least uniform for ACC). The results of the rating experiments revealed that overall sound quality depended on both the quality of the reproduced sound in the bright zone and the distraction from interfering sound. However, overall sound quality was observed to have a significant interaction between control method and the combination of target and interferer content.

The results above provide an idea of the requirements for low distraction ratings in terms of contrast across the reproduced frequencies. It should be noted that while the distraction model appears to generalize well, the observed TIR values are specific for the tested sound zones system. Hence, although a constant contrast of 25 to 29 dB across frequency might be sufficient in comparable scenarios, using the distraction model for evaluating the expected performance of a full sound zones system is recommended. It is further noted, that this range of contrast values is based on the assumption that the playback signals are loudness matched and reproduced at identical levels in the sound zones. If that is not true, additional contrast would be required.

### 2.3.4 Outcome

The prediction of sound zones performance is potentially subject to overfitting, the effect of which is only seen if the evaluation procedure specifically is designed to account for it. Two types of overfitting might occur in the prediction of sound zones performance: one is overfitting the inaccuracies in the room influence model, while the other is overfitting the time-dependent state of the reproduction system. The choice of control method and evaluation of the results should reflect this.

The robustness of sound zones has been investigated in various simulations including different errors used to emulate mismatches between the room influence model and the reproduction system. However, few investigations regarding the robustness are performed using experiments in reflective environments such as rooms or automotive cabins.

Perceptual investigations have revealed that distraction is the most significant attribute used to describe listening to a target and interfering signal. Distraction ratings depend on the target and interfering playback signal types e.g. speech and pop music. Low distraction ratings have been observed in listening tests with 25 to $29 \mathrm{~dB} \mathrm{~L}_{\mathrm{A}, \text { eq }}$ difference between target and interferer.
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### 2.4 Summary

To determine the control filters for the loudspeakers in the sound reproduction system, the capabilities of the system to reproduce sound in the control regions must be characterized. This characterization is included in a room influence model, which in the presented work is a matrix of room transfer functions or impulse responses estimated in situ.

In the literature, general physical parameters to be controlled are the acoustic contrast between a bright and a dark zone, the reproduction error in the bright zone relative to a target sound field, and the array effort. Besides a suitable choice of the control parameters, it has been seen that the arrangements of loudspeakers have a large effect on the attainable performance. The loudspeaker arrangements proposed in the literature depend on the target frequency range and assumptions regarding the location of the listeners.

The control filters are determined under the assumption that the room influence model is an accurate representation of the reproduction system. However, when estimated in situ the model is both subject to uncertainty in its estimation and time-varying behavior of the reproduction system due to e.g. changes in the ambient temperature. The robustness of sound zones to such changes have primarily been considered in simulations of point sources in free-field. It is therefore of interest to experimentally investigate the robustness in reflective environments to include and identify factors which are not included in the simulations.

It is possible to predict the performance of a sound zones system using a room influence model estimated in situ. However, overfitting the sound zones solution to the estimated model is a general concern. Most comparisons of sound zones methods are conducted in simulated or anechoic conditions. It is of interest to investigate whether the general results regarding the performance of the methods are significant under experimental conditions, or whether small inaccuracies in the experiments will suppress the difference between the methods.

The work presented in the literature regarding loudspeaker array beamforming generally considers the effect of the reproduction environment as being either a diffuse reverberation or a specular reflection of the far field directivity. These assumptions are reasonable when the loudspeaker array is far from reflecting surfaces. However, in many applications such a loudspeaker array would be positioned close to reflecting surfaces e.g. walls and furniture in a domestic room or the dashboard and windscreen in an automotive cabin. It is of interest to investigate whether the effects of nearby reflecting boundaries can inherently and robustly be included by the definition of the control regions for in situ estimation of the room influence model.

Compact loudspeaker arrays are used at mid and high frequencies to focus the sound towards the bright zone and away from the dark zone. However, after being reflected off the boundaries of the room, sound eventually reaches the dark zone, thereby, limiting the contrast. This is especially a problem towards
lower frequencies where the compact array is not directive. It is, therefore, of interest to use distributed loudspeakers in as broad a frequency range as possible. Ideally, this should facilitate a transition to the compact array in the frequency range where it is effective. The majority of this work is directed towards limitations of controlling sound fields using distributed loudspeakers in acoustic enclosures.

## 3. Contributions

## 3 Contributions

The contributions from the conducted research are a collection of papers. The papers are organized as a number of studies investigating various aspects concerning the generation of sound zones. The contributions are grouped according to the two research questions. The first research question is related to the contrast and limiting factors. In the previous section, it was reported that the mismatch between the room influence model and the reproduction system will limit the performance. The Papers A, B, D, E, and G provide different investigations on such mismatches. The second research question is related to the control methods for creating sound zones. Paper C introduces a modification of an existing control method, while a method from control theory is adapted to sound zones in Paper F. An overview of the papers is provided in Fig. 10.


Identified Room Influence Model vs. Rendering System
Sound Zones Control Method

Fig. 10: Relationship between the papers. Paper A [74]: Evaluating sound zones performance. Paper B [91]: Influence of temperature variations. P aper C [75]: Reducing pre-and post-ringing in sound zones FIR filters. P aper D [ 72]: Estimation of in situ transfer functions using classical statistics and the influence of measurement noise. Paper E [73]: Bayesian inference of transfer functions and its use for sound zones. Paper F [77]: Sound zones formulated in a moving horizon framework. Paper G [76]: In situ beamforming using a planar loudspeaker array in an automotive cabin.

Throughout the work, experiments have been utilized to test hypotheses regarding the significance of factors limiting acoustical separation between sound zones. Pictures of the setups used for the experiments are provided in Fig. 11. As can be observed from the pictures, some of the setups were built for reproducing sound zones in the entire audible frequency range. The purpose of these implementations was to support listening tests validating the distraction
model, as presented in [99, 100]. The full-bandwidth implementations utilized methods published in the literature and only contribute to the present work as inspiration.


Fig. 11: Examples of experimental setups built and used throughout the project.
In the rest of this section, the contributions are summarized within the two groups relating them to the research questions.

### 3.1 Identified r oom interaction m odel v s. reproduction system

The literature, presented in Sec. 2.3.2, shows that the robustness of a sound zones system is evaluated in terms of the sensitivity to a mismatch between the estimated room influence model and the reproduction system. The majority of the literature dealing with robustness of sound zones investigates the influence in free-field simulations. To test the behavior in more realistic environments, a number of investigations has been conducted as experimental studies. The focus of the studies was factors which might limit the performance of sound zones. In all of these investigations, the sound zones system was assumed to use time-invariant control filters. These filters were determined using a room influence model estimated at time $t_{1}$. When rendering sound zones at
time $t$, the reproduction system might have changed (the system is sketched in Fig. 12). Such a scenario can be emulated by evaluating the performance using a room influence model estimated at time $t_{2}$. This approach was adopted in the contributions in this section to investigate factors limiting the performance of sound zones. Thus, the investigations are expressed in terms of the mismatch between independently estimated room influence models.


Fig. 12: Feed-forward control structure used to investigate room influence model mismatch and evaluation. The blue highlighted blocks indicate the primary blocks being investigated in this subsection which covers papers A, B, D, E, and F.

### 3.1.1 Evaluating the performance of sound zones - Paper A

Hypothesis 1: The differences in performance between alternative control methods are highly dependent on the chosen procedure for evaluating the results.

In the literature, a number of different ranges for the performance of sound zones is suggested. The performance of sound zones depends on the number and location of the loudspeakers, the acoustic enclosure, and the size and positions of the control regions [92]. It is, therefore, rarely possible to directly compare the performance of various control methods between multiple publications. Instead one can evaluate the relative performance between methods. Before the robustness of sound zones to various factors were investigated, a baseline experiment was conducted. The purpose of Paper A [74] was to evaluate a number of ways in which overfitting might influence the predicted contrast as mentioned in Sec. 2.3. This allowed several methods from the literature to be compared under similar conditions. For this investigation, two room influence models were estimated from separate measurements taken with approximately 10 second separation using the woofers depicted in Fig. 11a. The potential overfitting to the noise in the measured room influence model is illustrated in Fig. 13a. In the figure, a significant reduction in the predicted contrast is seen when using separately measured room influence models for determining the control filters and evaluating the results.
Another effect a rises from the filter design process. If the sound zones problem is solved in the frequency domain, independently for each discrete

Fourier transform (DFT) bin, the solution to the independent optimization problems provide a complex scalar for each loudspeaker at each DFT bin. For an actual implementation, it would be necessary to design a digital filter for each loudspeaker matching these complex scalars across frequency. If the FIR filters are designed from the frequency sampling method, they might only be accurate at the designed DFT bins. This effect is displayed in Fig. 13b where the resulting contrast is evaluated at the design DFT grid and at a DFT grid with four times higher resolution. Clearly, the resulting filters do not yield the desired contrast across frequency, but this is only revealed by evaluating the result at a DFT grid which is different from the DFT g rid used for designing the filters.

(a) Contrast results for two conditions: Loudspeaker control filters determined using room influence model 1 and evaluated using room influence model 1 (-). Loudspeaker control filters determined using room influence model 1 and evaluated using model 2, which is measured approximately 10 seconds after model 1 (—).

(b) Contrast results for two conditions: Loudspeaker control filters designed by frequency sampling and evaluated only at the sampled DFT bins ( ${ }^{-}$- ). Loudspeaker control filters designed by frequency sampling and evaluated on a DFT grid having four times higher resolution than the sampled DFT bins (-).

Fig. 13: Results and plots repeated from Paper A [74]. Example of evaluation procedures potentially leading to wrong conclusions when evaluating contrast results.

With the suggested evaluation procedure, several methods for creating sound zones were compared in Paper A [74]. Two main observations were made from this comparison. First, that methods based on time-domain formulations were not subject to the artifacts related to FIR design by the frequency sampling method, as the FIR design was an inherent part of the formulation. Secondly, that a weighted pressure matching method formulated in the time-domain [106] provided contrast results equal to the acoustic contrast control at the design frequencies as shown in Fig. 14. This indicates that the superior contrast performance of ACC relative to other control methods might not be realized in a practical scenario.
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(a) Setup used in the investigation. Eight 10" woofers placed in a circular arrangement surrounding two zones as seen in Fig. 11a. The sampled control regions were $0.4 \times 0.2 \times$ $0.23 \mathrm{~m}^{3}$.

(b) Contrast comparison between acoustic contrast control [27] (-) and weighted pressure matching [106] (-) using mismatched room influence models and DFT grids. The regularization level is $\delta=10^{-7}$, see Paper A [74] for further details.

Fig. 14: Results and plots repeated from paper A [74]. Comparison between acoustic contrast control and time-domain pressure matching in experimental conditions.

### 3.1.2 Outcome of Paper A

As highlighted by the experimental results presented in Paper A [74], the choice of evaluation procedure can significantly alter the conclusions regarding the performance. Even small variations between room impulse responses measured within 10 seconds of each other are enough to significantly reduce the predicted contrast. Thus, it is important to always consider the evaluation procedure when reporting results on sound zones. At the very least, separate measurements should always be used for determining the control filters and evaluating the performance.

### 3.1.3 Influence of temperature changes - $\mathbf{P}$ aper $B$

Hypothesis 2: Changes in the ambient temperature affect the sound zones control due to alterations in the transfer functions between loudspeakers and microphones.

The speed of sound depends on the temperature [55]. Hence, temperature changes will alter the state of the reproduction system and lead to a mismatch from a previously estimated room influence model. To gain insight in the significance of the sensitivity to temperature variations, an experiment was designed in an automotive setting. For this purpose, room influence models (for both filter design and evaluation) were estimated at both $23^{\circ} \mathrm{C}$ and at- $2^{\circ} \mathrm{C}$. Calculating filters u sing a $23^{\circ} \mathrm{C}$ room influence model an d evaluating the result with a $-2^{\circ} \mathrm{C}$ model yielded a large drop in the attained contrast as seen from the results in Fig. 15.

Further investigations indicated that the shift in temperature caused more
than just a change in the speed of sound. The loudspeakers used in the investigation were seen to change resonance frequency due to the shift in temperature. This behavior was confirmed by measurements in a temperature-controlled climate chamber. Simple approaches to compensate for the changes in the loudspeakers and the speed of sound were suggested, but they failed to significantly reduce the effect of the temperature mismatch in terms of the acoustic contrast. It was suggested that the changes to the reproduction system might consist of more factors than a change in loudspeaker resonance frequency and a change in speed of sound e.g. that the boundary conditions of the car cabin might be temperature dependent.

(a) Setup in a car cabin with the front seats being the bright zone and the rear seats the dark zone. Ten woofers were used in the experiment, six of type I and four of type II distributed as indicated.

(b) Contrast when the filters are designed using a $23^{\circ} \mathrm{C}$ room influence model and evaluated using a second $23^{\circ} \mathrm{C}$ model (-). Contrast when the filters are designed using a $23^{\circ} \mathrm{C}$ system model and evaluated using a $-2^{\circ} \mathrm{C}$ model (—).

Fig. 15: Results and plots repeated from paper B [91]. Setup and results from investigating the effect temperature changes $h$ as on generating sound zones in an a utomotive cabin.

### 3.1.4 Outcome of Paper B

Changes in temperature can significantly a ffect the co ntrast pe rformance in an automotive environment. The experiment indicates that it is not straightforward to correct for the changes in temperature. Moreover, it might be necessary to separate the effects on the transducer, the medium, and the boundary conditions in the car cabin if it is desired to compensate the determined filters.

An additional outcome of the study is the importance of careful selection of loudspeaker drivers for a given application. By choosing a driver constructed of materials which maintain their mechanical properties across the investigated temperature range, the change in loudspeaker resonance frequency can be significantly reduced.
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### 3.1.5 Inf uence of noise inherent in the measured transfer functions - Papers D and E

Hypothesis 3: The noise present in the measured transfer functions inherently limits the attainable separation between sound zones.

Even if the reproduction system does not change over time relative to the identified room influence model, there is still an effect which limits its accuracy. That effect is the noise present during the estimation of the room influence model. While background noise levels can be kept low in a laboratory environment, the same cannot be guaranteed in a general domestic or automotive setting. Following the results in Paper A [74], it is of interest to compare predictions of the sound zones performance to the actual performance. To investigate the effect of the measurement noise, simulations and experimen-tal investigations were conducted in Papers D and E [72, 73] using the setup sketched in Fig. 16a.

An initial experimental investigation (presented in Paper D [72] consisted of using repeated measurements to determine how different noise realizations influence the performance prediction. The results in Fig. 16b s how t he maximum and minimum predicted contrast using one measurement to determine the sound field control and one to evaluate the result, over all combinations of 30 repeated measurements. ${ }^{19}$ The results indicate that there can be a large variation between the lowest and highest prediction of the contrast, when no regularization is added to the least-squares problem of pressure matching. When regularization is added, the contrast prediction decreases but so does the difference between maximum and minimum predicted contrast. This shows that the procedure of using different measurements for calculating filters an d evaluating results might reveal some overfitting, but it is not a guarantee that the performance prediction is identical to the actual sound field. ${ }^{20}$

The investigation was continued in Paper E [73], with a slightly different outset. Instead of evaluating the estimated room influence model using another estimate of the model, a simulation study was presented where the effects of the noise could be evaluated with a noiseless model. It was observed that if the noise at each microphone is independent, identically distributed white Gaussian noise, both the regularized and the non-regularized sound zone methods provide consistent and similar results across 100 Monte Carlo simulation as seen from Fig. 16c. However, if the noise is perfectly coherent across the microphones, the Monte Carlo experiments show a large variance and the reg-

[^8]ularization effectively reduces this variation, which is seen from Fig. 16d. The regularization added to the sound zones methods was automatically determined given Bayesian estimation of the uncertainty in the transfer functions. Thus, no manual selection of regularization parameter was required.

### 3.1.6 Outcome of Papers D and E

The results, presented in the papers, highlight that noise in the transfer functions can reduce the performance. However, noise which is independent between the microphones tends to automatically regularize the problem (which is known to reduce the performance if the regularization becomes sufficiently large). If the noise is coherent on the other hand, it was seen to have a much greater impact on the resulting performance. In that case, introducing regularization based on the estimated uncertainty in the transfer functions was seen to reduce the influence of the noise.

### 3.1.7 In situ beamforming at mid/high frequencies - Paper $\mathbf{F}$

Hypothesis 4: Mid / high frequency sound field control is susceptible to changes in the reproduction scenario within complex acoustic enclosures.

As explained in Sec. 2.2.2, when the frequency increases it becomes necessary to change strategy for creating sound zones. One suggested approach to generate sound zones at these frequencies is to use beamforming to focus the sound towards the bright zone and away from the dark zone. In free-field, this approach works well but, in a room or a car, the radiated sound will be reflected by the boundaries of the environment. The common way to treat this effect is to consider the sound field to consist of the direct sound from a loudspeaker array and a diffuse contribution or specular reflections [19, 51, 88, 105]. However, such approaches assume that the boundaries of the environment are far from the loudspeaker array. In general, it is more common that loudspeaker arrays intended for beamforming are positioned close to the boundaries of a room or a car cabin. To evaluate the influence of complex acoustic boundaries, an experimental study was conducted by placing a planar loudspeaker array on the dashboard of a car (see Fig. 11c) and comparing different approaches to focus sound towards the driver's position and away from the front passenger seat.

Two of the methods presented in Paper F [76] are compared in Fig. 17. The first method is delay and sum beamforming, assuming the loudspeakers to be point sources radiating in free-field. The comparison is made against the method from Paper C [75]. This method relies on a room influence model, which for the displayed result was measured from the loudspeakers to microphone positions in front of the headrests, as sketched in Fig. 17a. ${ }^{21}$ It is observed that if the contrast is evaluated at the measured microphone positions
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(using separately measured impulse responses), the approach based on in situ measurements provides superior contrast relative to the delay and sum beamformer. A different performance evaluation was made using RIRs measured to the microphones in a head-and-torso-simulator (HATS) emulating occupied front seats. These measurements were made with the HATS in each of the front seats while the other seat was occupied by a mannequin. Furthermore, the measurements in each seat were conducted at different heights and headrotations of the HATS. Evaluation with these RIRs reveal that the in situ control is sensitive to the introduction of the HATS and mannequin below approximately 2 kHz . The corresponding contrast results show similar performance using delay and sum beamforming and in situ control, given a mismatch due to the inclusion of "listeners" in the front seats. This indicates that the in situ control utilizes all reflection paths available to the loudspeakers from the measured room influence model. Thus, the solution can be considered overfitted to the state of the reproduction system and suffers from changes in the reflection paths caused by introducing listeners in the front seats.

### 3.1.8 Outcome of Paper F

It appears that the discrepancy between in situ measurements and free-field beamforming is primarily a concern at lower frequencies (where the particular array only has limited inherent directivity). At higher frequencies where the array inherently is directive, it also becomes less sensitive to the nearby boundaries and attain similar performance using both delay and sum beamforming and in situ control. This also highlights the importance of the design of the array. It will only naturally become focused in presence of the boundaries if it is well designed for the intended frequency range.

The results highlight that designing sound zones filters, for a compact array, based on in situ measurements can be problematic if the measurements are not a good representation of the rendering scenario. In such cases, it can be almost as effective to assume simplified radiation behavior using delay and sum beamforming.

(a) Setup used in the contribution. Eight 10 " woofers are placed around the room. Six are placed at the edges of the room and the last two are placed as close to the zones as possible.

(c) Influence of noise during transfer function estimation. Rectangular room simulated using Green's function. Independent noise realizations at each microphone used to estimate the room influence model. The results are evaluated with a noiseless room influence model. Average performance (solid) $\pm 1$ standard deviation (dashed) over 100 Monte Carlo iterations. (一): PM with no regularization. (-): PM with regularization based on the uncertainty in the room influence model.

(b) Evaluation of contrast using 30 measured room influence models. One model is used to determine the control and another for evaluating the performance. The shaded areas show the range between maximum and minimum predicted contrast across all combinations of the 30 measurements. The gray area depicts PM results with no regularization. The red area depicts PM results with regularization based on the sample variance across the 30 measurements. See Paper D [72] for further details.

(d) Influence of noise during transfer function estimation. Rectangular room simulated using Green's function. Perfectly coherent noise at all microphones used to estimate the room influence model. The results are evaluated with a noiseless room influence model. Average performance (solid) $\pm 1$ standard deviation (dashed) over 100 Monte Carlo iterations. (-): PM with no regularization. (-): PM with regularization based on the uncertainty in the room influence model.

Fig. 16: Results and plots repeated from Papers D [72] and E [73]. Example showing the differences between e valuating the results using different room influence models or using a noiseless model (only available in simulations).

(a) Microphone evaluation in the car cabin. The target head positions were sampled in a 3D-grid of $5 \times 3 \times 3$ microphones with 5 cm between adjacent microphones.

(c) Microphone evaluation

(b) HATS evaluation using the microphones in the ear-canal. To emulate movement of a person the HATS was adjusted to three different heights (corresponding to the heights of the microphone evaluation) and five head rotations for each height.

(d) HATS evaluation

Fig. 17: Results and plots repeated from Paper F [76]. Contrast results attained with a planar loudspeaker array on the dashboard of a car, see Fig. 11c. The contrast is evaluated with the driver's seat as the bright zone and the front passenger seat as the dark zone. Delay and sum beamformer (-) and in situ control (-) in an automotive cabin, evaluated with microphones and with a HATS. Note that the contrast results have been smoothed with a $1 / 12^{\text {th }}$-octave rectangular window to improve the readability of the results.

### 3.2 Sound zone control methods

The second part of the contributions consists of changes to the sound zones control methods. The focus of the contributions is controlling an aspect related to sound quality and adaptation to changes in the room influence $m$ odel. The control methods in these contributions are demonstrated at low frequencies. However, the methods could just as well be applied at higher frequencies e.g. to determine filters for beamforming.

### 3.2.1 Pre- / post-ringing - Paper C



Fig. 18: Feed-forward control structure used for the investigation in paper C. The blue highlighted block indicate that the main focus is expressing the added constraint on pre- and post-ringing of the reproduced audio in the bright zone.

Hypothesis 5: The pre- / post-ringing in the control ilters deteriorates the sound quality. It is possible to reduce this ringing without reducing the separation between the zones.

One observation which arose during the experimental implementations leading up to the work in $[100,101]$ was that the sound zones processing introduced audible artifacts in the resulting bright zone. The main noticeable artifacts were related to pre- and post-ringing in the reproduced sound. This spread of energy was observed visually in the filters used for creating sound zones with various methods in Paper A [74].

To reduce the pre- and post-ringing in the reproduced sound, the ringing in the control filters was targeted. The proposed solution is to add a weighted $\ell_{2^{-}}$ norm penalty to the FIR filters when minimizing the cost-function for timedomain pressure matching [106]. The weight is chosen relative to the desired reduction of pre- and post-ringing in the filters. ${ }^{22}$ From the results, shown in Fig. 19, it is seen that the proposed solution can reduce pre- and post-ringing
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in the control filters. Furthermore, it is seen that for the particular case it is possible to do so without reducing the resulting contrast between the zones, relative to the regular solution with uniformly weighted $\ell_{2}$-norm.

(a) Setup used in the investigation. Eight 10" woofers placed in a circular arrangement surrounding two zones as seen in Fig. 11a. The sampled control regions were $0.4 \times 0.2 \times$ $0.23 \mathrm{~m}^{3}$.

(b) Eight FIR filters plotted on top of each other, uniform weighting of the $\ell_{2}$-norm (—).

(c) Eight FIR filters plotted on top of each other, specific FIR weighting of the $\ell_{2}{ }^{-}$ norm (-). The reciprocal values of the weighting function (---).

(d) Contrast from filters based on uniformly weighted $\ell_{2}$-norm (-). Contrast from filters based on weighted $\ell_{2}$-norm for reducing pre- and post-ringing in the filters (-).

Fig. 19: Results and plots repeated from Paper C [75]. Example of how FIR filters with different shapes (and thus pre- / post-ringing) properties can provide almost identical contrast results.

### 3.2.2 Outcome of Paper C

Introducing a weighted $\ell_{2}$-norm penalty, it is possible to indirectly control the pre- and post-ringing of the resulting FIR filters. Note that controlling the preand post-ringing of the FIR filters does not guarantee similar properties of the reproduced sound within the bright zone. However, it will limit pre-ringing
if the propagation delays from the loudspeakers to the bright zone are nearly equal.

### 3.2.3 Moving horizon framework - Paper G



Fig. 20: Feed-forward control structure used for the moving horizon control in paper G. The blue highlighted blocks indicate that the desired audio content and a time-varying room interaction model are used as inputs to change the control filters over time.

Hypothesis 6: Including detailed information concerning the rendering scenario in the control structure can improve the resulting separation.

As observed in the previous contributions and the literature, using a room influence model which does not match the current state of the reproduction system leads to a loss of performance, relative to accurate knowledge of the reproduction system. Regularization can reduce the sensitivity to changes in the reproduction system. However, this robustness comes at the expense of reduced performance in the scenario where the room influence model is accurate. A different approach would be to utilize a control framework where changes in the reproduction system can be incorporated into the room influence model as they occur. The proposed solution is a framework, based on a state-space representation of the room influence model, known in control theory as e.g. moving horizon and model predictive control.

Moving horizon is a control method where a new solution is determined at each time-step (e.g. corresponding to the sampling frequency of the playback signal. Besides the determined solution, the framework also predicts how the solution applied at the current time-step will affect the control at future timesteps. This formulation allows the framework to be extended to model systems with inertia. An example of this could be including a loudspeaker diaphragm displacement model, which would be included for constraining the loudspeakers to operate in their linear range.

The work presented in Paper G, is used to show-case two properties of the moving horizon framework. First, the ability to incorporate updates of the room influence model is shown with an example using simulated room impulse responses and moving zones. The example in Fig. 21 is a scenario where two
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zones move throughout the simulated room following a trajectory at constant velocity. The control actions are based where the zones are now and where they will be in the future. The corresponding mean square sound pressure in the moving bright and dark zone are plotted over time in Fig. 21b with white noise as the playback signal. As a reference, the mean square pressure in the moving dark zone is shown for a scenario where the room influence model is not updated relative to the changing zone locations. Instead, the room influence model is kept static using RIRs corresponding to the location of the white-filled squares in Fig. 21a. From the pressure responses, it is observed that not updating the RIRs to match the zone locations clearly reduces the performance.

(a) Moving zone setup. The gray-filled s quares represent zones which move with a constant velocity in the direction of the arrows. The dots indicate positions where the RIRs are known and the white-filled s quares a re the stationary reference positions for the zones. The mean square pressures in the moving zones are plotted against time in Fig. 21b.

(b) Mean square pressure in the moving bright and dark zones from Fig. 21a plotted against time. (-): Pressure in the moving bright zone. (-): Pressure in the moving dark zone when the room influence model is updated relative to the positions of the moving zones. (-): Pressure in the moving dark zone when the room influence model is static, matching the reference positions (the white-filled squares in Fig. 21a). (---): Time interval where the updating room influence $m$ odel matches the static model.

Fig. 21: Results and plots repeated from paper G [77]. Comparison of two zones moving with constant velocity along the trajectories indicated by the arrows and the control filters being updated along with the zone position or just being optimized for one fixed position.

An additional benefit of the moving horizon framework is that it is applied directly to the audio content being reproduced, and not to the expected performance given a white noise playback signal. The effect of this is shown by comparing the performance of the moving horizon framework (with static zones) to the time-domain pressure matching solution as presented in Paper C [75]. This example is based on measured RIRs in the setup of Fig. 11b and utilizes separate measurements for calculating the filters and evaluating the results. The results are presented for three 10 -second-long playback signals; signal 1 is white noise, signal 2 is electronic music, and signal 3 is rap / rnb
music. The parameters of the moving horizon framework were adjusted to attain similar performance, relative to the static filters, in terms of reproduction error and loudspeaker input signal energy for signal 2 . As seen from the results in Fig. 22, it is possible to attain a higher performance in terms of contrast while keeping the other two evaluation parameters almost identical.

### 3.2.4 Outcome of Paper G

The moving horizon framework is a flexible formulation of the sound zones problem in state-space form which enables adaptation to time-varying effects. It offers improved performance at the expense of having to recompute the filters at each time-step. With the state-space formulation it can be extended to include physical models e.g. of a loudspeaker diaphragm displacement.

## 3. Contributions


(a) Stationary setup. Eight 10 " woofers are placed around the room. Six are placed at the edges of the room and the last two are placed as close to the zones as possible. The control regions are $0.2 \times 0.2 \times 0.2 \mathrm{~m}^{3}$.

(c) NMSE. The mean square error is here defined as the spatial average of squared deviation from the target sound pressure in the bright zone at every time sample. The normalization is the average of the squared target pressure in the bright zone across both the bright zone and the duration of the audio content. For a detailed description see Paper G [77].

(b) Contrast. Note that these results are determined in the time-domain, hence, the contrast is the ratio of spatially averaged squared pressures in the bright and dark zone at each time sample. For detailed description see Paper G [77].

(d) Loudspeaker input signal energy. The loudspeaker signal energy is defined as the sum of squared input sample levels to the loudspeakers at each time sample. For further details see Paper G [77].

Fig. 22: Results and plots repeated from Paper G [77]. Mean and $95 \%$ confidence interval over the last 11,000 samples of the three 10 s playback signals, down sampled to 1.2 kHz sampling frequency. The playback signals are: 1) white Gaussian noise, 2) electronic dance music, and 3) rap/rnb music. (x): Moving horizon knowing only the current audio sample. $(*)$ : Moving horizon knowing the current and the coming audio samples. (0): Static filters as used in Paper C.

## 4. Discussion

## 4 Discussion

The contributions, summarized in the previous section, are a collection of confined studies focusing on limited aspects of sound zones. In this section, the results are collected and discussed in relation to a system for generating sound zones.

### 4.1 Significance of error sources in room influence model

The significance oft he potential sources of mismatch between the room influence model and the reproduction system is application dependent. For instance, the resulting sound field from loudspeakers in a room is more complicated than a compact array in free-field. The sensitivity to changes in the room arises when the control method is able to utilize the room response to reproduce the tar-get sound field. In a room, a change in the speed of sound causes a change in the resonance frequencies of the room, whereas in free-field it only results in a phaseshift proportional to frequency and the change in the propagation speed. In Paper B [91], effects due to large changes in temperature were seen to severely decrease the contrast. To illustrate the sensitivity to small temper-ature variations a simple simulated example is included in Fig. 23. The results display the sensitivity to variations in the speed of sound associated with tem-perature changes up to $3^{\circ} \mathrm{C}$. The results in Fig. 23 were simulated using Green's function in a rectangular room and applying the ACC method [27]. Tikhonov regularization has been adjusted at each frequency to ensure the condition number of the matrices involved in the ACC method stayed below $10^{2}, 10^{3}$, and $10^{4}$, respectively. From the plots it is seen that increasing the traditional regularization does not appear to improve the performance, it merely reduces the contrast of the scenario where the temperature has not changed. This indicates that high acoustic separation between sound zones is only feasible if the reproduction system does not deviate from the assumed room influence model.

The significance of measurement accuracy is highly dependent on the setting. While it is unlikely to be significant in a laboratory environment, it can present a problem in practical situations where the acoustic background noise is significant. It should also be noted that the measurement procedure is correlated with the resulting performance. If all the measurements are conducted simultaneously, acoustic background noise will introduce a coherent component between the microphones. On the other hand, if the measurements are conducted with a single microphone being moved between each measurement, the noise influence consists of independent observations. Thereby, the noise might be reduced due to averaging across the microphone positions. In Paper E [73] it was argued that the estimated uncertainty in the estimated room influence model should be included in the control method to automatically regularize the solution.

The above discussions indicate that temperature variations should be a


Fig. 23: Temperature sensitivity of acoustic contrast control simulated in the setup used in Paper E. The ACC loudspeaker weights are determined independently at each frequency at $20^{\circ} \mathrm{C}$ and evaluated using transfer functions where the temperature has been changed by $-3^{\circ} \mathrm{C}$ $(-),-1^{\circ} \mathrm{C}(-), 0^{\circ} \mathrm{C}(-),+1^{\circ} \mathrm{C}(-)$, and $+3^{\circ} \mathrm{C}(-)$. The results are determined given diagonal loadings added to the transfer function matrices ensuring that the condition number does not exceed 100,1000 , and 10000 , respectively.
concern when implementing sound zones in a laboratory environment. Outside the laboratory, measurement noise is an additional concern. Both effects are only significant if the control is based on in situ measurements. For compact loudspeaker arrays based on free-field simulations, the effects are unlikely to be significant, as discussed in Paper F [76].

### 4.2 Limitations of attainable contras

In Sec. 2.3.3, it was mentioned that 25 to 29 dB broadband contrast seems to be required for low distraction between the sound zones, assuming the reproduced playback signals to be loudness-matched in the zones. In order to achieve such level of separation requires a significant a ccuracy of the room influence model and careful decisions to be made during the design of the system to fit the room. The results presented in this dissertation indicate that such performance levels might be attained below approximately 300 Hz , assuming the reproduction
system is perfectly known. From 300 Hz to around 1 kHz , it is unlikely that a compact loudspeaker array would be sufficiently directive to create significant contrast. This is related to the influence of the nearby boundaries affecting the radiated sound as mentioned in Paper F [76] and the effect of reverberation investigated in [105]. Hence, the most promising approach in this frequency range would be to violate the assumption of allowing the listeners to place the loudspeakers in their domestic room. By moving the loudspeakers close to the ears of the listener, the direct sound in the bright zone can be high relative to the direct and reflected sound $r$ eaching $t$ he $d$ ark $z$ one. A $t h$ igher frequencies beamforming solutions can be effective, but they rely heavily on the properties of the room. If sound is focused in the bright zone with a compact array, the sound pressure level in the dark zone depends on the acoustic power radiated by the array and the absorption of the walls reflecting the sound.

### 4.3 Sound field o utside the controlled zones

In this work, the reproduced sound field is o nly e valuated in t wo c ontrol regions, namely the bright and dark zone. While this is sufficient to create and evaluate two sound zones it does not reveal what is happening outside the controlled zones. As the sound field is n ot controlled in this part of the room, it will generally contain a mixture of both playback signals. The severity of the leakage depends on the control method applied and the constraints introduced. For example, loudspeakers distributed around the room and characterized in the control regions leads to an uncontrolled sound field in the remainder of the room. While a mixture of playback signals is undesired for the listener, the uncontrolled sound field is only experienced outside the sound $z$ ones. This is part of the motivation for generating sound zones which are capable of following the listeners in the room, as introduced in Paper G [77]. The contrast performance depends on the size and location of the sound zones relative to the available loudspeakers. Hereby, a number of decisions must be made regarding the behavior of a dynamic sound zones system e.g. to determine what the system should do when two sound zones are very close to each other.

Approaches like beamforming seek to efficiently radiate sound to the target bright zone, hence, less energy is radiated into the room. Thereby, the effect of sound in the uncontrolled part of the room is reduced. However, this does not equate that the sound is imperceptible at other locations of the room. Beaming different playback signals to multiple control regions using a single loudspeaker array introduces an additional challenge. If the control regions should follow the listener in a room, the regions are not allowed to "block line-of-sight" between each other and the loudspeaker array. The immediate solution to this problem is to introduce additional loudspeaker arrays at different positions of the reflecting e nvironment. T his a gain $p$ oses $q$ uestions regarding $t$ he system behavior of dynamic sound zones. A situation which should be considered is that it is likely confusing for the listeners, if the direction of sound impinging to them suddenly change as they move through the room.

### 4.4 General vs. specific sound zone systems

In Sec. 2.2.2, it was briefly discussed that the geometric layout of the control regions and the corresponding loudspeakers has great influence on the performance of a sound zones system. Therefore, the more assumptions which can be made regarding the position of listeners and their interaction with the sound zones system the better opportunity there is to optimize the loudspeaker locations and control methods to the particular scenario. In general, the fewer constraints which are enforced on the listeners' position and behavior, the more loudspeakers would be required to attain adequate control. As seen from the literature, many effective solutions use prior knowledge of the reproduction scenario to improve the performance. One example is to place loudspeakers in the headrest of an automotive style seat [26]. Other examples would be to optimize the geometric layout of loudspeakers to one given scenario. While this often includes placing loudspeakers close to the control regions, it could also include distributing the loudspeakers to have good coupling to the room, or to position the loudspeakers for being able to cancel the sound on the way from the bright zone towards the dark zone.

### 4.5 Three or more zones

The results for two control regions can be extended to three or more. With superposition, creating three sound zones is realized by choosing one control region as the bright zone and the other regions as a combined dark zone. This can be done for all three combinations of bright and dark zones. However, similarly to increasing the size of two control regions, the inclusion of additional regions will reduce the performance in each zone. Furthermore, if one set of loudspeakers is used to render all three playback signals, a higher strain is put on the loudspeakers with superposition of additional solutions. This is a concern related to nonlinear distortion in the loudspeakers.

## 5. Conclusion

## 5 Conclusion

### 5.1 Results

The goal of this study was two-fold: 1) To investigate the attainable separation between sound zones and factors limiting it. 2) To determine control methods to enabling constraints directly on the physical reproduction system and to control parameters related to sound quality.

Throughout this work, experimental investigations were conducted in order to determine factors limiting the attainable acoustical separation between sound zones. The initial experiment compared different control methods at low frequencies in a room using two subsequent measurement sets of room impulse responses. The first set of measurements was used to calculate loudspeaker control filters and the other was used to evaluate the result. The evaluation showed that the small differences between the measurement sets were sufficient to ensure that all the investigated control methods attained similar separation performance.

The initial experimental results indicated that additional constraints on the sound field in the bright zone could be added without deteriorating the acoustic separation. This was verified for a method reducing pre- and postringing artifacts in the reproduced sound field to improve the sound quality.

The potential influence of measurement noise was investigated in later experiments. While measurement noise is unlikely to be a concern in laboratory conditions where the background noise and the measurement duration can be controlled, this is not true outside laboratory conditions. Here, an approach to automatically assess and compensate for measurement noise is desired. The proposed solution relies on variational Bayesian inference to estimate both the transfer functions and the uncertainty in the estimate, which is included in the control method. Simulations were used to show that the type of noise had an impact on the resulting performance. Independent noise between microphones tended to act as regularization, whereas coherent noise had a pronounced effect on the resulting performance. The proposed control method was seen to have little effect in case of independent noise while improving the stability in case of coherent noise.

Time-varying changes in the room impulse responses were investigated for low frequency sound zones in a car cabin. The impulse responses were measured at $-2^{\circ} \mathrm{C}$ and $+23^{\circ} \mathrm{C}$ and it was seen that sound zones designed for one temperature performed poorly at the other. Besides a change in the speed of sound, the temperature was seen to alter the response of the loudspeakers. The temperature dependence of the loudspeakers was verified in a temperature-controlled climate chamber.

An investigation at mid to high frequencies was conducted with a compact loudspeaker array on the dashboard of the car. Control filters designed for freefield conditions and in situ measurements were used to evaluate the benefit of in situ measurements. The separation attained with the compact array was
seen to increase when using in situ measurements in the control regions, but the results were sensitive to changes in the cabin due to the inclusion of two emulated passengers in the control regions.

The sensitivity to inaccurate measurements is generally treated by introducing regularization. While this typically increases the robustness of the control, it also decreases the performance relative to the scenario where the measurements are accurate. As an alternative, a method (known as moving horizon) was adapted from control theory to incorporate changes in the room impulse responses. An example application was sound zones moving to follow listeners at positions where the room impulse responses have been measured. Additionally, the proposed method was seen to outperform static time-domain filters in terms of separation.

The results of this work have indicated that several factors limit the attainable separation and need to be considered when creating sound zones. In order to work in real world conditions, it is important to target the mismatch between measurement and the state of the reproduction system. In this work 1) Measurement noise, 2) Temperature shifts, and 3) Surfaces close to a compact array, were shown to be of high importance. Robust and stable performance can be attained but generally leads to lowered performance relative to accurate measurements. The proposed solution is to incorporate knowledge of the uncertainty into the control method and adapt to changes in the reproduction system. Further work is required to infer and model the relevant changes for the adaptation.

### 5.2 Outlook

The perceptual investigations on sound zones indicate that around 25 to 29 dB of separation across the audible frequencies would be required to ensure most people would not be distracted by sound leaking between sound zones. The presented results indicate such performance is only attainable at low frequencies if the room impulse responses from loudspeakers to control regions are known with high precision relative to the time-dependent state of the loudspeakers and environment. At mid and high frequencies, beamforming seems to be inadequate to attain separation of this magnitude in an extended region of space. An implementation in a room with less than 0.33 s reverberation time (RT60) in the range $250-4000 \mathrm{~Hz}$ was seen to attain up to 20 dB separation between two planar sound zones of $0.53 \mathrm{~m} \times 0.53 \mathrm{~m}$ using a 24 -element line array [87]. In a room with longer reverberation time, this separation would likely be reduced. Alternative approaches in the literature utilize loudspeakers close to the ears of the listeners and only seek to control the sound field at the ears. This might be a suitable solution if the application allows such positioning of the loudspeakers.

## 5. Conclusion

### 5.3 Further Work

The temperature dependent changes of the room impulse responses measured in the automotive cabin indicated that multiple factors were changing with the ambient temperature. A future research direction could be to extend the experiments to identify and model the effects of loudspeakers, the behavior of air, and the acoustic impedance of the boundaries in the reproduction environment separately. The purpose would be to predict and compensate for temperature dependent changes in the environment.

Throughout the experimental investigations it has been seen how measurement noise and changes in the environmental conditions can change the performance of sound zones. While the measurement uncertainty can be estimated and introduced in the control of sound zones, the proposed procedure is based on steady state response measurements with multi-tone signals. It would be of interest to extend the procedure to deconvolution-based measurement techniques such as the exponential sweep. This would enable a formulation of the time-domain methods which inherently includes the uncertainty in the measurements.

The suggested moving horizon framework (Sec. 3.2.3) was proposed in order to incorporate time-varying models in the sound field control. While the formulation allows the update of the room impulse responses, it also predicts the consequences of current control decisions to future control scenarios. This extends naturally to e.g. constraining the loudspeaker diaphragm excursion to a linear range based on a short foresight of the audio content to be reproduced in the zones. Updating the transfer functions, as they change, requires knowledge of how they change. It is an active area of research to infer the sound pressure (or even the transfer function) at a position away from the physical microphone measurements.

A general challenge in creating sound zones is to determine the priority of the terms to be controlled. This challenge is two-fold as it is desired to define requirements for the performance of the system, but it might not be possible to fulfill the requirements. The problem arises when priority changes depending on the attainable performance. For example, it might be preferable for the listeners in two sound zones to agree on one common playback signal, rather than reproducing individual playback signals in the zones with clearly audible interference between the zones. Another aspect of this problem is the allowable deterioration in the sound quality of the reproduced playback signals relative to the attainable separation. The sound quality deterioration could e.g. be in terms of reduced uniformity of where the sound impinges from, spectral coloration of the reproduced sound, and time-smearing artifacts such as pre- and post-ringing. Future research could therefore investigate the primary factors for overall sound quality in sound zones and how to control the identified factors.
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[^0]:    ${ }^{1}$ www.posz.org

[^1]:    ${ }^{2}$ Reproduction system is used to denote a set of loudspeakers with controllable input signals reproducing sound in an anechoic or reflective environment e.g. a room. The reproduction system includes both the loudspeakers and the environment.
    ${ }^{3}$ The playback signal is considered to be a monophonic signal stored in a digital format which is desired to be reproduced as sound.
    ${ }^{4}$ Control region is used to denote a spatial region where it is desired to control the sound field.
    ${ }^{5}$ Sound zones are two or more control regions in which different playback signals are desired.

[^2]:    ${ }^{6}$ The choice of words "room influence model" is used as a general term which also includes radiation of sound under anechoic conditions.
    ${ }^{7}$ In that case, there is no identification stage to create sound zones, the room influence model is just assumed.

[^3]:    ${ }^{8}$ The relation between the continuous integral and the corresponding discretization is rarely addressed in the sound zones literature and it is uncommon to assign weights to the microphone observations reflecting the implied numerical integration even when the sampling grid is not regular.

[^4]:    ${ }^{9}$ See Sec. 2.3.3 for a definition of distraction.

[^5]:    ${ }^{10}$ Reducing the allowed array effort is equivalent to increasing Tikhonov regularization in the least squares problem [54].

[^6]:    ${ }^{11}$ The loudspeaker signal is the output of the linear convolution between the playback signal and the loudspeaker control filter.
    ${ }^{12}$ Note that defining t he c ontrast c ontrol int he t ime-domain w ithout c onstraining the average spectrum of the reproduced sound in the bright zone tends to produce solutions which strongly favors a single frequency as observed in [103].

[^7]:    ${ }^{18}$ Perceptual evaluation of audio source separation (PEASS).

[^8]:    ${ }^{19}$ Note that in the investigations for Paper D and E [72, 73], FIR filters a re n ot designed, and the sound field control is only considered at the particular frequencies where the transfer functions were determined. This was a deliberate choice to highlight the direct influence of the estimation error at each frequency separately. The frequency independent investigation of the results is motivated by the framework used to estimate the variance in the transfer function measurements. Following that decision, the measurements were made as steadystate response measurements using multi-tone excitation signals.
    ${ }^{20}$ Of course, the quality of the prediction depends on the quality of the measurements. Measurements with higher signal to noise ratio would show less variation between the predictions.

[^9]:    ${ }^{21}$ In Paper F [76], the method is denoted in situ zonal control to specify the associated room influence model relative to other investigated choices.

[^10]:    ${ }^{22}$ A similar penalty could be imposed on the resulting pressure impulse responses in the bright zone. However, such an approach does not offer control of how the resulting sound field is attained. As seen from the results of Paper F [76], utilizing all the reflection paths in the RIRs can make the resulting sound field control sensitive to changes in the environment.

