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Abstract

In this thesis we developed a text mining tool capable of doing the pre-processing of text
documents as well as their classification. The main focus was the development of a platform
capable of executing operations of data extraction, natural language processing, data classification
and evaluation of the constructed models, given a corpus of labeled documents. This is deeply
involved with predictive analysis, used in several business and data mining research fields. This
document classification tool was tested with a sentiment analysis dataset, about movie reviews,
where the documents are classified with a positive or negative polarity. The goal was to achieve
an accurate predictive classification, while presenting the user with a user-friendly interface, for
easier interaction with the platform. We have also made an evaluation and comparison between
several Machine Learning algorithms, using accuracy as the evaluating metric, to understand in
which circumstances we could achieve the best results.
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Resumo

Nesta tese desenvolvemos uma ferramenta de text mining capaz de fazer o pré-processamento
de documentos de texto assim como a sua classificação. O foco principal foi o desenvolvimento
de uma plataforma capaz de executar operações de extração de data, processamento de linguagem
natural, classificação e avaliação dos modelos contruídos, dado um conjunto de documentos ro-
tulados. Isto encontra-se profundamente análise preditiva, usado em vários campos comperciais
e de pesquisa sobre extração de data. Esta ferramenta de classificação de documentos foi tes-
tada num dataset de análise sentimental, acerca de críticas de filmes, onde os documentos estão
classificados com polaridade positiva ou negativa. O objetivo foi obter um classificação pred-
itiva precisa, enquanto é apresentado ao utilizador uma interface amigável, para uma interação
fácil com a plataforma. Também fizemos uma avaliação e comparação entre vários algoritmos de
Machine Learning, para perceber em que circustâncias conseguimos obter os melhores resultados.
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“Rather than accepting confusion and uncertainty, we create superstitions and beliefs that make us
feel like we have control over our lives. In fact to not form a superstition or belief or guess about

the world around us is to be powerless, even when the superstitions are unconnected to reality.”

Michael Stevens
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Chapter 1

Introduction

This project was dedicated to the construction of a framework capable of offering the user tools

to select, process and classify data from a corpus of documents. The goal was to create a dynamic

platform, capable of executing operations of data pre-processing and document classification, pre-

sented with a user-friendly interface to facilitate the interaction with the system. Throughout this

thesis, we presented the proposed methodology used to achieve our goals, the different modules of

the application and the different operations that together compose the selection, pre-process and

classification actions, applied to several datasets. We have done an analysis of the state of the art

approaches used in data mining to achieve this solution, compared different document processing

techniques and specified how this framework was developed. Then, we describe several algo-

rithms used in natural language processing and for text classification, used to extract important

features and implementing a predictive analysis approach. This framework is capable of classi-

fying different text datasets, after learning the causality between the weight of important features

present in the corpus and their polarity label, we have used several data mining algorithms in order

to evaluate the accuracy in the classification of the datasets.

1.1 Context

Text mining evolved to offer an approach to efficiently retrieving information from text, cre-

ating tools for the analysis of the causality between the features present in processed datasets and

their positive or negative polarity. Processing and categorization of data are the two main text

mining processes for the manipulation of extracted data. The interest for predictive analysis in

several different fields has increased over the past years and this work can be used to make bet-

ter predictions about the future. It could be useful, for example in stock market, for precision of

values, accordingly to specific scenarios. It is a complex process of deriving quality information

though the knowledge gained from the associations found in the previously categorized dataset, in

order to create a model capable of achieving a high accuracy in the classification stage.
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2 Introduction

1.2 Motivation

With the increment of available information, there is a necessity for the creation of a frame-

work capable of extracting knowledge in a dynamic and efficient way. This serves as a motivation

for the devotion of extracting information from a dataset and transform it into a structure for fur-

ther processing and classification, a process known as data mining. The discovery of patterns of

relationship between the entities is essential for predictive modeling, through the derivation of

associating rules between the relations present in the documents. This is also essential for further

extraction and visualization of data. With the rising necessity of working with larger and larger

datasets, it is important to try to maximize the efficiency in the processing of the dataset but also

the quality of the predictive analysis. There is a demand for the increase of efficiency in retrieving

information, in a way of dynamically matching the expectations of rate of evolution in this field.

This induces interest for the creation of tools suited for the processing and derivation of knowledge

in a sustainable and efficient way.

1.3 Objectives

In this thesis we have implemented a platform capable of loading and processing a corpus of

labelled documents. With this application, the user can select one or more pre-processing opera-

tions to apply to a dataset, which then will be processed. After, it is generated a vocabulary of the

features present in the processed dataset and it’s generated an attribute-relationship file, containing

for each of the documents the weight of the features present in the vocabulary. The goal is now to

understand the influence that each feature present has in the document label, that can be positive

or negative. From that file, it is now possible to apply several classification algorithms, with the

goal of making an accurate prediction in the classification of the dataset, based on the previous

knowledge gained. The main objective is to achieve an accurate prediction in the classification of

the datasets. We have done an in-depth analysis of the different accuracy scores obtained from the

classification algorithms, in datasets processed after applying several pre-processing operations.

1.4 Dissertation Structure

The present dissertation is composed by five chapters. Chapter 2, describes the process of

data mining, as well as the key concepts related to this topic. Chapter 3, details in depth the text

mining process, with the analysis of the system architecture. Chapter 4 presents the case study and

the conclusions about the model evaluation. Finally, Chapter 5 presents the achieved results and

details about the future work.



Chapter 2

Data Mining

2.1 Data Mining

Data mining is the process of extraction of knowledge from the associations of features present

in the dataset. By finding and studying the relationships present in the data, it’s is possible to

map important information, classify it and build models (1) for prediction of future behaviours,

based on the knowledge obtained from previous data processing. This is inherently connected with

machine learning, a task known as predictive analysis. Data Mining is composed of two main steps

- Data Pre-processing / Preparation and Data Processing / Mining. Data Pre-processing involves

the operations of data cleaning, selection and transformation, while Data Processing includes data

mining, pattern evaluation, and knowledge representation. It is a field with a high commercial

value, since that the extraction of knowledge is a very important topic for knowledge discovery in

databases that every major company has. It is capable of being applied to predictive analysis, a

crucial task for every scenario simulation.

2.1.1 Data Mining Steps

Firstly, it is important to understand the key concepts and main steps that compose the data

mining process in order to further explore how the derivation of information is achieved. Bellow

are described the main steps of data mining.

• Data Pre-processing / Preparation - Data Preparation is based in operations of data clean-

ing, data selection and data transformation.

Data Selection - It is important to select relevant data for the purpose of the study in

question. The dataset should be robust and the information for the research should be gath-

ered from a reliable source (2). To achieve the goal of accurately classifying a dataset, it

is important to choose a labelled one, with each document being assigned with a positive

or negative sentiment. This will be later important in the classification stage, in order to

3



4 Data Mining

extract a relationship between the corpus and their label, while applying different classifica-

tion algorithms, to see which ones are capable of achieving the best accuracy score in this

predictive analysis process.

Data Cleaning - An essential stage for the pre-processment of the documents. It is

comprised with several operations necessary for the cleaning of irrelevant data, giving con-

trol to the user of which features is he interested in retrieving, and defining how the tok-

enization of features shall be arranged. This contains a set of very important operations, like

the removal of special characters, stemming, lemmatization, named entity recognition, in a

way of reducing the number of actual relevant words present in the dataset, for the future

extraction of the most important features present in the corpus (3).

Data Transformation - Converting the data from one structure or format to a different

one. In this particular case, that would refer to the processing of the csv file or the text file

and converting them into a data structure in which the processing operation will take place

(4).

• Data Processing / Mining - This phase composes a different number of processes, such as

the detection of anomalies, to ensure that the data received has no errors, pattern evaluation,

associative learning, made with the mapping of relationships between the entities present in

the text and clustering, with the aim of grouping entities with similar characteristics and the

classification of the data based on the previous mapping, to minimize the modeling error

and maximize the data classification accuracy (5).

These are the main steps that compose the data mining process. Bellow it will be represented

a few more important concepts that occur in this dynamic derivation of knowledge.

1. Natural Language Processing - An essential stage that involves natural language process-

ing. In this stage, the documents are being pre-processed and there are applied a series of

operations to sanitize the text, such as the removal of special characters, synonyms sub-

stitution, stemming, lemmatization and named entity recognition (6). These will be the

operations applied to the corpus of documents to be ready for the processing stage.

2. Clustering - This is the process of grouping into clusters segments of information that share

similar characteristics between them. A similarity function is used to understand the degree

between them, being the clusters formed by different types of entities present in the corpus

of documents. It is the unsupervised classification of patterns (observations, data items, or

feature vectors) into groups (clusters) (7).

3. Regression - Main process for the association of relationships between variables. This

can be specially applied for predictive analysis, where there are defined causal relationships

between the independent and dependent variables present in the corpus. Both regression and
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classification are essential features in predictive analysis. In regression one is predicting a

numerical quantity whereas in classification one is predicting a non numerical variable (8).

4. Classification - This function refers to the attribution of predefined classes to the processed

corpus. Based on the tags present in the dataset, it will be divided into a training and a test

set, normally 70-30%, in which the training set (70%) of the dataset will be used for the

study of the relationship between the weight of the entities present in the corpus and their

respective tags, to then apply to the test set, with a different number of algorithms, such

as the multinomial naive-bayes, k-nearest neighbor and decision trees. After this process it

will be possible to analyze the accuracy achieved in the classification of the test set (9).

It is also important to state the difference between supervised and unsupervised learning tech-

niques, as the data mining algorithms belong to one of the two categories. In the first one, the

knowledge is obtained from data that hasn’t been categorized before, untreated data, analyzing

common properties and acting based in the differences present in the database. Unsupervised

learning is specially important in clustering and neural networks creation. In contrast, supervised

learning relies in the analysis of training data to produce a function that will map similar scenarios,

based in previous deducted knowledge. This will be the main focus around this topic, where it will

be extracted relationships from a previously categorized dataset. This one in particular is used for

sentiment analysis, as a polarity based dataset labeled as positive or negative.

2.1.2 The CRISP-DM Methodology

CRISP-DM stands for Cross-Industry Process for Data Mining. The CRISP-DM methodology

(10) provides a structured approach to planning a data mining project. It is a robust, flexible and

powerful methodology, used in data mining to create platforms, providing an approach to this

issue. It is composed of six main stages - Business understanding, Data understanding, Data

preparation, Modeling, Evaluation and Deployment. A schema of the methodology can be seen in

Figure 2.1.

• Business Understanding - Setting the objectives, from a business perspective, define a

project plan to achieve the proposed goals and lay out the criteria that will be used to deter-

mine whether the project is successful from a business point of view.

• Data Understanding - Initial data collection, data description, including format, quantity

and number of attributes. It involves the mapping of key attributes, the properties and rela-

tionships between them and a verification of the quality of the selected data.

• Data Preparation - Selection of data, including deciding about which data will be included

and removed, cleaning of data, construction of the acquired data, with the new generated

attributes and the integration of the processed data in the system.

• Modeling - Selection of the modeling technique, with the specification of the algorithms

used for processing and classification of data, the modeling assumptions, such as the class
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attributes having an uniform distribution, no missing values allowed, etc. The generation of

a test design, that describes the intended plan for training, testing and evaluating the models

and then building the models with the set parameters, description and interpretation of the

models and finally model assessment. This stage includes the interpretation of the models

according to the domain knowledge, the data mining success criteria, the desired test design,

summarization of results, list the qualities of the generated models and ranking their quality

in relation to each other.

• Evaluation - Assessment of data mining results achieved, with the summarization of re-

sults in words of business success criteria, including a final statement regarding whether the

project meets the initial stated business objectives or not. It should also include a review of

the process, highlighting the tasks that have been missed and those that should be repeated,

in order to prepare the generated models for further actions.

• Deployment - Development of a deployment plan, with a summarization of the chosen de-

ployment strategy, including the necessary steps and how to perform them. It should also

be developed a monitoring and maintenance plan. Lastly, there is a production of a final re-

port, the final written report of the data mining engagement, including the previous versions,

description of the features and a statement of the achieved results. There is often a final pre-

sentation, a meeting at the conclusion of the project at which the results are presented to the

customer.

Figure 2.1: The CRISP-DM Methodology.
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2.1.3 Classification Algorithms

Classification (9) is a very important task in data mining, where data is divided in a test and

training set, where the training set will be used to study the relationships between the features and

their respective classification. After, the test set will be classified accordingly to the knowledge

extracted from the training set. After that, it will be made an evaluation of the model created.

There are several classification algorithms that will be analyzed in this thesis - Support Vector

Machine (SVM), Naive Bayes (NB), K-Nearest Neighbor (K-NN), J48 and Random Forest (RF).

1. Naive Bayes - Naive Bayes is a technique for classifiers construction, where it is possible to

create models that assign class labels to problem instances, represented as vectors of feature

values, where the class labels are drawn from a finite set. In Naive Bayes classifier, it is

assumed that the value of a particular feature is independent of the value of any other fea-

ture, given the class variable, considering that each of the features contribute independently

to the probability of influencing the class label. Working with a probabilistic classification

method, based on applying Bayes’ theorem with strong independence assumptions between

the features, the naive Bayes classifiers can be trained very efficiently in a supervised learn-

ing position (11).

2. Random Forest - This is an algorithm for data classification and regression, that involves

a multitude of decision trees at training, while outputting the class that is the mode of the

classes (classification) or mean prediction (regression) of the individual trees. They are used

as a predictive model to go from observations about an item, represented in the branches, to

conclusions about the item’s value, represented in the leaves. It creates a model for decisions

and their possible consequences, including the chance of event outcomes, resource costs,

and utility. When the target variable can take a discrete set of values they are called classi-

fication trees. Decision trees where the target variable can take continuous values are called

regression trees. In these types of structures, leaves represent class labels and branches rep-

resent conjunctions of features that lead to the class labels. By using this model it’s possible

to do a predictive analysis, classifying the model based on previous input variables (12).

3. K-Nearest Neighbor - This is a distance-based algorithm used for data classification and

regression, where the output depends on whether K-NN is used for classification or regres-

sion. In the first case, the output is a class member. An object is classified by a vote of

its neighbors, with the object being assigned to the class most common among its k nearest

neighbors. It uses a weight to the contributions of the neighbors, so that the nearer neighbors

contribute more to the average than the more distant ones. A common weighting algorithm

consists in giving each neighbor a weight of 1/x, being x the distance to the neighbor. If k

= 1, then the object is simply assigned to the class of that single nearest neighbor. In K-NN

regression, the output works as the property value for the object. This value is the average

of the values of k nearest neighbors (13).
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4. Support Vector Machines - Support Vector Machines (SVMs) are supervised learning

models with associated learning algorithms that analyze data used for classification and

regression analysis. Given a training set, with each element marked as belonging to one

or the other of two categories, an SVM training algorithm builds a model that assigns new

examples to one category or the other, making it a non-probabilistic binary linear classifier.

This algorithm is normally used for dataset classification, with the binary class tags. An

SVM model is a representation of the attributes as points in space, mapped so that the at-

tributes of the separate categories are divided by a gap. New examples are then mapped into

that same space and predicted to belong to a category based on which side of the gap they

fall. Support vector machines can be used both in linear and non-linear classification (14).

5. Decision Trees - A decision tree is a decision support tool that uses a tree-like graph or

model of decisions and their possible consequences, including chance event outcomes, re-

source costs, and utility. It is an algorithm that only contains conditional control statements.

A supervised learning method used for both classification and regression tasks. The goal is

to create a model that predicts the value of a target variable by learning decision rules derived

from the data features. A decision tree typically starts with a single node, which branches

into possible outcomes. A decision node, represented by a square, shows a decision to be

made, with the end node showing the final outcome of a decision path (15).

2.2 Text Mining

Text Mining is a subfield of data mining, using a similar approach, applied particularly to the

extraction of knowledge from text files. There are several tasks that Text Mining can address:

• Information Retrieval - Collecting and preparing a corpus of document, after selecting

relevant and robust data for the purpose of the study. To achieve the goal of accurately

classifying a dataset, first it’s important to focus of the data selection process. This includes

the selection of a relevant dataset, with a description of the data that has been acquired,

including its format and quantity, giving the number of records and fields in each table.

Evaluation of the quality of data and the ability of meeting the established requirements are

some of the main tasks present in information retrieval (2).

• Natural Language Processing - Use of several operations to analyze the original text, pars-

ing it to be ready for classification. This involves operations of special characters removal,

stopwords removal, stemming, lemmatization, synonyms substitution and Named Entity

Recognition (NER) (16).

• Term Weighting - The Term Frequency–Inverse Document Frequency (TF-IDF) is an ef-

fective metric for calculating the weight of the attributes present in the documents, relative

to the whole corpus. Term frequency (TF) deals with counting the number of occurrences of

each attribute present in the dataset, for each document. The Inverse Document Frequency
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measures how much information a word provides. The TF-IDF aims to reflect how impor-

tant a word is to a document relative to the corpus, increasing proportionally to the number

of times a word appears in the document and decreasing by the number of documents in the

corpus that contain the word. By this way, a high weight in tf–idf is reached by a high term

frequency and a low document frequency of the term in the whole dataset. By assigning

the weight of a term proportionally to its occurrences in all the dataset, it is possible to do

a more accurate extraction of the importance of features present in the corpus. This allows

for the creation of vocabularies, containing a unique set of the words present in the dataset.

This is important for mapping the important features, accordingly to their weight. (17)

• Sentiment Analysis - It is a branch of natural language processing, that aims to extract the

polarity and subjectivity present in text, in order to create a sentiment(18). The polarity is

usually defined as 0 or 1, representing False or True respectively. The polarity is defined

as a negative to positive sentiment, while the subjectivity ranges from a personal belief to a

known fact, represented from 0 to 1. The most common type of datasets used for sentiment

analysis are polarity based, where the documents present in the corpus are classified as either

positive or negative. This is relevant for the classification stage, where the processed datasets

are classified, based in previous obtained knowledge about the relationships between the

weight of the words present in the corpus and their polarity label.

• Predictive Analysis - Predictive Analysis is an essential feature of text mining, and data

extraction in general. Feature extraction has the goal of using processed data to forecast

results, a process known as knowledge discovery (19). By splitting the processed dataset

into a train and test set, it is possible to use classification algorithms, such as Naive Bayes

and K-Nearest Neighbor to study the relationships between the attributes and their tag in the

classified training set to predict the classification in the test set.

2.3 Model Evaluation

Model evaluation refers to the metrics and methods to assess the finality of the models con-

structed. Sensitivity and specificity are statistical measures of the performance of a binary classi-

fication test, with most important parameters are the accuracy, precision, recall and f1 score. The

accuracy score refers to the percentage of the train set that was accurately classified, after being

trained. The precision score refers to the ratio between the number of true positives and the sum of

the total true positives and false positives. The precision is the ability of the classifier not to inac-

curately label as positive a sample that is negative. The recall score is the ratio between the number

of true positives and the sum of the true positives with the number of false negatives. The recall is

the ability of the classifier to find all the positive samples. The F-Measure score can be interpreted

as a weighted harmonic mean of the precision and recall, reaching its worst score at zero and its

best value at one. True positives, refer to the number of positive instances correctly classified as

positive, true negatives refer to the number of negative instances correctly classified as negative,
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false positives are the number of negative instances incorrectly classified as positive and false neg-

atives are the number of positive instances incorrectly classified as negative. The confusion matrix

represents a visualization of the true positives/negatives and false positives/negatives. TP Rate is

the true positive rate, represented as the ratio between true positives and the total of positives. FP

Rate is the false positive rate, represented as the ratio between the false positives and the total of

negatives. ROC Area is a performance measurement that represents degree of separability. It tells

how much model is capable of distinguishing between classes. The ROC curve is plotted with

True Positive Rate (TPR) against the False Positive Rate (FPR), with TPR on the y-axis and FPR

on the x-axis. Positive predictive value (PPV) is calculated as TP / (TP + FP), representing the ra-

tio between true positive values and the sum of true positives with false positives. Precision-recall

curve (PRC) is a plot of precision (PPV) vs. recall ( sensitivity) for all potential cut-offs for a test.

Sensitivity can be calculated as TP / (TP + FN). All of these formulae can be consulted in Table

2.1.
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Formulas used in our study
Sensitivity or True Positive Rate
(TPR) T PR =

T P
P

=
T P

T P+FN
= 1−FNR

Specificity or True Negative
Rate (TNR) T NR =

T N
N

=
T N

T N +FP
= 1−FPR

Precision or Positive Predictive
Value (PPV) PPV =

T P
T P+FP

= 1−FDR

Negative Predictive Value
(NPV) NPV =

T N
T N +FN

= 1−FOR

Fall Out or False Positive Rate
(FPR) FPR =

FP
N

=
FP

FP+T N
= 1−T PR

Miss Rate or False Negative
Rate (FNR) FNR =

FN
P

=
FN

FN +T P
= 1−T NR

Accuracy (ACC)
ACC =

T P+T N
P+N

=
T P+T N

T P+T N +FP+FN

F1-Score (F1)
F1 =

PPV ∗T PR
PPV +T PR

=
2T P

2T P+FP+FN

Cohen’s Kappa (k)
k =

po − pe

1− pe
= 1− 1− p0

1− pe

Table 2.1: Formulas used in the evaluation stage.

2.4 Machine Learning and Text Mining Tools

Python was the selected programming language for the implementation of this project, for

the availability of critical modules necessary for natural language processing, data extraction and

classification. A wide set of existing tools is available for the practice of Data Mining. Some of

them include:
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2.4.1 Text Mining Tools

• Weka - Weka (20) is a software that provides several machine learning algorithms for data

mining tasks. It contains algorithms for data preparation, classification, regression, clus-

tering, association rules mining and visualization. It is essential for predictive analysis,

achieved with the classification of the datasets, by previously generating an attribute rela-

tionships file with the weight of the features associated with their tag, as a way of further

extract knowledge from the datasets.

• NLTK - Natural Language Toolkit (NLTK) (21) is an essential module for natural language

processing. It provides tools such as stopword list, a module for stemming and lemmatiza-

tion and a word tokenizer. These are all essential modules for the document preprocessing

stage. It also provides a wordnet dictionary, used for substituting the attributes present in

the text for their synonyms.

• Spacy - Spacy (22) is a module used for the named entity recognition. The aim of the

use of this tool was to map entities present in the corpus, identifying them, from a set of

entities present in a library, and replacing the words that compose it with a unique token.

For example, Nile River would be replaced for Nile_River and identified as a Location

(LOC), as a way of reducing the number of total tokens in the text, prior to the extraction

of features. This module is divided into a different number of classes for the recognition

of entities, such as Person, Location, Event and Date, making it possible to identify and

map the entities found in the text. More of this usage is further detailed in chapter 3, in the

section about pre-processment stage, named entity recognition.

• Scikit-learn - Scikit-learn (23) is an essential module for feature extraction and model clas-

sification. It was used the TfidfVectorizer function to create a matrix of the tf-idf values

along the corpus, as a way of doing the term weighting. It also has a splitter function, with

the goal of dividing the set into a test and training subset. It provides algorithms for the

classification, such as Multinomial Naive Bayes and K-Nearest Neighbor. It was possible to

combine these tools to measure and evaluate the model created, with the extraction of data

about the accuracy, recall and f1 scores.

• RapidMiner - RapidMiner (24) is software platform that provides an integrated environ-

ment for data preparation, machine learning, deep learning, text mining, and predictive

analytics. It is used for business applications as well as for research and application devel-

opment, supporting all the steps of the machine learning process, such as data preparation,

results visualization, model validation and optimization.

• KNIME - Konstanz Information Miner (KNIME) (25) is an open-source tool for data an-

alytics, reporting and integration platform. KNIME integrates several components for ma-

chine learning and data mining, using a modular pipeline for data processing. It also pro-

vides the user with a graphic interface capable of performing different data operations, such
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as pre-processing (Extraction, Transformation, Loading) or modeling, data analysis and vi-

sualization.

2.4.2 Other Tools

• Tkinter - Tkinter (26) is a Python module used for the creation of the user interface. It was

possible to create and combine the several windows with different scripts, accordingly to the

option selected from the user. From choosing to load a file, to the pre-processing operations

and the creation of an attribute relationship file for the model classification, the user was

provided with a different set of options to apply to the dataset being analysed.

• MySql - MySQL (27) is an Oracle-backed open source relational database management

system (RDBMS) based on Structured Query Language (SQL). MySQL is a client-server

model. The core of MySQL is MySQL server, which handles all of the database instructions.

By using it, it was possible to store the datasets, as well as their class attributes.

2.5 Related Work

With major classification tools already available to the public, is was created a platform ca-

pable of doing pre-processing operations do a dataset, chosen by user, and then export it into an

output file, with the processed dataset. Then, it can then be integrated with other platforms, such as

Weka (20) or RapidMiner (24) for processing operations. The major platform studied was Orange

(28), a machine learning and data mining tool for data analysis through Python scripting and visual

programming. It includes several features, such as interactive data analysis and component-based

assembly of data mining procedures. In the selection and design of components, it is focused

on the flexibility and with an intention let the user write simple and clear scripts in Python, for

the implementations of computationally-intensive tasks. Orange is intended both for experienced

users and programmers, as well as data mining students.
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Chapter 3

Proposed Framework / Methodology

This chapter describes in a detailed way the implementation of the proposed framework. The

main goal was to provide the user with a flexible and dynamic interface, capable of offering tools

for text mining. It was possible to load and process a set of documents, in a csv file format

and apply several different combinations of pre-processing operations to create different datasets.

After this, it is generated a dictionary, created an attribute relationship file, composed of a matrix

of the weight of the words and the class polarity, for each one of the datasets. Next, they are

classified with a set of algorithms, such as Naive Bayes and K-Nearest Neighbor. In the end, the

models are evaluated in words of the accuracy and other precision scores achieved using these

predictive models. The framework architecture diagram is represented in Figure 3.1.

3.1 Framework Architecture

The framework is divided in four main modules - Loading, Pre-processing, Processing and

Evaluation. Bellow it is described in detail about the actions that each one of these modules

executes and the interactions between them, working altogether.

1. Dataset Load - The first step executed is loading and saving the dataset, in the csv file. After

the initial dataset load, it is possible for the user to see each document and their respective

tag. Then, it is generated a vocabulary with all the unique words present in the corpus. After

this, the application goes to the pre-processing stage, where the user can choose between

different sanitizing operations to apply to the dataset. The load view can be seen in Figure

3.2.

2. Pre-processing Module - The second step of the framework is pre-processing (29). It will

be displayed a number of operations that the user can choose to apply to the texts, such as

character removal, stop-words removal, named entity recognition, stemming, lemmatization

and synonyms substitution. After the user selects the wanted operations, they will be pro-

cessed in a pipeline, where operations like stemming and lemmatization are the last ones

15



16 Proposed Framework / Methodology

Figure 3.1: Framework Architecture Diagram.

processed, as due to their nature, it couldn’t be applied stemming before synonyms sub-

stitution for example, as it wouldn’t be a dictionary synonym match for a stemmed word.

After this operations it will be displayed in the terminal a dataframe with corpus of doc-

uments after the natural language processing was applied and their respective tag, and the

user reaches the processing stage. The pre-processing view, responsible for these operations

is represented in Figure 3.3.

• Character Removal - The goal of this operation is to remove the special characters

present in the text. It is used a Regular Expressions matching function to maintain only

characters classified as words. The filters applied were ’\w+’, that matches any word

character (alphanumeric underscore), with the ’+’ quantifier matching one or more of

the preceding words and ’\r’ to include the carry over. All the other characters were re-

moved, as a way of providing a tokenization of the words present without unnecessary

characters in the pre-processment stage. It’s important to notice that the underscore

for example, is maintained, because underscore words are recognized named entities,

and others, such as distance, monetary or time measures that are important recognized

entries .

• Stop-words Removal - This operation removes all the stopwords contained in the

list defined by the NLTK package. This mainly removes conjunctions, prepositions

and other disposable words present in the dataset. It’s worth noticing that all of these

pre-processing operations have the goal of reducing the number of number of words

present in the processed dataset.

• Stemming - Stemming refers to the process of reducing derived words to their word

stem, base or root form. The stem isn’t necessary to be identical to the morphological

root of the word, and the objective is to map related words to the same stem. For

example, the word ’connecting’, ’connects’ and ’connected’ would all be reduced to
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Figure 3.2: Main menu

’connect’ and stored as a single feature. With stemming is possible to reduce derived

words to the same root, reducing the number of words present in the document corpus.

• Lemmatization - Lemmatization operates in a similar fashion to stemming, but it acts

by analyzing different forms of a word as a single item, identified by the word’s lemma.

A Lemma is a representation of the canonical form for each rendered words.

• N-Grams - N-Grams represent contiguous sequences of n-items in a sentence. N can

be one, two or any other positive integer, but usually it’s not considered a very large

N because big sequences of the words rarely appear in different documents. In the

toolbox, it is given the user the option of choosing the number of ngrams to apply in

the document processing, were by default, the number of n-grams used is 1.

• Named Entity Recognition - The goal of this operation is to recognize and map enti-

ties present in the text. With the usage of the spacy module, it was possible to identity

16 different types of entities(30).

– PERSON - People, including fictional.

– NORP - Nationalities, religious or political groups.

– FAC - Buildings, airports, highways, bridges, etc.

– ORG - Companies, agencies and institutions.

– GPE - Countries, cities and states.

– LOC - Non-GPE locations, mountain ranges and bodies of water.

– PRODUCT - Objects, vehicles and foods.

– EVENT - Named natural catastrophes, wars, sports events, etc.

– WORK OF ART - Titles of books, songs, etc.

– LAW - Named law documents.

– LANGUAGE - Any named language.

– DATE - Absolute or relative dates or periods.
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– TIME - Times smaller than a day.

– PERCENT - Percentage, including "%".

– MONEY - Monetary values, including unit.

– QUANTITY - Measurements, of weight or distance.

– ORDINAL - "first", "second", etc.

– CARDINAL - Numerals that don’t fall under another type.

It is important to notice that when any of these kinds of entities are identified in the

corpus, the words that compose them are substituted by a single words, separated by

underscores. For example, ’Albert Einstein’, would be replaced by Albert_Einstein

and classified as a Person.

• Synonyms Analysis - This operation aims to substitute the words present in the doc-

uments with their first synonym present in the dictionary. The goal of this feature

is to reduce the number of words used for processing, by eliminating words that are

synonyms of each other.

Figure 3.3: Pre-processing menu

3. Processing Module - Following the creation of a vocabulary, it is done a calculation of

the weight of the words present in the documents. To achieve this, it will be applied the

term-frequency-inverse document frequency - tf-idf - that represents the frequency of the

inverse-term of the frequency that each word has in the document. It was possible to identify

the most common features present in the corpus and also create a dictionary of words based

in their frequency. This dataset contains a large number of documents, and as such, it was



3.1 Framework Architecture 19

important to use a tf-idf vectorizer, that allows for the storage of each set of words from

each document in a vector associated with the tf-idf value for each word. This is important

to understand the relationship between the frequency of the words present in the dataset

and their impact in determining the positive or negative polarity of a document. With this

analysis, it is possible to extract the most important features present in the dataset, displaying

to the user a matrix with the index, tf-idf vectors and the classification for each document

to then be analysed with a feature selection model. With this information, it was possible to

generate an attribute relationship file with the represented term weighting of each feature in

the documents and their respective positive or negative label, in order to map the causality

degree of such features with their document polarity label. The processing view, responsible

for these operations is represented in Figure 3.4.

Figure 3.4: Processing menu

4. Model Building - After the words in the corpus are weighted and the relationships between

the features are identified, the next step is to build a classification model. The user will then

be able to export the created dataset in a format suitable for Weka (20). With the generated

ARFF file (31), it is then possible to use several different classifiers to the created model.

Then, the processed corpus will be split into a training and test set, using the knowledge

extracted from the training set to classify the test set. In this case, the model will be subjected

to a predictive analysis, using several classification algorithms present in Weka, such as

Multinomial Naive Bayes and J48 in order to classify the processed datasets as positive or

negative and analyse the accuracy of the classification.
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5. Evaluation - The final phase is the evaluation of the model created, using metrics such as the

accuracy of the classification, F1 score and the confusion matrix. It was made a comparison

between the different classification algorithms and the results achieved with each one of

them. This stage also includes analyses of different score types, of some characteristics as

the number of false positives and negatives. The confusion matrix allows the visualization

of the performance of an algorithm, with each row representing the instances in a predicted

class and each column representing the instances in an actual class (32). In this way, it

is possible to understand the error ratio, between the predicted instances of the class and

actual instances that belong to the class. There were evaluated several parameters, based

around the accuracy of the classification of the test set. These parameters are the Sensitivity,

Specificity, Precision, False Positive Rate, False Negative Rate, Accuracy, F1-Score and also

an analysis of the confusion matrix, as a way of understanding the number of false positives

and negatives present in the classified dataset.

3.2 Attribute Relationship

In the processing stage, a model is generated and the goal now is now to understand the rela-

tionship between the most important features present in the corpus and their weight in influencing

a positive or negative label. There is created a dictionary with an unique set of words present in the

corpus, associated with an index. From that dictionary, it will be possible of generating a vector

of tf-idf weights, for each document present in the corpus, containing the index of the feature and

their respective tf-idf score, as well as a positive or negative labelling. Then, for the whole corpus,

it will be generated a matrix of these tf-idf vectors, and after that operation it will be generated an

ARFF file containing this data. ARFF stands for attribute relationship file and it will map the rela-

tionships between the score of each feature present in the corpus and their sentiment tag. Bellow

it is presented a document with the tf-idf vectors corresponding to each document in the corpus,

as well as their polarity tags. This ARFF file is composed of two parts, the header and the body.

The file header is represented in Figure 3.5 and the file body is represented in Figure 3.6.

Where, for each document, it’s represented a line, containing the index of the document, rang-

ing from 0 to the number of files contained in the corpus. It is also representing the tf-idf weight of

each ones of the words contained in the vocabulary and the sentiment polarity as the final attribute,

that represents the class, stating ’pos’ for positive and ’neg’ for a negative sentiment. After the

creation of a vocabulary of words, the matrix composed of the tf-idf values is used to observe the

most notorious features present in the corpus and their class, as a preparation for future predictive

analysis, using correlation algorithms, such as Information Gain. It’s also relevant to state that

these values were normalized, ranging from 0 to 1 as their weight value. In the case of these

datasets, it was extracted the 5000 most important features, according to their weight score. After

this, it’s located the file body, following the @data tag, where it will be created a line for each

document present in the corpus, with the information stated above. As such, the processed data is
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Figure 3.5: ARFF Header after applying operations of Special Character and Stopwords Removal.

represented in this form. For this example, the first value refers to the index, 0, that means that this

is the first document in the dataset, the following values are the weight of all the features in that

document and the last one, the binary class, with pos indicating a positive sentiment. The same

rules apply to the last line, the final document, represented with the index, feature weights and a

negative sentiment, represented in Figure 3.6.

Figure 3.6: ARFF Body after applying operations of Special Character and Stopwords Removal.
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Chapter 4

Case Study and Experiences

For the present study, it was analyzed a corpus of sixty-four thousand movie reviews with a

binary tag of zero for negative sentiment and one for positive sentiment. Half of them are classified

as negative and the other half is classified as positive, which means the dataset is balanced. This

was the dataset chosen for analysis and after the loading of the csv file containing it, it is given the

user a possibility of choosing which pre-processing operations he wants to apply. After that, the

user can choose a set of pre-processment operations to apply to the corpus. In this case, the results

were achieved with the processing of the classified polarity dataset.

4.1 Dataset Characterization

The dataset is composed of sixty-five thousand document reviews, represented in a csv file,

like it can be seen bellow. The name of this dataset is Sentiment Polarity Dataset Version 2.0 and

it can be found in Kaggle’s website (33). This dataset is stored in a database, using MySql. In this

database, is is stored two different dataset attributes, the words of the original documents and their

classification - zero or one, representing one for positive and zero for negative sentiment. Then,

the dataset is imported to the database and the corpus is ready to be pre-processed in the main

program module. This dataset is represented in Figure 4.1.

4.2 Dataset Processing

For the purpose of the present thesis, it was applied three different sets of operations for the

pre-processing of the datasets - Special Character Removal, Stopwords Removal and Stem-

ming. These operations are processed, it is displayed to the user the original text and text

after the operations are applied. It will be also possible to visualize the percentage of text

that was reduced after the pre-processing. Then it is created a vocabulary with all the terms

present in the dataset and there are created tf-idf vectors, with the index of each term, per

document, and their respective tf-idf values. By this way, it is possible to map each docu-

ment feature with their weight relative to the whole corpus. After this, the file is ready to be

23
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Figure 4.1: CSV dataset

exported to an ARFF file, in order to complete the classification with the selected algorithms.

In Table 4.1 it can be seen the result of the pre-processment operation in dataset, with

the operations of Special Character Removal, Stopwords Removal and Stemming, with the

’Original Corpus’ column displaying the original text documents, one line per document, in

the ’class’ column is displayed ’pos’ or ’neg’ for a positive or negative sentiment and in the

’Processed Corpus’ is displayed the result, after these operations were processed. In Table

4.3 it can be seen the TF-IDF Polarity matrix, where for each document is stored the index,

the tf-idf weight for each of the features and in the last column is stored the sentiment polar-

ity. If a number is zero, in a position (x,y) it means that feature x is not present in document

y. This matrix is the essential base for the extraction of features and the creation of the

ARFF file with the processed data. This attribute relationship file will then be imported into

Weka, where it can be used different algorithms for model classification. In this case, it was

chosen Multinomial Naive Bayes, Support Vector Machines, J48 and K-Nearest Neighbor

as the algorithms for the classification process.
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Dataset Pre-processing
Index Original Corpus Processed Corpus Class
0 films adapted from comic books have had

plenty of success , whether they’re about su-
perheroes

film adapt comic book plenti success
whether superhero

pos

1 for starters , it was created by alan moore
( and eddie campbell ) , who brought the
medium

creat alan moor eddi campbel brought
medium

pos

2 to say moore and campbell thoroughly re-
searched the subject of jack the ripper would
be like

say moor campbel thoroughli research sub-
ject jack ripper would like

pos

3 the book ( or " graphic novel , " if you will )
is over 500 pages long and

book graphic novel 500 page long pos

4 in other words , don’t dismiss this film be-
cause of its source.

word dismiss film sourc pos

(...) (...) (...) (...)
32356 blaring on the soundtrack , the brotherly duo

of doug and steve butabi ( chris kattan and
will

blare soundtrack brotherli duo doug steve
butabi chri kattan

neg

32357 there is one crucial difference , however–
these guys speak

one crucial differ howev guy speak neg

32358 that little fact has been used as justification
for the film’s existence , that the butabis’
new

littl fact use justif film exist butabi newfound
capac speech would open whole new

neg

32359 the doors opened by director john forten-
berry and screenwriters steve koren , ferrell
, and kattan

door open director john fortenberri screen-
writ steve koren ferrel kattan

neg

Table 4.1: Example of Pre-processing a dataset with 32359 features, after applying Special Char-
acter Removal, Stopwords Removal and Stemming operations.

4.2.1 Model Evaluation

After the classification of the processed corpus, the model is evaluated in terms of accuracy,

using the parameters described in the previous chapter. The dataset was divided 66-34,

into two subsets of training(66%) and the remainder testing data, suggested by Weka. With

the classification algorithms, it was possible to study the percentage of accuracy of this

predictive analysis, with different scores criteria. These values values are displayed to the

user in the console for visualization. It was possible to import the generated ARFF file to

Weka for further classification and visualization of the created model, with the classification

made by several different algorithms available in Weka.

Then, it will be done an analysis on eight processed datasets - D1, D2, D3, D4, D1’, D2’,

D3’ and D4’, where the first four elements of the list represent datasets where it were ap-
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Vocabulary
Index Features
10 0
90 1
abil 2
abl 3
absolut 4
accept 5
achiev 6
(...) (...)
written 4993
wrong 4994
ye 4995
year 4996
yet 4997
york 4998
young 4999

Table 4.2: Vocabulary of 5 000 features.

TF-IDF Matrix
Index /
Features

10 abl absolut act action actor stress actual add (...) Class

0 0.000 0.0000 0.0000 0.7634 0.0000 0.0000 0.0000 0.0000 0.0000 (...) pos
1 0.000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 (...) pos
2 0.000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.8098 0.0000 (...) pos
3 0.000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 (...) pos
4 0.000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 (...) pos
(...) (...) (...) (...) (...) (...) (...) (...) (...) (...) (...) (...)
32355 0.000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 (...) neg
32356 0.8973 0.0000 0.0000 0.0000 1.0000 0.0000 0.0000 0.0000 0.0000 (...) neg
32357 0.000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 (...) neg
32358 0.000 0.5179 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.8396 (...) neg
32359 0.000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 (...) neg

Table 4.3: TF-IDF-Matrix of 32360 documents and 5 000 features.

plied data processing operations and the last four elements represent a different version of

the previous datasets, where the same operations where executed for feature selection and

after, Information Gain algorithms where applied. D1 serves as the baseline, where all the

operations where applied - Special Character Removal, Stopwords Removal, Stemming,

Synonym Analysis and Name Entity Recognition. In D2, it was applied all the operations

except Synonym Analysis, in D3 were applied all the options except Name Entity Recog-
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nition and in D4 it was applied all of the operations except Synonym Analysis and Name

Entity Recognition. In D1’, D2’, D3’ and D4’ it was applied the same operations as in the

previous datasets, respectively, with an additional algorithm of Information Gain for feature

selection. It was used a Ranker Search Method, that evaluates each attribute and lists the

results in a rank order, using the full training set with 5000 features. Bellow, it is represented

an example of the final classification scores achieved with applying the Multinomial Naive

Bayes and Support Vector Machines algorithms in dataset D4. In the conclusions, it will be

made a comparison of the accuracy scores achieved with each of the algorithms.

Summary
Correctly Classified Instances 7316 - 67.03 %
Incorrectly Classified Instances 3686 - 32.966 %
Kappa Statistic 0.340
Mean Absolute Error 0.329
Root Mean Squared Error 0.574
Relative Absolute Error 65.932 %
Root Relative Squared Error 114.831 %
Total Number of Instances 1100

Detailed Accuracy By Class
TP
Rate

FP
Rate

Precision Recall F-
Measure

MCC ROC
Area

PRC
Area

Class

0.655 0.314 0.678 0.655 0.667 0.341 0.670 0.618 pos
0.686 0.345 0.663 0.686 0.674 0.341 0.670 0.611 neg
0.670 0.329 0.671 0.670 0.670 0.341 0.670 0.614 avg

Confusion Matrix
a b <— classified as
3625 1908 a = pos
1719 3750 b = neg

Table 4.4: Support Vector Machines accuracy scores in D4.
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Summary
Correctly Classified Instances 7588 - 68.969 %
Incorrectly Classified Instances 3414 - 31.030 %
Kappa Statistic 0.379
Mean Absolute Error 0.372
Root Mean Squared Error 0.44
Relative Absolute Error 74.47 %
Root Relative Squared Error 89.790 %
Total Number of Instances 1100

Detailed Accuracy By Class
TP
Rate

FP
Rate

Precision Recall F-
Measure

MCC ROC
Area

PRC
Area

Class

0.667 0.287 0.702 0.667 0.684 0.380 0.761 0.763 pos
0.713 0.333 0.679 0.713 0.696 0.380 0.761 0.748 neg
0.690 0.310 0.690 0.690 0.690 0.380 0.761 0.756 avg

Confusion Matrix
a b <— classified as
3688 1845 a = pos
1569 3900 b = neg

Table 4.5: Multinomial Naive Bayes accuracy scores in D4.



4.3 Experiences and Results 29

4.3 Experiences and Results

In this section it will be done an in-depth analysis about the conclusions obtained from the

processing of the eight datasets - D1, D2, D3, D4, D1’, D2’, D3’ and D4’, with the accuracy being

the main indicator of the success obtained in the classification.

• D1 - Dataset after applying special character removal, stopwords removal, stemming, syn-

onym analysis and name entity recognition.

• D2 - Dataset after applying stopwords removal, stemming and synonym analysis.

• D3 - Dataset after applying special character removal, stopwords removal, stemming and

synonym analysis.

• D4 - Dataset after applying special character removal, stemming and synonym analysis.

• D1’ - Dataset after applying special character removal, stopwords removal, stemming, syn-

onym analysis and name entity recognition operations and applying Information Gain.

• D2’ - Dataset after applying special character removal, stemming and synonym analysis

operations applying attribute selection with Information Gain.

• D3’ - Dataset after applying special character removal, stopwords removal, stemming, syn-

onym analysis and applying attribute selection with Information Gain.

• D4’ - Dataset after applying special character removal, stemming and synonym analysis and

applying attribute selection with Information Gain.

In Table 4.7 it can be seen the percentage of word reduction achieved with each of the dataset

processing. word reduction is calculated using the percentage of the number of words reduced

when applied each one of the operations. The highest reduction was obtained in D3, with 53.79%

word reduction.

Word Reduction (%)
Datasets/ Operations D1 D2 D3 D4
Special Char Removal 19.08 N/A 19.08 19.08
Stopwords Removal 34.42 43.0 34.42 N/A
Stemming 0.19 0.18 0.19 0.25
Synonyms Substitution 0.11 0.11 0.12 0.1
NER 1.71 N/A N/A N/A
Total 54.52 43.29 53.79 19.33

Table 4.6: word Reduction in the 4 datasets.

After the pre-processing operations are applied, it is displayed the percentage of word reduc-

tion after each one of the functions and it is created a dictionary, with 5000 features extracted



30 Case Study and Experiences

from each of the datasets. The features are selected accordingly to their tf-idf weight, from high-

est to lowest, targeting the most important ones and allowing reduction of unimportant features

present in the corpus. After this, it is constructed the TF-IDF matrix, with all the term weights

represented for 5000 features in 32360 documents. This matrix will then be used to generate an

ARFF file, with the goal of extracting the relationships between the feature weight and their po-

larity class. Then, the datasets are ready for classification and each one of them will be classified

with a training set of 66% and a testing set of 34%, with the aim of predicting the classes of

the testing set, based in the previous derived knowledge gained from the staining set. It is also

applied a feature selection algorithm known as Information Gain in datasets D1’, D2’, D3’ and

D4’. This algorithm works by evaluating the worth of an attribute, by measuring the information

gain of each class, respectively. Despite the different accuracy scores obtained with the datasets,

there is almost no deviation from the score in the processed and the derived dataset, due to the

Information Gain algorithm using the full training set for attribute selection. The datasets are clas-

sified using Multinomial Naive-Bayes, K-Nearest Neighbor, Decision Trees and Support Vector

Machines algorithms, with different accuracy scores achieved in each one of them. These scores

can be consulted in Table 4.7.

Accuracy Scores (%)
Datasets/ Classi-
fiers

D1 D2 D3 D4 D1’ D2’ D3’ D4’

Multinomial
Naive-Bayes

68.41 68.38 68.28 68.97 68.41 68.38 68.27 68.97

Decision Tree 52.95 53.04 52.99 53.24 52.94 53.04 52.99 53.24
K-NN 54.25 54.27 54.17 54.33 54.26 54.27 54.17 54.32
SVM 66.43 66.21 66.50 67.03 66.43 66.21 66.50 67.03

Table 4.7: Classification algorithms Accuracy scores.

4.4 Results Analysis

There will be used three metrics to do an evaluation on the created classification models -

Accuracy, F1 Score and the Confusion Matrix. From the accuracy perspective the algorithm to

achieve the highest was Multinomial Naive Bayes, with a classification score of 68.97 %, obtained

in D4. The F1-Score is a score that relates the Precision and Recall, being obtained from the

Confusion Matrix. It’s a formula that relates the Precision with the Recall. The Precision is a

measure of accuracy, provided that a class label has already been predicted. It is a score that

represents from of all the classes, how many of them were correctly predicted. The Recall score

or Sensitivity is the true positive rate that calculates how often it predicts positive. The highest

one was achieved by Multinomial Naive Bayes, with 0.69 Precision score obtained in D4. The
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Confusion Matrix is a matrix that combines True positives - shows that a model correctly predicted

Positive cases as Positive, False positive - shows that a model incorrectly predicted Negative cases

as Positive, False Negative - shows that an incorrectly model predicted Positive cases as Negative

and True Negative - shows that a model correctly predicted Negative cases as Positive. The highest

True Positive Rate and lowest False Positive Rate was also achieved with Multinomial Naive

Bayes, with a 0.667 and 0.287 rate, respectively. All of these formulas can be consulted in Table

2.1. With this, it can be concluded that Multinomial Naive Bayes was the most accurate and

precise algorithm in the classification of the datasets, followed by Support Vector Machines. This

data can be consulted in the following tables:

Summary
Correctly Classified Instances 7527 - 68.418 %
Incorrectly Classified Instances 3475 - 31.585 %
Kappa Statistic 0.368
Mean Absolute Error 0.376
Root Mean Squared Error 0.450
Relative Absolute Error 75.242 %
Root Relative Squared Error 90.083 %
Total Number of Instances 11002

Detailed Accuracy By Class
TP
Rate

FP
Rate

Precision Recall F-
Measure

MCC ROC
Area

PRC
Area

Class

0.666 0.298 0.298 0.541 0.666 0.680 0.369 0.757 pos
0.702 0.459 0.334 0.675 0.702 0.089 0.369 0.757 neg
0.684 0.460 0.316 0.685 0.684 0.084 0.369 0.757 avg

Confusion Matrix
a b <— classified as
3686 1847 a = pos
4386 3841 b = neg

Table 4.8: Multinomial Naive Bayes accuracy scores in D1.
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Summary
Correctly Classified Instances 7523 - 68.378 %
Incorrectly Classified Instances 3679 - 33.621 %
Kappa Statistic 0.367
Mean Absolute Error 0.377
Root Mean Squared Error 0.451
Relative Absolute Error 75.393 %
Root Relative Squared Error 90.283 %
Total Number of Instances 1102

Detailed Accuracy By Class
TP
Rate

FP
Rate

Precision Recall F-
Measure

MCC ROC
Area

PRC
Area

Class

0,665 0,297 0,694 0,665 0,679 0,368 0,755 0,759 pos
0,703 0,335 0,675 0,703 0,688 0,368 0,755 0,742 neg
0,684 0,316 0,684 0,684 0,684 0,368 0,755 0,751 avg

Confusion Matrix
a b <— classified as
3680 1853 a = pos
1626 3843 b = neg

Table 4.9: Multinomial Naive Bayes accuracy scores in D2.
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Summary
Correctly Classified Instances 7512 - 68.227 %
Incorrectly Classified Instances 3490 - 31.721 %
Kappa Statistic 0.365
Mean Absolute Error 0.376
Root Mean Squared Error 0.450
Relative Absolute Error 75.334 %
Root Relative Squared Error 90.110 %
Total Number of Instances 11002

Detailed Accuracy By Class
TP
Rate

FP
Rate

Precision Recall F-
Measure

MCC ROC
Area

PRC
Area

Class

0.665 0.299 0.692 0.665 0.678 0.366 0.756 0.761 pos
0.701 0.335 0.674 0.701 0.687 0.366 0.756 0.743 neg
0.683 0.317 0.683 0.683 0.683 0.366 0.756 0.752 avg

Confusion Matrix
a b <— classified as
3680 1853 a = pos
1637 3832 b = neg

Table 4.10: Multinomial Naive Bayes accuracy scores in D3.
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Summary
Correctly Classified Instances 7588 - 68.969 %
Incorrectly Classified Instances 3414 - 31.031 %
Kappa Statistic 0.379
Mean Absolute Error 0.372
Root Mean Squared Error 0.449
Relative Absolute Error 74.471 %
Root Relative Squared Error 89.7903 %
Total Number of Instances 11002

Detailed Accuracy By Class
TP
Rate

FP
Rate

Precision Recall F-
Measure

MCC ROC
Area

PRC
Area

Class

0.667 0.287 0.702 0.667 0.684 0.380 0.761 0.763 pos
0.713 0.333 0.679 0.713 0.696 0.380 0.761 0.748 neg
0.690 0.310 0.690 0.690 0.690 0.380 0.761 0.756 avg

Confusion Matrix
a b <— classified as
3688 1845 a = pos
1569 3900 b = neg

Table 4.11: Multinomial Naive Bayes accuracy scores in D4.
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Summary
Correctly Classified Instances 7316 - 66.433 %
Incorrectly Classified Instances 3686 - 33.566 %
Kappa Statistic 0.328
Mean Absolute Error 0.335
Root Mean Squared Error 0.579
Relative Absolute Error 67.132 %
Root Relative Squared Error 115.870 %
Total Number of Instances 11002

Detailed Accuracy By Class
TP
Rate

FP
Rate

Precision Recall F-
Measure

MCC ROC
Area

PRC
Area

Class

0.646 0.317 0.673 0.646 0.659 0.329 0.664 0.613 pos
0.683 0.354 0.656 0.683 0.669 0.329 0.664 0.606 neg
0.664 0.335 0.665 0.664 0.664 0.329 0.664 0.609 avg

Confusion Matrix
a b <— classified as
3573 1960 a = pos
1733 3736 b = neg

Table 4.12: Support Vector Machines accuracy scores in D1.
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Summary
Correctly Classified Instances 7316 - 66.206 %
Incorrectly Classified Instances 3686 - 33.793 %
Kappa Statistic 0.324
Mean Absolute Error 0.338
Root Mean Squared Error 0.581
Relative Absolute Error 67.586 %
Root Relative Squared Error 116.262 %
Total Number of Instances 11002

Detailed Accuracy By Class
TP
Rate

FP
Rate

Precision Recall F-
Measure

MCC ROC
Area

PRC
Area

Class

0.647 0.322 0.670 0.647 0.658 0.324 0.662 0.611 pos
0.678 0.353 0.655 0.678 0.666 0.324 0.662 0.604 neg
0.662 0.338 0.662 0.662 0.662 0.324 0.662 0.607 avg

Confusion Matrix
a b <— classified as
3578 1955 a = pos
1763 3706 b = neg

Table 4.13: Support Vector Machines accuracy scores in D2.
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Summary
Correctly Classified Instances 7316 - 67.497 %
Incorrectly Classified Instances 3686 - 32.503 %
Kappa Statistic 0.330
Mean Absolute Error 0.335
Root Mean Squared Error 0.578
Relative Absolute Error 67.005 %
Root Relative Squared Error 114.761 %
Total Number of Instances 1102

Detailed Accuracy By Class
TP
Rate

FP
Rate

Precision Recall F-
Measure

MCC ROC
Area

PRC
Area

Class

0,648 0,318 0,674 0,648 0,660 0,330 0,665 0,613 pos
0,682 0,352 0,657 0,682 0,669 0,330 0,665 0,606 neg

0,665
0,335 0,665 0,665 0,665 0,330 0,665 0,610 avg

Confusion Matrix
a b <— classified as
3625 1908 a = pos
1719 3750 b = neg

Table 4.14: Support Vector Machines accuracy scores in D3.
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Summary
Correctly Classified Instances 7316 - 67.03 %
Incorrectly Classified Instances 3686 - 32.966 %
Kappa Statistic 0.340
Mean Absolute Error 0.329
Root Mean Squared Error 0.574
Relative Absolute Error 65.932 %
Root Relative Squared Error 114.831 %
Total Number of Instances 1100

Detailed Accuracy By Class
TP
Rate

FP
Rate

Precision Recall F-
Measure

MCC ROC
Area

PRC
Area

Class

0.655 0.314 0.678 0.655 0.667 0.341 0.670 0.618 pos
0.686 0.345 0.663 0.686 0.674 0.341 0.670 0.611 neg
0.670 0.329 0.671 0.670 0.670 0.341 0.670 0.614 avg

Confusion Matrix
a b <— classified as
3625 1908 a = pos
1719 3750 b = neg

Table 4.15: Support Vector Machines accuracy scores in D4.



Chapter 5

Conclusions and Future Work

It was successfully created a text-mining toolbox for document classification.

5.1 Conclusions

It was created a platform capable of processing a text corpus, from the implementation of

modules responsible for the loading of the files, to pre-processing, classifying, processing, pre-

dicting and evaluating modules. It was implemented an interactive application, a toolbox for text

classification where the user can load a sentiment analysis dataset, a corpus of documents with

polarity-based classification used for testing this tool, being able to choose from a different set of

operations to be applied to the corpus. With the pre-processing module, for the natural language

processing and the processing module, for the creation of vocabularies, term weighting and clas-

sification algorithms. It can also be distinguished it’s compatibility with Weka and the ability of

visualizing different information about the processed dataset, and further model classification. It is

given the user the ability of retrieving knowledge from text data as well as analyzing the accuracy

of the created models.

5.2 Future Work

For the future, it could be an interesting hypothesis of experimenting with other classified

datasets, extending to other fields of sentiment analysis, such as entity subjectivity. In fact, this

could be integrated with this polarity analysis, to extract relationships between not only the fea-

tures and their polarity but also to the subjectivity involved in the statements. Overall it was a very

interesting experience, to combine sentiment polarity analysis with data mining.

39
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