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#### Abstract

While it is possible to express the same meaning in different ways ('bread and butter' versus 'butter and bread'), we tend to say things in the same way. As much as half of spoken discourse is made up of formulaic language, or linguistic patterns. Despite its prevalence, little is known about how the processing system treats novel patterns and how rapidly a sensitivity to them arises in natural contexts. To address this, we monitored native English speakers' eye movements when reading short stories containing existing (conventional) patterns ('time and money'), seen once, and novel patterns ('wires and pipes'), seen 1-5 times. Subsequently readers saw both existing and novel phrases in the reversed order ('money and time'; 'pipes and wires'). In 4-5 exposures, much like existing lexical patterns, novel ones demonstrate a processing advantage. Sensitivity to lexical patterns - including the co-occurrence of lexical items and the order in which they occur - arises rapidly and automatically during natural reading. This has implications for language learning and is in line with usage-based models of language processing.
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## Words go together like 'bread and butter': The rapid, automatic acquisition of lexical patterns

## INTRODUCTION

Due to of the inherent properties of language, it is theoretically possible to go a lifetime without encountering the same utterance twice (Pinker, 1999). Despite this possibility, we make use of a vast array of conventionalized word strings and sequences, commonly referred to as formulaic language. Thus, while the word 'coffee' can be combined with a number of words like 'intense', 'powerful', and 'strong', most English speakers would say 'strong coffee'. Formulaic language encompasses a broad range of multiword sequences that fulfil a number of communicative functions (Wray, 2008), and it has two key features (e.g. Carrol \& Conklin, 2020). First, formulaic language is recurrent, meaning that it occurs more frequently than comparable novel phrases. Second, it is processed more quickly than matched novel phrases. The frequency of occurrence of multiword sequences affects acquisition, representation and processing, in line with usage-based accounts (e.g. Bybee, 2013; Tomasello, 2003). Crucially, conventionalized strings are thought to account for between a third and a half of spontaneous discourse and in English may be as numerous as single words, possibly numbering into the hundreds of thousands (Erman \& Warren, 2000; Jackendoff, 1995). Because formulaic language is such an integral part of language, it is important to understand how it is acquired, represented and processed. Here we focus on binomials, which are sequences of $x$-and-y from the same part of speech, such as 'salt and pepper'. Their constituents are often semantic associates and are generally 'fixed', meaning that the reversed form is much less frequent (i.e. it is generally 'salt and pepper' not 'pepper and salt'). While they can be literal or figurative, in this paper, we focus on fully compositional, literal binomials.

## Formulaic language processing

There is a growing body of research demonstrating that a range of formulaic language is processed more quickly than novel or non-recurring language by adult native speakers when other factors like length and single-word frequency are controlled for: idioms such as 'break the ice' (e.g. Swinney \& Cutler, 1979; Siyanova-Chanturia, Conklin \& Schmitt, 2011); binomials such as 'salt and pepper' (e.g. Carrol \& Conklin, 2020; Siyanova-Chanturia, Conklin \& van Heuven, 2011); and lexical bundles such as 'did you hear' (e.g. Arnon \& Snider, 2010; Tremblay, Derwing, Libben \& Westbury, 2011). For example, in an eyetracking study, native English speakers' fixations while reading sentences containing binomials were shorter for binomials than their less frequent reversed forms (SiyanovaChanturia, Conklin \& van Heuven, 2011). This advantage was not solely attributable to predictability (as assessed in a cloze task), which led to the conclusion that the faster reading reflected something over and above the predictability of the upcoming word, and that the lexical pattern itself is entrenched in memory. An ERP study with native English speakers demonstrated that binomials elicited larger P300s and smaller N400s compared to infrequent but strongly associated words and semantic violations (Siyanova-Chanturia, Conklin, Caffarra, Kaan, \& van Heuven, 2017). This indicates that frequent lexical patterns are characterized by the pre-activation of a mental 'template' that uniquely matches the unfolding configuration (increased P 300 ) as well as a reduced processing load and easier semantic integration (decreased N400). However, research to date has investigated existing linguistic patterns; little is known about the acquisition of novel patterns (i.e. sequences of words, or 'patterns', that have never been encountered before), particularly in natural contexts.

A similar processing advantage has been found in young children for formulaic
language. Bannard and Matthews (2008) showed that native English speaking two- and three-year-olds were more accurate at repeating frequent sequences ('sit in your chair') than matched infrequent ones ('sit in your truck'). In addition, three-year-olds were faster at repeating the first three words if they were part of a frequent sequence. Evidence in second language (L2) acquisition is more mixed; some studies show a processing advantage for formulaic language while others do not (for an overview and discussion see Conklin, 2019). A focus in the L2 literature has been on the role of input on the implicit learning and processing of formulaic language. For example, Northbrook and Conklin (2019) showed that Japanese junior high school learners of English engaging in a phrasal judgment task (i.e. 'is this an acceptable phrase in English or not') responded significantly faster and more accurately to lexical bundles that occurred in their textbooks (e.g. 'do you play') than to matched lexical bundles that they had not encountered in their texts (e.g. 'did you hear'). Further, their response times were sensitive to the frequency of occurrence in their textbooks, with faster response times for more frequent textbook lexical bundles. An emphasis in L2 research has been on the amount and type of input that is needed for formuliac language to be learned (e.g. Pellicer-Sánchez, 2017; Sonbul \& Schmitt, 2013; Webb, Newton \& Chang, 2013). However, these studies have either presented non-native speakers with existing multiword items (generally using a pre-test to determine which are/are not known, which may not be a wholly accurate representation of whether items have been encountered previously), or with non-words that may unduly draw attention to the items. In addition, many of the studies involved explicit tasks (e.g. making a judgement about an item) - like the Northbrook and Conklin (2019) study described above - that may not reflect the more natural processing of formulaic language.

## Acquiring linguistic patterns

Based on research with native speakers, it has been hypothesized that linguistic knowledge should be rapidly acquired, even from a single exposure, although repeated exposures should improve acquisition and retention (Ullman, 2015). Indeed, young children can acquire the meaning of a word in their native language after a single exposure (Carey, 1978), particularly if there is strong contextual support for the word-object mapping (Baldwin, 1993), or a restrictive syntactic environment (Gleitman, Cassidy, Nappa, Papafragou \& Trueswell 2005). Research on adults in their native language has demonstrated that they are sensitive to the cooccurrence statistics of mappings between novel objects and words (Vouloumanos, 2008). Both children and adults track statistical regularities in a range of linguistic input. For example, children use the transitional probabilities between novel syllables to segment speech into word-like units (Saffran, Aslin \& Newport, 1996). Adults apply statistical computation to syntactic acquisition (Thompson \& Newport, 2007) as well as being sensitive to the frequency of alternative structures and alternative meanings of ambiguous words (Duffy, Morris \& Rayner, 1988; Trueswell, 1996).

Taken together, research demonstrates children's and adults' remarkable ability to quickly extract regularities from the linguistic input in their native language. Arguably, the types of linguistic phenomena that have been studied - like those that were just mentioned are all important for successful communication. In contrast, a change in word order in many binomials does not change the overall understanding of the sentence, although it may change the emphasis placed on the two entities, as in the following: 'Many countries agree on the importance of the separation of church and state vs. state and church'. While not altering the overall meaning, the second lexical combination sounds less natural to native speakers (Siyanova-Chanturia, Conklin \& van Heuven, 2011), and occurs less frequently in English (101 vs. 4 occurrences per 100 million words in the British National Corpus, 2007).

Alongside this, because we produce words one at a time, language can be seen as
sequential. In many cases, syntax determines word order. However, for binomials, there is no syntactic reason that 'church' should occur before 'state'. A range of semantic and phonological factors have been proposed to explain why binomials become 'frozen' in a particular order (Benor \& Levy, 2006; Fenk-Oczlon, 1989; Mollin, 2012). Although considerable work has been done to generate a set of semantic and phonological constraints to account for word order in binomials, this has not yielded a complete explanation. For one, there are often a number of competing constraints at work, and it is unclear how they interact. Second, there are frequent counter-examples for each of the constraints (e.g. male before female: 'man and wife' but 'bride and groom'). This suggests that much of what contributes to the order in binomials is conventionalization resulting from repeated usage over time. Binomial ordering can therefore be conceptualized in terms of a trade-off between purely linguistic knowledge (e.g. phonological, semantic, syntactic and other constraints) and itemspecific experience, where the most frequent items 'polarize' toward one word order or the other (Morgan \& Levy, 2016). Although the initial preference for one order over the other may be determined by linguistic constraints, increasing frequency of exposure should lead to entrenchment of a particular order in memory. The current study investigates how this entrenchment occurs for novel, non-conventionalized binomials that do not have an established word order. We focus our research on binomials because they should be relatively easy to learn; object-noun-phrase conjunctions, verb-phrase conjunctions and subject-nounphrase conjunctions are learned fairly early by English-speaking children (4;0, 4;5 and 4;9 respectively) (Ardery, 1979). This means that we could see effects that might not be as apparent for more complex structures.

An important question is whether we can find evidence for a sensitivity to linguistic regularities when the input closely resembles 'real-world' input. Thus, do speakers acquire linguistic patterns in natural contexts (e.g. while reading normally), and if so, how many
occurrences are needed for a processing advantage to emerge that is akin to that of existing patterns? Much of the research on statistical language learning has been carried out in fairly contrived situations in which participants see and/or hear sets of repeated visual and/or auditory stimuli (e.g. a few images paired with a novel word). In real-world or more natural situations, it might not be possible to keep track of all of the available statistical information (Vouloumanos, 2008), in particular because memory and attention might constrain statistical learning (Kareev, 1995; Turk-Browne, Junge \& Scholl, 2005). The current research explores whether a sensitivity to linguistic patterns is apparent when the input and design of the study mimics a fairly authentic reading experience; participants are simply asked to read three stories containing existing binomials ('time and money') and novel binomials ('wires and pipes') in their forward and reversed forms while their eye movements are monitored.

## Research questions and hypotheses

In the current study, we address the following two research questions:

1. Is the language processing system sensitive to novel linguistic patterns in input that simulates a real-world context?
2. How many occurrences are needed for novel patterns to demonstrate a processing advantage in a real-world context?

We expect that existing binomials will demonstrate the well-documented processing advantage over their reversed forms; reading times should be significantly less for the whole phrase and the initial words of existing binomials should 'prime' the reader for the final word. More specifically, reading 'time and' should prime the reader for 'money', more than 'money and' does for 'time'. Thus, the final word of the binomial should be read more quickly when it is in its conventional, forward form than when it is in its reversed form. If the processing system is not sensitive to new lexical patterns, then novel binomials should
behave similarly in their forward and reversed forms, and we should see no effect of repetition. This means that reading ' $x$ and $y$ ' should be no different than reading ' $y$ and $x$ ', regardless of how many times ' $x$ and $y$ ' is encountered. However, we expect that lexical patterns $\underline{\text { are }}$ quickly and automatically registered while reading short stories and thus a pattern should emerge for the novel binomials whereby they become more like existing binomials over time. That is, on the first encounter there should be no difference between ' $x$ and $y$ ' and ' $y$ and $x$ ', but as the former is encountered more, it should become 'preferred' relative to the latter and thus read more quickly. In other words, additional encounters with novel binomials should be read more quickly, both compared to the previous encounters and relative to the reversed form.

## EXPERIMENT

## Methods

Participants. Forty English native speaker undergraduates from a British university participated for course credit.

Materials. A full set of items with data about their characteristics is available in Appendix A. The stimuli were 12 existing and 25 novel binomials. Existing binomials were identified from previous studies, were all 'noun and noun', were highly frequent and had a highly conventionalized order (occurrences in the BNC per 100 million words: forward $\mathrm{M}=$ $352, S D=306$; reversed $M=23, S D=27$; ratio forward to reversed $M=49: 1, S D=90.3$, which are significantly different $t(11)=9.23, p<.001)$.

Novel binomials were 21 'noun and noun' and 4 'verb and verb' word pairs conjoined by the conjunction 'and'. These were created by taking common nouns and verbs that were from the same semantic field and which displayed no clear word order preference (e.g. 'goats and pigs', 'wires and pipes', 'write and phone'). ${ }^{1}$ When creating the novel binomials,
candidates were rejected when either word was the first part of an existing binomial. For example, 'cup' occurs in the binomial 'cup and saucer'; thus, an invented binomial like 'cup and mug' was not considered an appropriate item, as encountering the word 'cup' might lead to prediction/expectation of the existing binomial. We confirmed that none of our items formed part of an established phrase in the BNC. To ensure that the novel binomials were 'plausible' phrases in English, they occurred at least once in either order in the BNC, but not more than 11 times. This demonstrates that none of the binomials were frequent phrases in the same way as the existing binomials. As the novel items did not have 'forward' or 'reversed' forms, we arbitrarily assigned each pair a 'forward' version, which was counterbalanced over two presentation lists for the main experiment. Overall, mean BNC frequency for 'forward' phrases was $3.8(\mathrm{SD}=2.7)$ and for 'reversed' phrases was $3.4(\mathrm{SD}=$ 2.9); the ratio of forward to reversed forms was $1.5: 1, \mathrm{SD}=1.2$, which was not significantly different $(t(24)=0.80, p=.43)$. The words in each novel binomial were matched for length (in characters and syllables) and frequency, and any differences were accounted for by including single word characteristics in the analyses.

Both existing and novel binomials were assessed for the association strength of the content words using the Edinburgh Associative Thesaurus (Kiss, Armstrong, Milroy \& Piper, 1973). Table 1 summarizes the characteristics of the stimuli, with further details provided in Appendix A.

Table 1. Item characteristics for all existing and novel binomials. Mean values are provided with standard deviation in brackets and range underneath. Frequency is expressed on the Zipf scale (van Heuven, Mandera, Keuleers \& Brysbaert, 2014) from 1 to $7 ;{ }^{2}$ association strength is measured on a scale from 0 to 100 ; word length is measured in characters (letters) and syllables.

|  | Zipf | Zipf | Assoc | Word 1 | Word 1 | Word 1 | Word 3 | Word 3 | Word 3 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | forward | reversed | Strength | Length | Length | Zipf | Length | Length | Zipf |
|  | form | form |  | (chars) | (syll) |  | (chars) | (syll) |  |
| existing | $3.4(0.4)$ | $2.2(0.5)$ | $40(28)$ | $4.2(1.1)$ | $1.1(0.3)$ | $5.1(0.6)$ | $5.3(1.4)$ | $1.4(0.5)$ | $4.9(0.4)$ |
| binomials | $2.9-4.1$ | $1.3-3.0$ | $0-81$ | $3-7$ | $1-2$ | $4.0-6.2$ | $3-8$ | $1-2$ | $4.0-5.6)$ |
|  |  |  |  |  |  |  |  |  |  |
| novel | $1.6(0.2)$ | $1.6(0.3)$ | $1(3)$ | $5.4(1.2)$ | $1.2(0.5)$ | $4.8(0.4)$ | $5.4(1.2)$ | $1.4(0.5)$ | $4.7(0.4)$ |
| binomials | $1.3-2.1$ | $1.0-2.1$ | $0-12$ | $4-8$ | $1-3$ | $4.0-5.6$ | $4-8$ | $1-2$ | $4.0-5.8$ |

Three short stories of approximately 1,500 words each were created, containing a different set of existing and novel binomials. Existing binomials appeared once in their existing/forward form and novel binomials appeared between one and five times in their forward form, with five novel binomials at each frequency of occurrence (i.e. five appeared once only = 5 occurrences; five appeared twice only $=10$ occurrences; five appeared three times only $=15$ occurrences, five appeared four times only $=20$ occurrences; five appeared five times only $=25$ occurrences; for a total of 75 occurrences of novel binomials). The reversed form for both existing and novel binomials occurred once in each story after all occurrences of the corresponding forward form. Presentation was across two counterbalanced lists, such that all items appeared on both lists, but what was classified as 'forward' for the novel binomials alternated across lists (e.g. 'wires and pipes' = forward on list one; 'pipes and wires' = forward on list two). There was no effect of list in any analysis, so results were collapsed across lists. Crucially, the lack of an effect of list confirms that there was no a priori word order preference for the items.

To assess the predictability of the invented binomials, the stories were presented in a cloze task to a matched group of native English speakers who did not take part in the main experiment. Each story was presented with the second word of all binomials removed and
participants were asked to fill in the gaps, e.g. 'We realized that a whole load of grass and
$\qquad$ had blocked the guttering' (target = 'leaves'). Items were also presented separately in isolation, with participants asked to fill in the gap with the word they thought best fitted, e.g. 'grass and $\qquad$ '. This provided a measure of both the stand-alone cloze probability and contextually defined cloze probability for all items. In total 65 participants took part in the norming, seeing either the forward or reversed novel binomial, either in context or as a stand-alone item. Inclusion of either the stand-alone or contextual cloze values made no difference to any of our analyses, so they are not considered in detail in the results section.

Procedure. Participants were seated in front of a computer monitor with their head movements stabilized using a desk-mounted chinrest. Eye movements were recorded monocularly at a sample rate of 500 Hz with an EyeLink 1000+ system from SR Research. Before the experiment, accuracy was verified using a nine-point calibration and validation grid. During the experiment, between each screen a fixation point appeared to allow for trial-by-trial drift checking and recalibration if required. Participants were instructed to read the texts as normally as possible for comprehension and to press the spacebar when they had finished. In the texts, neither existing nor novel binomials appeared at the beginning or end of a line or across a line break. Following each story a series of yes/no comprehension questions appeared to ensure that participants had attended to the text. The system was recalibrated before each story.

## Results

Analysis. Data were 'cleaned' prior to analysis. Following standard practice, individual fixations that were less than 100 ms or longer than 800 ms were removed. Trials that experienced track loss or where a trial was discontinued early were removed. For items where this was the case, all occurrences of the item were subsequently removed from the dataset (e.g. if the first encounter with a phrase was missing, all subsequent encounters,
including the reversed form, were removed). For the first analysis (existing and novel binomials in forward and reversed forms) $6.9 \%$ of data was excluded and for the second (effects of repetition on novel binomials) $10.5 \%$ of the data was excluded. As this is a somewhat conservative procedure, we also analyzed the data without these exclusions and the pattern of results remained the same.

All analyses were conducted using R (version 3.5.3) and R Studio (version 1.1.463). Linear mixed effects models were constructed and analyzed using the lme4 (version 1.1-21; Bates, Maechler, Bolker \& Walker, 2015) and lmerTest (version 3.1-0; Kuznetsova, Brockhoff \& Christensen, 2016) packages. Effects plots (Figure 1) were produced using the effects package (version 3.1-2; Fox, 2003). Linear mixed effects models were constructed for: 1) the whole phrase, and 2) for each of the content words (word 1 and word 3) individually. Since the conjunction 'and' (word 2) was skipped more than $65 \%$ of the time in all conditions, this was not subjected to further analysis. Separate models were constructed for the measures first pass reading time (first pass RT: the sum of all fixations prior to leaving the word or phrase) and total reading time (total RT: the sum of all fixations on the word or phrase throughout the trial). First pass reading time is considered an 'early' eye-tracking measure, indexing highly automatic word recognition and lexical access processes, while total reading time is a 'late' measure indexing initial lexical retrieval and subsequent integration of a word. Because they tap into different aspects of processing, we may see different effects in them (Conklin, Pellicer-Sánchez \& Carrol, 2018). Duration measures were log-transformed to reduce skewing. For word level analyses, skipped items (words which received no fixations during first pass reading) were discounted from any subsequent analysis. In all models we adopted the maximal random effects structure justified by the design (Barr, Levy, Scheepers \& Tily, 2013).

Two analyses were carried out. First, we compared reading measures for existing binomials and novel binomials in their forward and reversed forms. The existing binomials occurred only once before their reversed form, while the novel binomials occurred between one and five times. For these analyses only the first occurrence is compared to its reversed form. For the second analysis, we compared the different number of occurrences (1-5) of the novel binomials.

Research question 1. Is the language processing system sensitive to novel linguistic patterns in input that simulates a real-world context?: A comparison of existing and novel binomials in forward and reversed forms. Here we compare existing binomials and the first occurrence of novel binomials in their forward form to their reversed form, which are the last occurrence (see Table 2). Model outputs for the whole phrase, word 1 ('time'/'wires') and word 3 ('money'/'pipes') are reported in Table 3. All models included fixed effects of type (existing vs. novel) and direction (forward vs. reverse) as well as word level fixed effects for length (in letters) and frequency (on the Zipf scale). ${ }^{2}$ We included number of repetitions as a covariate in all models including novel phrases to account for the difference in number of encounters on the subsequently encountered reverse form, and random intercepts for subject and item were included, as well as by-subject random slopes for the effects of binomial status * direction (analysis 1). We also added phrase frequency (on the Zipf scale), association strength, cloze probability and context-specific cloze probability one by one in a stepwise fashion and compared the resulting models with the original model using log-likelihood tests. None of these improved any of the models. For word level analyses any words that received no fixations during first pass reading were excluded. Final models were checked for collinearity and no issues were observed (all VIFs $<5$ ).

Table 2. Mean reading times in milliseconds with standard deviation in brackets for existing binomials and the first occurrence of novel binomials in their forward and reversed forms for
first pass reading time and total reading time. Differences between forward and reversed forms are shown, with $p$-values based on the Differences of Least Squares Means extracted from the models reported in Table $3\left({ }^{*} p<0.05,{ }^{* *} p<.01,{ }^{* * *} p<.001\right)$.

| Existing binomials |  |  |  |  | Novel binomials |  |  |
| :--- | :---: | :--- | :--- | :--- | :--- | :--- | :---: |
|  | Forward | Reversed | Difference | Forward | Reversed | Difference |  |
| First pass reading |  |  |  |  |  |  |  |
| Phrase | $312(153)$ | $346(188)$ | $-34^{*}$ | $366(188)$ | $369(196)$ | -3 |  |
| Word 1 | $207(75)$ | $216(95)$ | -9 | $221(87)$ | $232(100)$ | -11 |  |
| Word 3 | $215(70)$ | $241(87)$ | $-26^{* * *}$ | $237(86)$ | $232(89)$ | 5 |  |

## Total reading time

| Phrase | $375(186)$ | $433(237)$ | $-58^{* * *}$ | $480(235)$ | $457(237)$ | $23^{* *}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Word 1 | $224(93)$ | $242(123)$ | $-18^{*}$ | $260(127)$ | $262(130)$ | -2 |
| Word 3 | $230(95)$ | $257(104)$ | $-27^{* *}$ | $263(113)$ | $254(113)$ | 9 |

Note: For word 1 and word 3 values, words that received no fixations are discounted; values for the whole phrase include trials where either word 1 or word 3 (but not both) were skipped.

Table 3. Linear mixed effects model for existing vs. novel binomials in forward and reversed forms for whole phrase reading times, word 1 and word 3 .

## First pass reading time (log) Total reading time (log)

|  | First pass reading time (log) |  |  |  | Total reading time (log) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Whole phrase |  |  |  |  |  |  |  |  |
|  | Intercept | SE | t | p | Intercept | SE | t | p |
| Intercept | 5.622 | 0.26 | 21.27 | . 000 *** | 5.477 | 0.27 | 20.43 | . 000 *** |
| Type (novel) | 0.135 | 0.05 | 2.86 | .005** | 0.233 | 0.05 | 4.91 | . 000 *** |
| Direction (reverse) | 0.103 | 0.04 | 2.62 | .010* | 0.136 | 0.04 | 3.64 | .001** |
| Type*Direction | -0.090 | 0.06 | -1.70 | . 091 | -0.246 | 0.05 | -5.06 | . 000 *** |
| W1 length | -0.002 | 0.01 | -0.15 | . 879 | 0.012 | 0.01 | 1.10 | . 275 |
| W1 Zipf | -0.004 | 0.03 | -0.13 | . 895 | -0.008 | 0.03 | -0.24 | . 811 |

W3 length
W3 Zipf
Repetitions

Random effects
Subject
Subject | Type
Subject | Direction
Subject | Type*Direction
Item
Residual

| Variance | SD |
| ---: | :---: |
| 0.036 | 0.19 |
| 0.005 | 0.07 |
| 0.009 | 0.10 |
| 0.020 | 0.14 |
| 0.010 | 0.10 |
| 0.237 | 0.49 |


| 0.025 | 0.01 | 2.32 | $.022^{*}$ |
| ---: | ---: | ---: | :--- |
| -0.021 | 0.03 | -0.63 | .527 |
| -0.004 | 0.06 | -0.29 | .770 |


| 0.035 | 0.01 | 3.28 | $.001^{* *}$ |
| :--- | :--- | :--- | :--- |
| 0.021 | 0.03 | 0.67 | .507 |
| 0.026 | 0.01 | 1.97 | $.050^{*}$ |


| Variance | SD |
| ---: | :--- |
| 0.042 | 0.21 |
| 0.001 | 0.03 |
| 0.009 | 0.09 |
| 0.003 | 0.05 |
| 0.011 | 0.11 |
| 0.209 | 0.46 |

## Word 1

| Intercept | 5.552 | 0.18 | 31.64 | $.000^{* * *}$ | 5.511 | 0.18 | 30.10 | $.000^{* * *}$ |
| :--- | ---: | ---: | ---: | :--- | ---: | ---: | ---: | :--- |
| Type (novel) | 0.054 | 0.04 | 1.48 | .143 | 0.124 | 0.04 | 3.20 | $.002^{* *}$ |
| Direction (reverse) | 0.040 | 0.03 | 1.18 | .241 | 0.079 | 0.04 | 2.01 | $.048^{*}$ |
| Type*Direction | -0.009 | 0.04 | -0.20 | .843 | -0.104 | 0.05 | -2.22 | $.038^{*}$ |
|  |  |  |  |  |  |  |  |  |
| W1 length | -0.012 | 0.01 | -1.56 | .124 | -0.014 | 0.01 | -1.54 | .125 |
| W1 Zipf | -0.028 | 0.02 | -1.16 | .247 | -0.007 | 0.03 | -0.27 | .784 |
| W3 length | -0.009 | 0.01 | 1.11 | .270 | 0.014 | 0.01 | 1.61 | .108 |
| W3 Zipf | -0.027 | 0.02 | -1.13 | .258 | -0.033 | 0.03 | -1.24 | .217 |
| Repetitions | 0.003 | 0.01 | 0.30 | .843 | 0.015 | 0.01 | 1.31 | .192 |
|  |  |  |  |  |  |  |  |  |
| Random effects | Variance | SD |  |  | Variance | SD |  |  |
| Subject | 0.000 | 0.00 |  |  | 0.000 | 0.00 |  |  |
| Subject \| Type | 0.009 | 0.09 |  |  | 0.009 | 0.09 |  |  |
| Subject \| Direction | 0.010 | 0.10 |  |  | 0.010 | 0.10 |  |  |
| Subject \| Type*Direction | 0.001 | 0.02 |  |  | 0.008 | 0.09 |  |  |
| Item | 0.007 | 0.08 |  |  | 0.003 | 0.05 |  |  |
| Residual | 0.115 | 0.34 |  |  | 0.162 | 0.40 |  |  |

## Word 3

Intercept
Type (novel)
Direction (reverse)

| 5.023 | 0.1 |
| :--- | :--- |
| 0.106 | 0.0 |
| 0.092 | 0.0 |

30.76 . $000^{* * *}$
3.48 . $001^{* *}$
3.43 . $001^{* * *}$

| 4.962 | 0.22 | 22.58 | $.000^{* * *}$ |
| ---: | ---: | ---: | :--- |
| 0.144 | 0.04 | 3.62 | $.001^{* *}$ |
| 0.098 | 0.03 | 3.19 | $.002^{* *}$ |


| Type*Direction | -0.101 | 0.04 | -2.61 | $.009^{* *}$ | -0.149 | 0.04 | -3.44 | $.001^{* *}$ |  |
| :--- | ---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| W1 length | 0.007 | 0.01 | 0.93 | .356 |  |  |  |  |  |
| W1 Zipf | 0.044 | 0.02 | 2.05 | $.042 *$ | 0.05 | 0.01 | 0.52 | .602 |  |
| W3 length | -0.008 | 0.01 | -1.10 | .273 | 0.037 | 0.03 | 1.39 | .166 |  |
| W3 Zipf | 0.017 | 0.02 | 0.79 | .432 | 0.002 | 0.01 | 0.19 | .850 |  |
| Repetitions | -0.007 | 0.01 | -0.74 | .460 | 0.035 | 0.03 | 1.30 | .195 |  |
|  |  |  |  |  | 0.008 | 0.01 | 0.46 | .646 |  |
| Random effects | Variance | SD |  |  |  |  |  |  |  |
| Subject | 0.010 | 0.10 |  |  | 0.013 | 0.11 |  |  |  |
| Subject \| Type | 0.001 | 0.04 |  |  | 0.001 | 0.03 |  |  |  |
| Subject \| Direction | 0.000 | 0.01 |  |  | 0.001 | 0.02 |  |  |  |
| Subject \| Type*Direction | 0.006 | 0.07 |  |  | 0.005 | 0.07 |  |  |  |
| Item | 0.003 | 0.06 |  |  | 0.007 | 0.08 |  |  |  |
| Residual | 0.096 | 0.31 |  |  | 0.125 | 0.35 |  |  |  |

$p$-values are estimated using the lmerTest package in R (Kuznetsova et al., 2016). ${ }^{*} p<.05 ;{ }^{* *} p<.01$;
***p<. 001

As can be seen in Tables 2 and 3, a clear picture emerges where existing binomials like 'time and money' are read more quickly than their reversed form 'money and time'. Table 3 shows that for the whole phrase the forward form is faster in first pass RT $(t=-2.61$, $p=.011)$ and total $\mathrm{RT}(t=-3.64, p<.001)$. It also demonstrates that the locus of this effect is the final word, which is read more quickly in the forward form for first pass RT $(t=-3.44, p$ $<.001)$ and total $\mathrm{RT}(t=-3.19, p=.002)$. This pattern of results is consistent with the literature on formulaic language more broadly, and binomials in particular, and offers further evidence that existing lexical patterns are read more quickly than less frequent formulations. However, in previous studies formulaic language has generally been presented in isolation or in single sentences. The current results demonstrate that the processing advantage persists when readers need to integrate the meaning of binomials in sentences as well as into a longer stretches of discourse.

For novel binomials, the pattern is somewhat different (see Table 3). Forward forms are not read more quickly than reversed forms for first pass RT $(t=-0.33, p=.744)$, and the only significant difference occurs in total RT at the phrase level, such that once a phrase has been seen in its forward form (e.g. 'wires and pipes'), the reversed form ('pipes and wires') is actually read more quickly $(t=3.24, p=.001)$.

The advantage for the reversed form of novel binomials is in conflict with our predictions, whereby we expected no difference between an initial encounter with ' x and y ' and a subsequent encounter with ' $y$ and $x$ ', but is in line with the prediction that multiple encounters with ' $x$ and $y$ ' lead to incrementally shorter reading times. What these results point to is that after repeatedly encountering a lexical pattern like 'wires and pipes', the processing system has become sensitive to the combination of the words 'wires' and 'pipes'. This means that seeing 'pipes and' speeds up the reading of 'wires', even though the lexical items do not appear in what has been established as their canonical order. This finding is contrary to what happens with existing binomials, which have been encountered many times in the canonical order over a participant's lifetime. An important question is whether the processing system is sensitive to not only the co-occurrence of lexical items, but also to the order in which they appear. The next analysis will explore this more fully.

## Research question 2. How many occurrences are needed for novel patterns to

 demonstrate a processing advantage in a real-world context?: Looking at effects of repetition on novel binomials. Table 4 provides a summary of phrase and individual word reading times for novel binomials as a function of number of occurrences, as well as for the final reversed form. Each number of occurrence (1-5) had five items and values are cumulative. This means that the first occurrence includes all 25 items, regardless of whether they were subsequently repeated; 20 of these were then seen a second time; 15 of these a third time; 10 of these a fourth time; and 5 of these a fifth time. All 25 were then seen in their reversed form. Weconstructed linear mixed effects models to investigate the effect of repetition (Table 5). We first included a fixed effect of occurrence (with levels: $1,2,3,4,5$ and Reversed). The first encounter was coded as the baseline and we used the difflsmeans function in the lmerTest package to compare whether each subsequent encounter was significantly different from the first encounter, and from the reversed form. Random intercepts for subject and items were included, as well as by-subject random slopes for order of occurrence. We constructed a separate model including fixed effects of number of repetitions and direction (forward/reversed) to see whether reading a binomial more times led to an effect on both the forward form (Do more encounters lead to faster reading time?) and the reversed form (Is the reversed form slower for novel binomials that have been encountered more times, compared to ones that have been encountered fewer times?). Random intercepts for subject and items were included, as well as by-subject random slopes for the effect of number of repetitions * direction.

Table 4. Mean word and phrase level reading times in milliseconds (standard deviation in brackets) for first pass reading time and total reading time for novel binomials as a function of number of occurrences, as well as the reversed forms.

| Encounter (total number of items at each level in brackets) |  |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | One (25) | Two (20) | Three (15) | Four (10) | Five (5) | Reversed (25) |  |
| First pass reading |  |  |  |  |  |  |  |
| Whole phrase | $366(188)$ | $381(210)$ | $350(194)$ | $328(165)$ | $328(212)$ | $371(198)$ |  |
| Word 1 | $221(87)$ | $236(102)$ | $222(97)$ | $215(77)$ | $212(82)$ | $232(100)$ |  |
| Word 3 | $237(86)$ | $237(93)$ | $233(83)$ | $231(84)$ | $225(103)$ | $233(89)$ |  |
| Total reading |  |  |  |  |  |  |  |
| Whole phrase | $481(235)$ | $477(249)$ | $447(245)$ | $424(241)$ | $442(235)$ | $459(239)$ |  |


| Word 1 | $261(128)$ | $273(140)$ | $255(149)$ | $241(132)$ | $233(93)$ | $262(131)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Word 3 | $263(113)$ | $261(123)$ | $253(105)$ | $252(114)$ | $266(134)$ | $256(114)$ |

Note: For word 1 and word 3 values, words that received no fixations are discounted; values for the whole phrase include trials where either word 1 or word 3 (but not both) were skipped.

Table 5 shows the analysis of the effect of number of encounters on whole phrase reading times. While the difference between occurrences one and two is not significant, subsequent repetitions all lead to significantly shorter reading times compared to occurrence one: occurrence three in first pass and total RT, occurrence four in first pass and total RT and occurrence five in first pass but not total RT. Importantly, after the lexical pattern has been seen several times, there is a processing advantage for it compared to the subsequently encountered reversed form. Comparison of each level with the reversed form showed that for first pass RT, a significant advantage for the forward form emerged after three encounters: occurrence three $(t=-2.10, p=.040)$, occurrence four $(t=-3.67, p<.001)$ and occurrence five $(t=-2.93, p=.004)$. For total RT this was the case for occurrence four $(t=-3.20, p=$ .001) but not occurrence five $(t=-0.02, p>.05)$. It is likely that this did not reach significance at five occurrences because of reduced item power: five occurrences only had 5 items, while four occurrences had 10 and three had $15 .{ }^{3}$ On the whole, it appears that the processing system is not only sensitive to the co-occurrence of lexical items, but also to the canonical form or order once this has been read multiple times, and this effect is particularly evident in first pass RT. ${ }^{4}$

Table 5. Linear mixed effects model for whole phrase reading times for novel binomials as a function of number of encounters (baseline $=$ first encounter).

|  | First pass reading time (log) |  |  | Total reading time (log) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Intercept | SE | $t$ | $p$ | Intercept | SE | $t$ | $p$ |
| Intercept | 5.152 | 0.25 | 20.39 | . 000 *** | 5.683 | 0.28 | 20.39 | .000*** |


| Second encounter | 0.037 | 0.03 | 1.33 | . 189 | -0.013 | 0.02 | -0.56 | . 574 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Third encounter | -0.061 | 0.03 | -2.05 | .044* | -0.087 | 0.03 | -3.03 | .004** |
| Fourth encounter | -0.113 | 0.04 | -3.21 | . 002 ** | -0.157 | 0.03 | -5.00 | . 000 *** |
| Fifth encounter | -0.130 | 0.05 | -2.59 | .012* | -0.060 | 0.04 | -1.43 | . 153 |
| Reverse | 0.007 | 0.03 | 0.26 | . 793 | -0.060 | 0.02 | -2.67 | .008** |
| W1 length | 0.017 | 0.01 | 1.50 | . 136 | 0.023 | 0.01 | 1.98 | . 049 |
| W1 Zipf | 0.012 | 0.03 | 0.37 | . 716 | 0.007 | 0.03 | 0.21 | . 833 |
| W3 length | 0.031 | 0.01 | 2.73 | .007** | 0.033 | 0.01 | 2.90 | .004** |
| W3 Zipf | 0.063 | 0.03 | 1.95 | . 054 | 0.007 | 0.03 | 0.20 | . 839 |
| Random effects | Variance | SD |  |  | Variance | SD |  |  |
| Subject | 0.032 | 0.18 |  |  | 0.033 | 0.18 |  |  |
| Subject \| second encounter | 0.005 | 0.07 |  |  | 0.001 | 0.03 |  |  |
| Subject \| third encounter | 0.005 | 0.07 |  |  | 0.006 | 0.08 |  |  |
| Subject \| fourth encounter | 0.007 | 0.08 |  |  | 0.003 | 0.05 |  |  |
| Subject \| fifth encounter | 0.025 | 0.16 |  |  | 0.004 | 0.06 |  |  |
| Subject \| reverse | 0.007 | 0.09 |  |  | 0.001 | 0.03 |  |  |
| Item | 0.007 | 0.08 |  |  | 0.010 | 0.10 |  |  |
| Residual | 0.244 | 0.49 |  |  | 0.212 | 0.46 |  |  |

$p$-values are estimated using the lmerTest package in R (Kuznetsova et al., 2016). ${ }^{*} p<.05 ;{ }^{* *} p<.01$; *** $p<.001$

The overall effect of repetition can be seen in Figure 1, which shows that first pass RT (top row, left panel) and total RT (bottom row, left panel) decrease as the number of forward occurrences increases. This effect is confirmed by the analysis in Table 6, where there is a significant overall effect of repetition for novel forward phrases in first pass RT and total RT. For reversed forms, number of repetitions indicates how many times each phrase was seen prior to the reversed form being encountered. Figure 1 shows that this had no effect on first pass RT (top row, right panel), but for total RT there was a greater cost for reversed phrases when the forward phrase had been encountered more times. In other words, seeing a phrase more times in the forward form leads to slower reading for the reversed form, compared to
phrases that were not seen as many times in the forward form. This is confirmed by the interaction of repetitions and direction reported in Table 6 for first pass RT and total RT.

Figure 1. Overall effect of increased number of repetitions on forward and reversed forms of novel binomials for first pass reading time (top row) and total reading time (bottom row) for the whole phrase. Effects are taken from models that include word-level length and frequency as covariates. Number of repetitions is cumulative. Shading shows 95\% CI.


Table 6. Linear mixed effects model for whole phrase reading times for novel binomials as a function of number of repetitions*direction.

|  | First pass reading time |  |  |  | Total reading time |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Intercept | SE | $t$ | $p$ | Intercept | SE | $t$ | $p$ |
| Intercept | 5.217 | 0.25 | 20.54 | . $0000^{* *}$ | 5.706 | 0.28 | 20.59 | . 000 *** |
| Repetitions | -0.039 | 0.01 | -4.33 | . 000 *** | -0.033 | 0.01 | -4.08 | .000*** |
| Direction | -0.034 | 0.05 | -0.69 | . 494 | -0.178 | 0.05 | -3.84 | . 000 *** |
| Repetitions*Direction | 0.032 | 0.02 | 2.06 | .041* | 0.061 | 0.01 | 4.18 | .000*** |
| W1 length | 0.016 | 0.01 | 1.40 | . 164 | 0.023 | 0.01 | 2.05 | .043* |
| W1 Zipf | 0.012 | 0.03 | 0.36 | . 718 | 0.007 | 0.03 | 0.20 | . 842 |
| W3 length | 0.030 | 0.01 | 2.70 | .008** | 0.034 | 0.01 | 2.99 | .003** |
| W3 Zipf | 0.064 | 0.03 | 1.97 | . 051 | 0.008 | 0.03 | 0.23 | . 818 |
| Random effects | Variance | SD |  |  | Variance | SD |  |  |
| Subject | 0.033 | 0.18 |  |  | 0.031 | 0.17 |  |  |
| Subject \| Repetitions | 0.000 | 0.02 |  |  | 0.000 | 0.01 |  |  |
| Subject \| Direction | 0.012 | 0.11 |  |  | 0.008 | 0.09 |  |  |
| Subject \| Reps*Direction | 0.001 | 0.03 |  |  | 0.001 | 0.03 |  |  |
| Item | 0.007 | 0.08 |  |  | 0.010 | 0.10 |  |  |
| Residual | 0.246 | 0.50 |  |  | 0.213 | 0.46 |  |  |

$\overline{p-v a l u e s ~ a r e ~ e s t i m a t e d ~ u s i n g ~ t h e ~ l m e r T e s t ~ p a c k a g e ~ i n ~} \mathrm{R}$ (Kuznetsova et al., 2016). ${ }^{*} p<.05 ; * * p<.01 ;{ }^{* * * p<}$ . 001

## DISCUSSION

It is thought that linguistic knowledge should be rapidly acquired. As we discussed in the Introduction, there is considerable evidence that this is true for elements of a native language that are fundamental to successful communication. However, important questions have remained unanswered. With regard to our first research question - whether the language processing system is sensitive to novel linguistic patterns when the input simulates a realworld context - we found that reading times for novel binomials become faster as the number
of occurrences increases. It appears that the co-occurrence of the lexical items 'wires' and 'pipes' is recorded in memory, making the final reversed form faster than the initial encounter with the forward form in total reading time. Addressing our second research question about the number of exposures that are required, we see that in as little as four to five exposures, a novel pattern is read more quickly than its reversed form. In other words, it develops the well-attested pattern of existing binomials in which the forward form is read more quickly than the reversed form. Importantly, this advantage emerges over the course of reading short stories on a computer. Thus, the sensitivity to lexical patterns arises during normal reading.

Our findings are in line with usage-based approaches, which put a premium on linguistic input - meaning that experience of and exposure to language results in high frequency, repetitive sequences of words being stored in memory (e.g. Bybee, 2002; 2013; Tomasello, 2003). In a usage-based approach, when language users encounter utterances, they store them and look for patterns amongst them (Tomasello, 2003). Importantly, the first time a sequence of words is encountered, it leaves an imprint in memory that is strengthened by subsequent exposure ( Logan, 1988). In this view, development of language knowledge, as well as more specific aspects like literacy, is primarily driven by exposure. Thus, when individual units and sequences of language have a high degree of repetition, this will lead to 'the conventionalization of categories and associations, as well as to the automation of sequences’ (Bybee, 2013, p. 50). This means that our experiences with language determine memory representations, which do not exist in isolation, but are formed and function in dynamic networks that are continually updated to reflect the nature of ever-changing linguistic experience.

The current results are in line with accounts of language processing which hold that linguistic skill is based on experience with language and that acquisition is reliant on finding
patterns (Tomasello, 2003). Thus, similar to the well-established sensitivity to regularities that are seemingly important for communication, we find a sensitivity to novel binomials. In a usage-based approach, the frequency of a pattern is important for being able acquire it. When a reader encounters 'wires and pipes', the utterance is registered. Further occurrences are also registered and regularities can be detected. After a novel binomial has been seen once, the association between the two words leads to one word priming the other (Bybee, 2002). This would explain why the reversed 'pipes and wires' is faster than the first encounter with the forward 'wires and pipes'. However, the sequential order of the pattern is also recorded, which means that after four to five occurrences the forward form of the binomial is faster than the reversed form.

Our findings are also consistent with theories of memory and learning associations. Thus, whenever two items, like 'wires' and 'pipes', are simultaneously active in memory, the strength of the association between them increases and they become more likely to activate each other. There are a number of models that detail how this occurs in memory and how associated items cue retrieval of each other (e.g. Search of Associative Memory, Raaijmakers \& Shiffrin, 1981). To account for the current results, such models need to explain order effects. For example, the results could be explained in terms of the strength of association, which might be stronger from 'wires' to 'pipes' than from 'pipes' to 'wires'. Alternatively, transitional probabilities might be encoded in memory. This would be in line with eyetracking research showing that the transitional probabilities of words have a measurable influence on fixation durations (McDonald \& Shillcock, 2003).

Finally, the current results support the view that lexical patterns are acquired automatically. It is thought that when a person attends to a particular input that some of its attributes, like frequency, which require little or no intentional processing, are automatically encoded in memory (Hasher \& Zacks, 1984). Thus, when readers attend to a story, the
frequency of lexical patterns is encoded. It is exactly this frequency of occurrence that allows for novel lexical patterns to become entrenched in memory and to elicit a processing advantage. The pattern of results is compatible with a Hebbian view of learning in which inputs into the system produce a pattern of activity, and acquisition occurs based on these patterns of activation (Wennekers, Garagnani \& Pulvermüller, 2006). Thus, analogous to the Hebbian view that 'cells that fire together wire together', here we see that 'words that occur together wire together'. Relevant for the current results, Hebbian models can have internal order that determines the spatio-temporal sequences of activity patterns (Wennekers et al., 2006), termed 'phase sequences' by Hebb (1949).

In sum, this research demonstrates that binomials, a type of formulaic language, can be acquired rapidly and automatically from input that approximates a natural reading situation. However, important questions remain. Noun- and verb-phrase conjunctions are learned early in life (Ardery, 1979). Future work will need to investigate whether other types of formulaic language and more 'difficult' structures can be acquired in natural contexts and how much input is needed. In language acquisition - both L1 and L2 - an important question is how durable or long-lasting learning is. With regards to binomials, would the processing advantage that emerges after four to five occurrences of a novel pattern be evident a day later, a week later, etc.? Further, is there a difference in the durability of the word associations ('wires-pipes') and the effect of word order ('wires and pipes') vs. ('pipes and wires')? Again, these are questions for future research. In addition, it would be of interest to better explore the effect at four and five occurrences, where it begins to emerge. In the current study, because we did not want to overwhelm the stories with repeated novel binomials, we elected to have five occurrences at every level. This meant that while all 25 items contributed reading times at one occurrence, only 5 did at five occurrences, resulting in much less item power at the highest number of occurrences. Future research should more carefully study the
emerging processing advantage at four and five occurrences. Additionally, the processing pattern for novel binomials was more clear-cut in first pass RT than total RT, suggesting that the establishment of a novel pattern might have an effect in terms of early processes such as lexical access/expectancy, but not for later processes like meaning integration and/or semantic processing. This contrasts with what has been demonstrated for established binomials in eye-tracking where effects are seen in both early and late measures (Carrol \& Conklin, 2020), and in ERP, where there is evidence for activation of a lexical 'template' (increased P300) and a reduced processing load and easier semantic integration (decreased N400) (Siyanova-Chanturia et al., 2017). It would be of interest to compare novel and existing binomials in an ERP paradigm to determine whether early stages of acquisition are characterized by easier lexical access (i.e. an increased P300 is evident for both existing and novel binomials) and only at later stages is semantic integration less effortful (i.e. a decreased N400 is only evident for existing binomials). Finally, we have focused on adults in their L1. Research will need to address whether binomials and other types of formulaic language can be learned in natural contexts by less proficient speakers such as children in their L1 or L2 and adults in their L2. Thus, while we demonstrate that linguistic patterns are rapidly and automatically learnable in natural contexts, many open questions remain to be addressed by future research.
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## ENDNOTES

${ }^{1}$ Care was taken to avoid the hypothesized semantic and phonological constraints on binomial word order (e.g. Benor \& Levy, 2006; Fenk-Oczlon, 1989; Mollin, 2012; Morgan \& Levy, 2016). We ensured that our items did not violate the constraints considered in Morgan and Levy (2016, p. 389). Crucially, the novel binomials were presented across counterbalanced lists to minimize any specific ordering effects, i.e. if an order for a novel pair was 'preferred', the effect of this would be offset by the item appearing in the 'dispreferred' order on the other list. Notably, there was no effect of list in any of the analyses, demonstrating that there was no particular word order preference for our items.
> ${ }^{2}$ The Zipf scale is a logarithmic scale designed to express relative frequency, taking into account the size of the corpus. A Zipf score of 1 represents a frequency of 1 per 100 million words; 2 represents a frequency of 10 per 100 million words; 3 represents 100 per 100 million words, and so on.

[^0]items at 5 repetitions (and at the other levels as well), this would necessitate 150 repetitions of novel binomials in the texts.
${ }^{4}$ It is important to note that the pattern for first pass RT is more clear-cut, suggesting that the effect may be an early one that is not evident in later processing. In other words, the establishment of a pattern might have an effect in terms of lexical access/expectancy, but not in terms of meaning integration/overall semantic processing. Thus, it shows up in early eyetracking measures (first pass RT) but not in later ones (total RT).

## APPENDIX A

A full list of the existing and novel binomials used in the experiment, with raw frequencies and ratio of forward to backward occurrences, Zipf frequencies (scale from 1 to 7 with 7 being highest frequency) and association strength (from 0 to 100).

|  | Forward | Reverse | Ratio | Forward | Reverse | Forward | Reverse |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Freq | Freq |  | Zipf | Zipf | Assoc | Assoc |
| Existing binomials |  |  |  |  |  |  |  |
| aches and pains | 71 | 1 | 71.00 | 2.86 | 1.30 | 0.62 | 0.04 |
| black and white | 1119 | 57 | 19.63 | 4.05 | 2.76 | 0.58 | 0.55 |
| boys and girls | 383 | 93 | 4.12 | 3.58 | 2.97 | 0.81 | 0.50 |
| brother and sister | 473 | 27 | 17.52 | 3.68 | 2.45 | 0.57 | 0.63 |
| food and drink | 210 | 8 | 26.25 | 3.32 | 1.95 | 0.14 | 0.01 |
| knife and fork | 150 | 4 | 37.50 | 3.18 | 1.70 | 0.45 | 0.65 |
| mum and dad | 516 | 11 | 46.91 | 3.71 | 2.08 | 0.70 | 0.56 |
| name and address | 657 | 2 | 328.50 | 3.82 | 1.48 | 0.10 | 0.13 |
| son and daughter | 133 | 11 | 12.09 | 3.13 | 2.08 | 0.49 | 0.63 |
| tea and coffee | 133 | 19 | 7.00 | 3.13 | 2.30 | 0.18 | 0.39 |
| time and money | 271 | 29 | 9.34 | 3.43 | 2.48 | 0.00 | 0.00 |
| wind and rain | 103 | 17 | 6.06 | 3.02 | 2.26 | 0.10 | 0.00 |
| Novel Binomials | 9 | 2 | 4.50 | 2.00 | 1.48 | 0.00 | 0.00 |
| bags and coats | 9 | 0.75 | 1.60 | 1.70 | 0.02 | 0.03 |  |
| boat and train | 3 | 4 | 1.67 | 1.78 | 1.60 | 0.00 | 0.00 |
| bottles and tins | 5 | 3 | 3.00 | 1.60 | 1.30 | 0.01 | 0.00 |
| cards and gifts | 3 | 1 | 0.89 | 1.95 | 2.00 | 0.00 | 0.00 |
| chat and laugh | 8 | 9 |  |  |  |  |  |


| chickens and rabbits | 3 | 2 | 1.50 | 1.60 | 1.48 | 0.00 | 0.00 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| clean and polish | 3 | 2 | 1.50 | 1.60 | 1.48 | 0.00 | 0.04 |
| eggs and milk | 8 | 11 | 0.73 | 1.95 | 2.08 | 0.01 | 0.01 |
| farms and houses | 4 | 9 | 0.44 | 1.70 | 2.00 | 0.12 | 0.00 |
| games and music | 2 | 1 | 2.00 | 1.48 | 1.30 | 0.00 | 0.00 |
| goats and pigs | 1 | 0 | 0.00 | 1.30 | 1.00 | 0.02 | 0.00 |
| grass and leaves | 4 | 6 | 0.67 | 1.70 | 1.85 | 0.00 | 0.00 |
| kitchen and bedrooms | 6 | 3 | 2.00 | 1.85 | 1.60 | 0.01 | 0.00 |
| paint and glue | 2 | 2 | 1.00 | 1.48 | 1.48 | 0.00 | 0.02 |
| plates and glasses | 5 | 1 | 5.00 | 1.78 | 1.30 | 0.06 | 0.00 |
| potatoes and beans | 4 | 3 | 1.33 | 1.70 | 1.60 | 0.01 | 0.00 |
| shelves and drawers | 2 | 1 | 2.00 | 1.48 | 1.30 | 0.01 | 0.00 |
| spoons and bowls | 1 | 1 | 1.00 | 1.30 | 1.30 | 0.00 | 0.03 |
| stone and wood | 3 | 7 | 0.43 | 1.60 | 1.90 | 0.01 | 0.02 |
| stories and jokes | 2 | 3 | 0.67 | 1.48 | 1.60 | 0.00 | 0.00 |
| tennis and football | 1 | 2 | 0.50 | 1.30 | 1.48 | 0.00 | 0.01 |
| walk and swim | 1 | 3 | 0.33 | 1.30 | 1.60 | 0.00 | 0.00 |
| walls and fences | 11 | 5 | 2.20 | 2.08 | 1.78 | 0.04 | 0.02 |
| wires and pipes | 3 | 3 | 1.00 | 1.60 | 1.60 | 0.00 | 0.00 |
| write and phone | 2 | 1 | 2.00 | 1.48 | 1.30 | 0.00 | 0.00 |
|  |  |  | 2 |  |  |  |  |


[^0]:    ${ }^{3}$ The study design meant that there were fewer items at 5 repetitions: All 25 items contribute to reading times at the 1 st occurrence, only 20 go on to have a 2 nd occurrence, only 15 go on to have a 3 rd occurrence, 10 a 4th occurrence, and 5 a 5th occurrence. Thus, there is much less item power in the 5th occurrence versus the 1st ( 25 items vs. 5). Notably an effect was still evident: The fifth occurrence had shorter reading times (first pass and total RT) compared to the initial presentation. For first pass RT, there were shorter reading times for the third, fourth and fifth repetition relative to the reversed form. While increasing the number of items at later repetitions would help to address the issue of item power, this would have the disadvantage of increasing the salience of the repetition manipulation. To have 10

