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#### Abstract

In this article the end effector displacement control for a manipulator robot with 6 rotational joints on a predetermined 3-dimensional trajectory is investigated. Since for any end effector position there are more than a single set of answers, regarding to robot parts orientation, finding a method which gives the designer all existing states will lead to more freedom of action. Hence two different methods were applied to solve robot inverse kinematic issue. In the first method ADAMS software was considered, which is a well-known software in the field of solving inverse kinematic problems, and after that BA algorithm is used as an intelligent method. This method is one of the fastest and most efficient methods among all existing ones for solving non-linear problems. Hence problem of inverse kinematic solution is transformed into an affair of optimization. Comparison of results obtained by both models indicates the reasonable performance of BA because of its capability in providing the answers from all existing states along with the privilege of no need to 3D modeling.
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## 1. Introduction

Conducted researches in the field of robotics include a wide range of theoretical and practical topics like motion planning [1], intelligent control [2,3], and motion control on predetermined 3-dimensional trajectories [4]. Trajectory design for robot arms is usually performed in Cartesian space and determination of robot joint movements by having the location and orientation of end effector is called robot inverse kinematics.

In robotics, end effector is a tool at the end of robot arm which is designed for interactions with external environment. Its exact nature is dependent on robot functions. In serial robots, end effector is defined as the robot ultimate link which has the duty of attaching robot to the target object. To give a more precise definition, end effector is a member of robot that interacts with environment.

There are different methods for solving inverse kinematic problem including algebraic, geometrical, and trial and error methods, which are both time consuming and difficult to be solved numerically [5, 6]. In recent years there have been numerous efforts to use new methods in revers kinematics solutions. Koker et al [7] considered a multi-layer neural network design for a robot with 3 degrees of freedom in 2004. Durmus et al [8] solved inverse kinematic for a robot with 6 degrees of freedom using BA algorithm in 2011.

The most important subject in using new problem solving methods is that given Denavit-Hartenberg parameters, without having 3D designs, it is possible to compute desired angles of joints, which makes design process much simpler.

## 2. Inverse kinematic

Fig. 1 shows the KOKA KR16 robot which is studied in this article.
For a robot with $n$ degrees of freedom, relation between joints is given by (1):
$x(t)=f(\theta(t))$,
where $x(t)$ is the position of end effector, $\theta(t)$ is the vector of robot joints angles, and $f$ is a
nonlinear continuous function that relates joint variables to work environment coordination. This equation has only a unique answer solvable by analytical methods [9]. In the other hand, it is possible to solve the inverse kinematic problem by solution of the following equation:
$\theta(t)=f^{-1}(x(t))$.
Unlike direct kinematics, this equation does not have a unique answer. In order to solve inverse kinematic, Denavit-Hartenberg system needs to be defined on robot firstly.


Fig. 1. KR16 robot arms degrees of freedom

## 3. Denavit-Hartenberg system

In order to express the relative motion of end effector from fixed joint, a matrix needs to be defined which includes relative rotation and replacement of determined coordinate system from earth coordinate system. For this purpose, Denavit-Hartenberg system is considered for each joint. Fig. 2 illustrates the orientation of different coordinate systems for each joint and also demonstrates how the values applied in kinematics table are determined.


Fig. 2. Definition of Denavit-Hartenberg parameters
According to definition, a rotational matrix that describes each joint relative to the previous joint is given by (3):

$$
{ }^{n-1} T_{n}=\left[\begin{array}{cccc}
\cos \theta_{n} & -\sin \theta_{n} \cos \alpha_{n} & \sin \theta_{n} \sin \alpha_{n} & a_{n} \cos \theta_{n}  \tag{3}\\
\sin \theta_{n} & \cos \theta_{n} \cos \alpha_{n} & -\cos \theta_{n} \sin \alpha_{n} & a_{n} \sin \theta_{n} \\
0 & \sin \alpha_{n} & \cos \alpha_{n} & d_{n} \\
0 & 0 & 0 & 1
\end{array}\right] .
$$

And finally, the matrix determining orientation and location of end effector is derived from calculated matrix of (3) for each joint:

$$
{ }^{6} T_{0}={ }^{0} T_{1}{ }^{1} T_{2}{ }^{2} T_{3}{ }^{3} T_{4}{ }^{4} T_{5}{ }^{5} T_{6}=\left[\begin{array}{cccc}
n_{x} & s_{x} & a_{x} & p_{x}  \tag{4}\\
n_{y} & s_{y} & a_{y} & p_{y} \\
n_{z} & s_{z} & a_{z} & p_{z} \\
0 & 0 & 0 & 1
\end{array}\right] .
$$

Fig. 3. illustrates motion restrictions for KOKA KR16 along with specifications.


Fig. 3. Geometric characteristics of KR16

## 4. Analytical solution

According to definition, a robot arm will have redundancy if for an end effector state there is more than a set of answers for joint angles [10]. For a specific position of end effector, there are 8 possible states presented in Fig. 4.


Fig. 4. Possible solution for KR16 robot inverse kinematic problem

### 4.1. Joint 1

Joint number 1 is considered for analytical solution of robot inverse kinematic problem and all possible states will be calculated for it; this procedure will be continued through all joints to number 6.

According to Fig. 5(a), the position vector $\vec{p}_{04}$ will be:

$$
\begin{equation*}
\vec{p}_{04}=\vec{p}-\vec{p}_{46}=\vec{p}-\left(l_{5}+l_{F}\right) \vec{n} . \tag{5}
\end{equation*}
$$


(b)


Fig. 5. Joints orientation
Thus $\theta$ and $\theta+\pi$ are two possible solutions for joint number 1 angle that could be calculated from (6):
$\left\{\begin{array}{l}\theta_{1,1}=\theta_{1,2}=\theta_{1,3}=\theta_{1,4}=\arctan 2\left(-p_{04, z}, p_{04, x}\right), \\ \theta_{1,5}=\theta_{1,6}=\theta_{1,7}=\theta_{1,8}=\arctan 2\left(-p_{04, z}, p_{04, x}\right)+\pi .\end{array}\right.$

### 4.2. Joint 3

Via the knowledge of $p_{14}$ value, $\phi$ would be determined which in turn leads to joint angle $\theta_{3}$. As shown in Fig. 5(c), the angular state of joint number 4 influences the orientation of frame $K_{4}$ and has no effect on its location; hence we could calculate vector $p_{14}$ from (7):
$\vec{p}_{14}=\vec{p}_{04}-\vec{p}_{01}$.
Now the angle of $\phi$ could be calculated from (8):
$\phi=\arccos \left(\frac{l_{2}^{2}+\left(l_{3}+l_{4}\right)^{2}-\left|p_{14}\right|^{2}}{2 l_{2}\left(l_{3}+l_{4}\right)}\right)$.
Finally, knowledge of $\phi$ offers eight possible solutions for $\theta_{3}$ :
$\theta_{3,1}=\theta_{3,2}=\pi-\phi, \quad \theta_{3,3}=\theta_{3,4}=\pi+\phi, \quad \theta_{3,5}=\theta_{3,6}=-(\pi-\phi)$, $\theta_{3,7}=\theta_{3,8}=-(\pi+\phi)$.

### 4.3. Joint 2

As shown in Fig. 5(d), angle $\theta_{2}$ could be calculated by $\beta_{1}, \beta_{2}$. Since vector $p_{14}$ has only two
components of $x$ and $z$, for a simpler calculation of $\beta_{1}$, vector $p_{14}$ could be transferred from coordinate system 0 to 1 by (10):

$$
{ }^{0} T_{1}={ }^{0} D_{1}\left(\alpha_{0}, a_{0}, d_{1}, \theta_{1}\right)=\left(\begin{array}{cc}
{ }^{0} R_{1} & \vec{p}  \tag{10}\\
\overrightarrow{0}^{T} & 1
\end{array}\right),{ }^{1} \vec{p}_{14}=\left({ }^{0} R_{1}\right)^{-1} \vec{p}_{14} .
$$

Hence values of $\beta_{1}$ and $\beta_{2}$ could be calculated from (11):
$\beta_{1}=\arctan \left({ }^{1} \vec{p}_{14, x},{ }^{1} \vec{p}_{14, Z}\right), \beta_{2}=\arccos \left(\frac{l_{2}^{2}+\left|p_{14}\right|-\left(l_{3}+l_{4}\right)^{2}}{2 l_{2}\left|p_{14}\right|}\right)$.
And finally four $\theta_{2}$ values will come from (12):

$$
\begin{align*}
& \theta_{2,1}=\theta_{2,2}=-\left(\beta_{1}+\beta_{2}\right), \quad \theta_{2,3}=\theta_{2,4}=-\left(\beta_{1}-\beta_{2}\right), \quad \theta_{2,5}=\theta_{2,6}=\left(\beta_{1}+\beta_{2}\right),  \tag{12}\\
& \theta_{2,7}=\theta_{2,8}=\left(\beta_{1}-\beta_{2}\right) .
\end{align*}
$$

### 4.4. Joint 5

Angle of joint number 5 is derived from internal multiplication of vectors $n$ and $z_{4}$ :

$$
\begin{equation*}
z_{4} \cdot n=\left|z_{4}\right| \cdot|n| \cdot \cos \left(\theta_{5}\right) \Rightarrow \theta_{5}=\arccos \left(z_{4}, n\right) . \tag{13}
\end{equation*}
$$

Vector $z_{4}$ orientation could be derived from ${ }^{0} R_{4}$ rotation. Angle $\theta_{4}$ has no effect on $z_{4}$ location, so value of $\theta_{4}$ is assumed zero. Using $\theta_{1}, \theta_{2}$ and $\theta_{3}$ from previous calculations, ${ }^{0} T_{4}$ could be calculated:

$$
\begin{equation*}
{ }^{0} T_{4}={ }^{0} D_{1}\left(\alpha_{0}, a_{0}, \theta_{1}, d_{1}\right)^{1} D_{2}\left(\alpha_{1}, a_{1}, \theta_{2}, d_{2}\right)^{2} D_{3}\left(\alpha_{2}, a_{2}, \theta_{3}, d_{3}\right)^{3} D_{4}\left(\alpha_{3}, a_{3}, \theta_{4}, d_{4}\right) . \tag{14}
\end{equation*}
$$

Equation (15) for ${ }^{0} T_{4}$ is obtained by expansion of (14):

$$
{ }^{0} T_{4}=\left(\begin{array}{cc}
{ }^{0} R_{4} & \vec{p}  \tag{15}\\
0 & 1
\end{array}\right), \quad{ }^{0} R_{4}=\left(x_{4}, y_{4}, z_{4}\right)={ }^{0} R_{1}\left(\theta_{1}\right){ }^{1} R_{2}\left(\theta_{2}\right){ }^{2} R_{3}\left(\theta_{3}\right){ }^{3} R_{4}\left(\theta_{4}\right)
$$

Having vector $z_{4}$ from matrix above, $\theta_{5}$ could be calculated from (16):

$$
\left\{\begin{array}{l}
\theta_{5,1}=\theta_{5,2}=\arccos \left(z_{4 A} n\right), \theta_{5,3}=\theta_{5,4}=-\arccos \left(z_{4 A} n\right),  \tag{16}\\
\theta_{5,5}=\theta_{5,6}=\arccos \left(z_{4 B} n\right), \theta_{5,7}=\theta_{5,8}=-\arccos \left(z_{4 B} n\right) .
\end{array}\right.
$$

### 4.5. Joints 4 and 6

Total rotation matrix could be obtained from equation (17):

$$
\begin{align*}
{ }^{0} R_{7} & ={ }^{0} R_{4}{ }^{4} R_{7} \rightarrow{ }^{4} R_{7}=\left({ }^{0} R_{4}\right)^{-1}\left({ }^{0} R_{7}\right)={ }^{0} R_{4}{ }^{0} R_{7}  \tag{17}\\
& \left.\Rightarrow\left({ }^{0} R_{4}\right)^{T}{ }^{0} R_{4}=I \rightarrow{ }^{0} R_{4}=\left({ }^{0} R_{4}\right)\right)^{-1} .
\end{align*}
$$

Rotation matrix ${ }^{4} R_{7}$ could be obtained from 3 rotations below:

$$
\begin{align*}
& { }^{4} R_{7}=\operatorname{Rot}_{z}\left(\theta_{4}\right) R_{0 o t}\left(\theta_{5}\right) R o t_{z}\left(\theta_{6}\right) \Rightarrow{ }^{4} R_{7}=\left({ }^{0} R_{4}\right)^{T}{ }^{0} R_{7}, \\
& { }^{4} R_{7}=\left(\begin{array}{ccc}
c \theta_{4} c \theta_{5} c \theta_{6}-s \theta_{4} s \theta_{6} & -c \theta_{4} c \theta_{5} s \theta_{6}-s \theta_{4} c \theta_{6} & c \theta_{4} s \theta_{5} \\
s \theta_{4} c \theta_{5} c \theta_{6}+c \theta_{4} s \theta_{6} & -s \theta_{4} c \theta_{5} s \theta_{6}-c \theta_{4} c \theta_{6} & s \theta_{4} s \theta_{5} \\
-s \theta_{5} c \theta_{6} & s \theta_{5} s \theta_{6} & c \theta_{5}
\end{array}\right) . \tag{18}
\end{align*}
$$

In order to obtain all possible positions, two matrices below should be calculated:
${ }^{4} R_{7, A}=\left({ }^{0} R_{4, A}\right)^{T}{ }^{0} R_{7}, \quad{ }^{4} R_{7, B}=\left({ }^{0} R_{4, B}\right)^{T}{ }^{0} R_{7}$.
Considering $\tan (\alpha)=\sin (\alpha) \cos ^{-1}(\alpha)$, angle $\theta_{4}$ could be calculated from $r_{23}, r_{13}$ and rotation matrix ${ }^{4} R_{7}$ :
$\theta_{4}=\operatorname{atan} 2\left( \pm r_{23}, \pm r_{13}\right)$.
So all possible states for $\theta_{4}$ will be:
$\left\{\begin{array}{l}\theta_{4,1}=\theta_{4,6}=\operatorname{atan} 2\left(r_{23, A}, r_{13, A}\right), \theta_{4,2}=\theta_{4,5}=\operatorname{atan} 2\left(r_{23, A}, r_{13, A}\right)+\pi, \\ \theta_{4,3}=\theta_{4,8}=\operatorname{atan2} 2\left(r_{23, B}, r_{13, B}\right), \theta_{4,4}=\theta_{4,7}=\operatorname{atan2} 2\left(r_{23, B}, r_{13, B}\right)+\pi .\end{array}\right.$
In a similar case, all possible values of $\theta_{6}$ could be calculated from (22):
$\left\{\begin{array}{l}\theta_{6,1}=\theta_{6,5}=\operatorname{atan} 2\left(-r_{32, A}, r_{31, A}\right), \theta_{6,2}=\theta_{6,6}=\operatorname{atan} 2\left(-r_{32, A}, r_{31, A}\right)+\pi, \\ \theta_{6,3}=\theta_{6,7}=\operatorname{atan} 2\left(-r_{32, B}, r_{31, B}\right), \theta_{6,4}=\theta_{6,8}=\operatorname{atan} 2\left(-r_{32, B}, r_{31, B}\right)+\pi .\end{array}\right.$

## 5. Model of position error

It has been reported in the literature that the gear train errors, the errors due to structural deformations, and the errors due to the geometric parameters of the model can be represented by a cyclic function of the joint angles. Based on this, we assume that the positioning errors change with the joint positions, i.e., $\Delta p=f\left(\theta_{i}\right)$. Another assumption which is made is that the locus of positioning errors for selected identification configuration is a piecewise continuous random function. It follows that the loci of the Cartesian errors of robot manipulators while following a given trajectory are in the form of bounded and integral functions. If a given function of $p(\theta)$ can be approximated with a polynomial $F(\theta)$ within the defined interval such that:
$|p(\theta)-F(\theta)| \leq \varepsilon$,
$F(\theta)$ can be of any type of polynomials including Fourier polynomials, ordinary polynomials, and the other well-known polynomials of Jacobi, Laguerre and Hermite, and Bessel. In this study Fourier and ordinary polynomials are considered for position error approximation.

It had been demonstrated a long time ago [9] that if $p(\theta)$ has a discontinuity at $\theta=\theta_{0}$, the polynomial $F(\theta)$ will converge at $\theta=\theta_{0}$ to the arithmetic mean of the values $p\left(\theta_{0}-\right)$ and $p\left(\theta_{0}+\right)$ of the function $p(\theta)$ obtained as $\theta$ approaches $\theta_{0}$ from the left and from the right, respectively. This means that the function $p(\theta)$ is piece-wise continuous in the interval of ( $\theta_{0}-\delta \theta_{0}, \theta_{0}+\delta \theta_{0}$ ), where $\delta \theta_{0}$ is the infinitesimal amount by which it is approached to $\theta_{0}$ from the left and from the right.

Drawing the same analogy for an $n$-jointed manipulator, the error functions of $\delta x, \delta y, \delta z$ are piece continuous at the intervals of $\theta_{i}-\delta \theta_{i} \leq \theta_{i} \leq \theta_{i}+\delta \theta_{i}$ for $i=1, \ldots, n$. This means that the polynomials converge to the expected error values for every identification configuration of the manipulator given in joint space. With this in mind, the position error in each Cartesian direction can be approximated with a trigonometric or Fourier polynomial of:
$(\delta x)_{i}=K_{i}+\sum_{q=1}^{r}\left[A_{q} \cos \left(q \theta_{i}\right)+B_{q} \sin \left(q \theta_{i}\right)\right]$,
where $(\delta x)_{i}$ is the positioning error in the $x$ direction due to the movement of the $i$ th joint only, and $\theta_{i}$ is the angular position of the $i$ th joint. For an $n$-jointed manipulator, Eq. (24) can be rewritten as:
$(\delta x)_{i}=\sum_{i=1}^{n} K_{i}+\sum_{q=1}^{r}\left[\sum_{i=1}^{n} A_{q i} \cos \left(q \theta_{i}\right)+B_{q i} \sin \left(q \theta_{i}\right)\right]$,
where $r$ is the number of harmonics. Similar expressions can be written for the position errors of $\delta y, \delta z$. Another alternative polynomial to approximate the error functions with this is to employ an ordinary polynomial of the $k$ th degree, which can be expressed as:
$(\delta x)_{i}=Q_{i}+\sum_{j=1}^{k}\left(A_{i} \theta_{i}^{j}\right)$.
For an $n$-jointed manipulator, Eq. (26) can be rewritten as:

$$
\begin{equation*}
(\delta x)_{i}=\sum_{i=1}^{n} Q_{i}+\sum_{j=1}^{k}\left[\sum_{i=1}^{n}\left(A_{j i} \theta_{i}^{j}\right)\right] . \tag{27}
\end{equation*}
$$

Again, similar expressions can be rewritten for $\delta y, \delta z$ in the same way as $\delta x$ [11].

## 6. BA based optimization

The bee algorithm is an optimization algorithm inspired from the natural foraging behavior of honey bees. BA was proposed by Pham et al [12]. The BA algorithm receives the following parameters as its inputs: number of bees ( $n$ ), number of sites selected out of $n$ visited sites ( $m$ ), number of best sites out of $m$ selected sites $(e)$, number of bees recruited for each best $e$ sites ( $n e$ ), number of bees recruited for the other $(m-e)$ selected sites $(n s)$, number of scout bees $(s)$. Under this configuration, we will have:
$n=e \times n e+(m-e) \times n s+s$.
The BA algorithm has three phases: initialization, position updating, and termination.

### 6.1. Initialization

The algorithm starts with the $n$ bees being placed randomly in the search space. Each bee is initialized as follows: assume that we have a project with $n$ activities. First, a set of $n$ random numbers are generated in the range of $[0,1]$ for the $n$ activities. Then these numbers and their corresponding activities are sorted in descending order. This project has 6 activities. Hence a 6 -dimensional vector is created for a bee and a random number is associated to each dimension. Using this approach, the resultant initial schedule may be infeasible. After initialization, the fitnesses of the sites visited by the bees are evaluated. To evaluate the fitness of a food source we need to generate the schedule from the priority list.

### 6.2. Position updating

At the start of each cycle of the algorithm a subset of bees that have the highest fitnesses are chosen as "selected bees" and sites visited by them are chosen for neighborhood search. A part of
these selected bees (i.e. $e$ of $m$ ) with better fitnesses and ne bees are recruited for each of these bees. The fitness values are used to determine the probability of the bees being selected. The bees can be chosen directly according to the fitnesses associated with the sites they are visiting. The probability $p_{j}$ is defined as a relative fitness of the selected bee $j$ in the set of best $e$ sites:
$p_{j}=\frac{f i t\left(\vec{x}_{j}\right)}{\sum_{c=1}^{e} f i t\left(\vec{x}_{c}\right)}$,
where $f i t\left(\vec{x}_{j}\right)$ is the fitness value of the site visited by bee $j$ which is computed as the way reported in the Section "fitness evaluation". Also other $m-e$ selected bees are selected based on (29) and $n s$ bees are recruited around each of them. In BA more bees are assigned to search near to the best $e$ sites. Then, in the next step, the algorithm searches in the neighborhood of the selected sites. Searches in the neighborhood of the best $e$ sites (which represent more promising solutions than other selected bees) recruit more bees to follow them. Together with scouting, this differential recruitment is a key operation of the BA algorithm. The performance of BA method mainly depends on the neighborhood search performed by the recruited bees around the selected bees.

After the neighborhood search, we investigate the performance of each patch. If the neighborhood search fails to bring any improvement of performance after a predetermined number of iterations (called $n i$ ), then the corresponding site should be updated. The ni parameter is determined manually. In this work, the value of $n i$ is set to 3 . The abandoned site is replaced by the new one assuming that its position is selected using the following equation:
$\vec{x}_{i, \text { new }}=\vec{x}_{i, \text { old }}+\omega r\left(\vec{e}_{i}-\vec{x}_{i, \text { old }}\right)$,
where $\vec{e}_{i}$ is the position vector of the interesting elite bee which is selected randomly from the bees with the highest fitnesses, $\vec{x}_{i, \text { old }}$ and $\vec{x}_{i, n e w}$ respectively represent the position of the abandoned site and the new one which are selected by the bee $i, r$ is a random variable of uniform distribution in the range of $[0,1]$ and $\omega$ respectively control the importance of the new site which is proposed by the elite bee.

This research aims to identify an inverse kinematics solution that minimizes the fitness function which is the position error expressed as a distance between the robot end effector and the target. The Cartesian coordinate information can be computed using the direct kinematics equations for any new offspring obtained [13, 14]. Next the position error can be easily obtained in metric form by using a three-dimensional (3-D) distance equation between two points in 3-D space. The Euclidean distance formula can be used in the distance computation, as stated in as follows:

Error $=\left(x-x_{\text {desired }}\right)^{2}+\left(y-y_{\text {disired }}\right)^{2}+\left(z-z_{\text {disired }}\right)^{2}$.
The number of scout bees used in optimization with BA is 50 , number of best selected patches is 3 , number of elite selected patches is 1 , number of recruited bees around best selected patches is 4 , and patch radius for neighborhood search is selected 0.02 .

## 7. Simulation results

In this section results evaluated by ADAMS and BA will be illustrated. In order to obtain Adams results, the robot is simulated in ADAMS environment and then it has been constrained by the end effector to move on predetermined path. Subsequently corresponding joints variations are measured through the path [15].

To evaluate the BA results, 21 accuracy points are defined as a presumed trajectory to be
followed by the end effector and then a set of joint angles will be calculated from (31) according to BA process. By accounting motion limitation of each joint, 8 possible answers are accessible for a specific target [16, 17].

By using interpolation method between driven angles for each joint, related spline could be obtained. Then these splines are assumed as the motor input for each joint in ADAMS. Consequently, end effector movement according to joints input evaluated by BA is compared with predetermined trajectory in order to test its reliability. Fig. 6 shows 2 different sets of joint angles obtained by BA (blue dot) and ADAMS (red line) for the same end effector predetermined trajectory.


Fig. 6. Joints variation evaluated by ADAMS and BA
According to Figs. 6, the green curve exhibits calculated joint angles via BA which are connected to each other using 6th order interpolation and in order to move on desired trajectory.

By inserting calculated values for each joint, based on selected accuracy points, and using equations (3) and (4), $p_{x}, p_{y}, p_{z}$ will be evaluated [18, 19]. Fig. 7 shows these amounts (black dot) which are connected to each other using sixth-order interpolation.

In order to study the calculated joint angles more precisely, estimated values through BA (Fig. 6) are imported as motor inputs in ADAMS. Fig. 8 shows that how robot moves in ADAMS environment regarding imported amounts for each joint.

In Fig. 8 green curve shows the difference between traversed trajectory and desired one. As it is depicted in the figure, end effector follows the desired path while created error is close to zero. Undoubtedly, using more accuracy points will increase the precision of tracking [20].

According to Fig. 9, forces tolerated by joints in a situation in which values calculated by ADAMS are used have a more uniform trend, while the magnitudes of these forces are greater than values calculated by BA method.


Fig. 7. The end effector trajectory for components $X, Y$ and $Z$




Fig. 8. End effector components variation comparison


Fig. 9. Comparison of force created in joints by ADAMS and BA

## 8. Conclusion

In this article inverse kinematic problem is studied for a 6R manipulator robot using ADAMS and BA intelligent optimization method. For this purpose both linear and curved trajectories were considered to evaluate the reliability of mentioned methods.

According to simulation results, ADAMS software exhibited very high precision in predicting joint angles to conduct a robot on a predetermined trajectory, but a precise 3D model will be
required and there with, only one of 8 possible states are calculated. To point out some advantages of optimization methods, we could refer to its capability of calculating all possible states for joint angles without a need to 3D simulation of a robot, in a very short time and with a high level of precision. Hence the designer will have more freedom of action in dealing with physical obstacles for a given state by using other states. Also, in order to increase precision, number of accuracy points can be increased so that it satisfies the criteria.
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