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Abstract 

A procedure is described for indentation creep plastometry. It is based on iterative 

numerical simulation of the indentation process, with repeated comparison between an 

experimental outcome and the corresponding model prediction, systematically varying 

the values of parameters in a constitutive law until optimal agreement is achieved. The 

experimental outcome is the penetration depth as a function of time, under a constant 

applied load. An important feature of the procedure is the prior creation of a spherical 

recess in the sample, having a pre-selected depth and a curvature radius equal to that of 

the indenter. This allows control over the stress levels created during the indentation 

creep testing and can be used to ensure that no (time-independent) plastic deformation 

is stimulated during the test. Confirmation of the viability of the procedure is provided 

via comparisons between the creep characteristics of pure nickel samples at 750˚C, 

obtained in this way and via conventional uniaxial tensile testing. 

 

A similar procedure has been applied for the study of rate-dependent plasticity in 

bulk metallic materials. Ballistic impact (indentation) of hard spherical projectiles was 

used to study a rigidly held target, with operative strain rates of the order 105 s-1. Input 

for the FEM model includes data characterizing the (temperature-dependent) quasi-

static plasticity, obtained by conventional uniaxial testing. The experimental outcomes 

are displacement-time plots for the projectile and the residual indent profile. Since the 

strain rate sensitivity is characterised by a single parameter value (C in the Johnson–

Cook formulation), convergence on its optimum value is straightforward, although a 

parameter characterizing interfacial friction is also required. Using experimental data 

from (both work-hardened and annealed) copper samples, this procedure has been 

carried out and best-fit values of C (∼0.016 and ∼0.030) have been obtained. 
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This procedure has been extended for the study of fracture characteristics (under 

high imposed strain rates). The strain rate sensitivity of magnesium was evaluated 

(C~0.026) as above. The main emphasis, however, is on study of its fracture 

characteristics, with tomographic imaging being used to obtain crack patterns for 

different projectile velocities. An approach based on fracture mechanics, and on use of 

FEM modelling to estimate the strain energy release rate required for crack propagation 

(i.e. the fracture energy of the material) is proposed and applied to these experimental 

results, leading to a value of the order of 2 kJ m-2. While such a procedure is unlikely to 

produce accurate values, partly because the crack propagation takes place under local 

conditions that change rapidly and are not well-defined, this figure is plausible for the 

case concerned. While there are several sources of complexity, it may be possible to 

develop this methodology, both as a technique for fracture toughness measurement 

(requiring only small samples of simple shape) and as an improved approach to 

prediction of ballistic impact outcomes. 
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Nomenclature 

Roman Symbols           

A - Johnson-Cook Parameter 

A1 MPa Zerilli-Armstrong Parameter 

A2 - A3 - Zerilli-Armstrong Parameters 

Aa MPa Athermal Zerilli-Armstrong Parameter 

AC m2 Area of contact 

AP m2 Projected Area of Contact 

B - Johnson Cook Parameter 

C - Johnson-Cook Strain Rate Sensitivity Parameter  

C1 MPa-n
2 s-(m

2
+1) Miller-Norton Multiplier 

C2 MPa-n2 s-(m
2
+1) Constant Temperature Miller-Norton Multiplier 

C3 MPa-n
2 Steady-State Miller-Norton Multiplier 

C4 MPa-n
2 Steady State Miller-Norton Multiplier (Constant T) 

c m Crack half length 

D1 - D4 - Johnson-Cook Damage Parameter  

E GPa Young’s Modulus 

E’ GPa Non-linear Elastic Modulus 

Ek J Kinetic Energy 

F N Force 

G J m-1 Strain Energy Release Rate 

Gc J m-1 Critical Strain Energy Release Rate 

GI J m-1 Mode I Strain Energy Release Rate 

GIc J m-1 Mode I Critical Strain Energy Release Rate 

g MPa Shear Modulus 

H kgf mm-2 Hardness 

J J m-1 J Integral  

K MPa Work-Hardening Coefficient 

Kf MPa1/2 Fracture Toughness 
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Kc MPa1/2 Critical Fracture Toughness 

KI MPa1/2 Mode I Fracture Toughness 

KIA MPa1/2 Mode I Fracture Toughness for Arrest 

KIc MPa1/2 Mode I Critical Fracture Toughness 

KID MPa1/2 Mode I Dynamic Fracture Toughness 

kh MPa m1/2 Zerilli-Armstrong Microstructural Intensity Factor  

L m Specimen Length 

M - Total Number of Volume Elements 

m - Johnson-Cook Temperature Exponent 

m2 - Miller-Norton Time Exponent 

N - Number of Data Points 

n - Work Hardening Exponent 

n2 - Creep Stress Exponent 

P N Indentation Load 

Q kJ mol-1 Activation Energy 

R m Indenter Radius 

Rgas J mol-1 K-1 Universal Gas Constant – 8.314 

r m Crack Tip Radius 

Se - MTS Parameter 

Si - MTS Parameter 

Sred - Reduced Sum of Squares 

T K Temperature 

TM K Melting Temperature  

t seconds Time 

U J Internal Energy 

V m3 Volume 

Vi m s-1 Incident Velocity 

W J Work  

Z - Total Number of Strain Increments 

 

Greek Symbols           

γ J m-2 Surface Energy 

δ μm Displacement 
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δCTOD μm Crack Tip Opening Displacement  

ε - Strain 

εc - Characteristic Strain (Voce) 

εf - Fracture Failure Strain 

ε̇ s-1 Strain Rate 

λ m Average Grain Diameter (Zerilli-Armstrong) 

μ - Friction Coefficient 

ρ kg m-3 Density 

σ MPa Stress  

σ1 - σ3 MPa Principal Stresses  

σa MPa MTS Athermal Stress Component  

σe MPa MTS Microstructural Evolution Stress Component  

σf MPa Far-field stress in the Presence of a Crack  

σflow MPa Flow Stress  

σg MPa Zerilli-Armstrong Stress Component  

σH MPa Hydrostatic Stress  

σi MPa MTS Intrinsic Stress Component  

σn MPa Normal Stress Component  

σS MPa Voce Saturation Stress 

σVM MPa Von Mises Stress  

σY MPa Yield Stress  

σ* MPa Critical Stress  

τ MPa Shear Stress 

Ψ  m2 Cross-Sectional Area 

ω m Plate Thickness  

 

Subscripts            

0 Reference 

av Average  

b Bar 

cr Creep 

E Experiment 

eff Effective 
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inc Incident 

M Model 

max Maximum 

N Nominal 

O Original 

P Plastic 

r Representative 

ref Reflection 

s Specimen 

T True 

trans Transmitted 
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Chapter 1   
 
Introduction 

1.1 Applications 

 The accessibility and capability of computational modelling has come on a long way 

in recent years. User-friendly finite element method (FEM) software packages that can 

simulate multi-physics problems have changed the way that research and development 

is conducted. The capabilities of these packages are such that the problem can be very 

complex. There are obvious benefits to the user of having a good understanding of the 

problem and the relevant physics, but the “black box” nature of these packages can lead 

to certain aspects being overlooked, ignored or included unnecessarily.  

Key to FEM simulation is the specification of constitutive laws and their parameter 

characterisation. When done well, this will accurately capture the relevant material 

behaviour. If all other aspects of the model are considered and described thoughtfully, 

the simulation should accurately predict the experiment. The resulting cost saving for 

research and development is huge. The production and testing of hundreds of samples, 

potentially to destruction, can be replaced by the outcome of simulations. A more 

refined sample space can then be interrogated with physical experimentation to verify 

the simulation results and converge on an optimum component design. 

The analysis of data from conventional methods can often be unsatisfactory, with 

material property parameters being inferred from analytical equations. These often 

grossly simplify the behaviour and lead to unacceptable errors; this can be demonstrated 

with FEM analysis. More accurate parameters can be obtained from inverse FEM 

methods, iterating towards a correct outcome, which is found by optimising the 

agreement between the experimental outcome and the simulation outcome. In theory, 

this procedure can be carried out with any experiment, so long as the relevant material 
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response is probed. Experiments with simple boundary conditions and those which 

activate minimal material response mechanisms are favoured. The former makes for 

more straightforward model construction and the latter can simplify optimisation 

procedures and can remove the requirement for prior knowledge of certain material 

property parameters.  

The use of indentation for material property characterisation is an area of active 

research. When compared with conventional techniques, there are many attractions of 

this method; easy sample preparation, small volume requirements, material mapping 

and in situ testing. With respect to inverse FEM procedures, the boundary conditions of 

an indentation experiment are also relatively simple. Until recently, hardness and elastic 

moduli extraction were the only notable quantitative parameters obtained through 

indentation [1, 2]. Developments in the application of an inverse FEM procedure for the 

extraction of quasi-static plasticity parameters from indentation data have also been 

successfully demonstrated [3]. 

1.2 Research aims 

Following the success of methods for extracting quasi-static plasticity parameters 

from indentation data, this study is aimed at extending these to characterise the creep 

and high strain rate plasticity response of metallic materials from instrumented “recess” 

indentation and (ballistic) dynamic indentation experiments, respectively. Further to 

this, an attempt has been made at developing a procedure for extracting information on 

fracture characteristics, following ballistic impact.  

1.3 Document overview  

Chapter 2 introduces the deformation mechanisms of plasticity and creep for 

metallic materials. Conventional methods for characterisation are discussed. 

Chapter 3 introduces the phenomenon of strain rate sensitive plasticity and the 

dynamic fracture response of metallic materials. 

Chapter 4 reviews indentation characterisation methods, discussing the benefits of 

analytical and numerical procedures. 
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Chapter 5 presents the experimental procedures used in this work. This includes the 

creep recess indentation and ballistic indentation methods 

Chapter 6 presents the computations procedures used in this work. The finite 

element model construction and convergence procedures are discussed. 

Chapter 7 demonstrates a novel method for the characterisation of primary and 

secondary creep from indentation data.  

Chapter 8 Presents a novel method for the characterisation of strain rate sensitive 

plasticity parameters from ballistic (dynamic) indentation. 

Chapter 9 demonstrates a method for the study of dynamic fracture events in 

material subject to ballistic indentation. 

The conclusions from this work and possible further advances are discussed in 

Chapter 10. 
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Chapter 2  
 
Plastic Deformation and Creep of 
Metals  

2.1 An Introduction to Plasticity 

Beyond an elastic limit, metals commonly deform plastically. This is fundamental to 

their prominence in engineering applications, because it allows for considerable 

strength and toughness, in addition to being workable. At quasi-static rates, the key 

mechanism for this behaviour is dislocation glide [4]. At higher strain rates, twinning 

and/or shear phase transformations may become the dominant mechanism [5]. They all 

involve an internal rearrangement of the structure, on various length scales, to give a 

permanent change in shape. 

The most prominent method for measuring plasticity is the uniaxial tensile (or 

compression) test [6]. A uniaxial load is applied to a specimen of uniform cross-section. 

This load is ramped up (usually in displacement control) to probe the yielding and 

subsequent work hardening behaviour. A typical quasi-static tensile stress-strain curve 

is shown in Figure 2.1 [7, 8]. The uniform nature of the stress and strain field for an 

idealised uniaxial test allow stresses and strains to be evaluated using simple analytical 

expressions. Nominal values of the stress and strain are given by 

O
N

O

L L

L



      and     N

O

F
 


 (2.1) 

where LO is the original length of the specimen, L1 the final length, F the applied load 

and ΨO the original cross-sectional area. The fact that length and area are changing 

means that these nominal values begin to deviate from the actual (“true”) values, given 

by 
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T

O

ln
L

L


 
  

 
     and    

T

F
 


 (2.2) 

where Ψ, the cross-sectional area, is allowed to change during the test. With the 

assumption that volume is conserved (i.e. neglecting elastic strains), true stress-strain 

values can be found from nominal values, using the standard expressions [9]: 

T Nln(1 )  
     and     T N N(1 )   

 (2.3) 

 

Figure 2.1 A typical tensile nominal stress-strain curve is shown, with the corresponding 
true stress-strain curve. A strain hardening region is seen, followed by necking, as predicted by 
Considères construction. Elastic deformations have been omitted.  

On progression of a uniaxial test to high strains (~20%), it is common for the 

approximation that the stress and strain fields are uniform to break down. Instability 
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phenomena (necking in tension and barrelling in compression) tend to lead to non-

uniform cross-sectional areas, which in turn limits the usefulness of Equation 2.3 [8]. 

Necking is a geometrical phenomenon that may be observed when a sample is 

uniaxially loaded in tension. The susceptibility of a material to necking is closely linked 

to the work hardening rate. When a neck begins to form, the stresses locally rise relative 

to the rest of the specimen. For a material with negligible work hardening, this will in 

turn lead to further straining within the necked region and a further drop in the cross 

sectional area. This feedback loop will lead to failure of the specimen. For a material 

with a high work hardening rate, the flow stress within the necked region may increase 

sufficiently such that further deformation will occur in the regions of lower stress 

outside the neck. In this way, work hardening acts to suppress necking. 

By assuming that the onset of necking occurs when an increase in the local strain 

produces no net increase in the load, Considère demonstrated that a neck would form 

when the rate of work hardening was equal to the true stress at that point, given by [9] 

d

d

T
T

T





  (2.4) 

Beyond the onset of necking, it is difficult to predict the behaviour. This construction 

has been shown on Figure 2.1, predicting the onset of necking in terms of the true strain. 

Equation 2.3 can then be used to calculate the nominal strain at which this occurs. The 

strain to failure becomes a function of specimen geometry and work hardening 

characteristics. Although possible in very ductile materials, it is very uncommon for the 

material to neck to a point and then fail. Engineering metals tend to experience some 

necking before fracture occurs within the necked region. 

Barrelling is observed in compression samples, where friction at the compression 

interfaces constrains lateral movement of the sample. This leads to a bulging of the 

specimen between the compression surfaces and therefore to non-uniform stress and 

strain fields. It is more difficult to quantify this effect analytically and, although it does 

not lead to the failure of the sample, the expressions given in Equation 2.3 become less 

satisfactory.  
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Although it is possible to describe the true stress-true strain relationship as a set of 

data pairs, it can be beneficial to capture the behaviour with an appropriate constitutive 

relation [10]. A constitutive law is an (empirical) expression describing the material 

behaviour. For instance, the “flow stress” may be predicted as a function of strain, strain 

rate and temperature. For rate-independent plasticity, the Ludwik-Holloman and Voce 

laws are commonly used. The Ludwik-Holloman power law, [11], is expressed as 

flow Y p

n   
 (2.5) 

where σflow is the applied stress, σY is the yield stress, K is the initial work hardening rate, 

εp is the equivalent plastic strain and n is the work hardening exponent. The Voce law, 

[12], has an exponential form  

  p

flow S S Y

c

exp


   


 
    

 
 (2.6) 

where σs is a saturation stress and εc the characteristic strain for the exponential 

approach towards this stress level. Although entirely empirical, these constitutive laws 

can reliably capture the (true) stress-strain behaviour of many metals.  

2.1.1 Deviatoric (von Mises) stress 

In the simulation of plasticity, the deviatoric (shape-changing) component of the 

stress state will determine if a plasticity may occur. If the magnitude of this, often 

captured in the form of the von Mises stress (a scalar), surpasses the yield stress, then 

the criterion for onset of plasticity is met [13]. The von Mises stress can be thought of as 

a volume-averaged shear stress. It is given by 

     
2 2 2

1 2 2 3 3 1

VM
2

     


    
  (2.7) 

where σ1, σ2 and σ3 are principal stresses. As is the case with shear stresses, the von Mises 

stress is conventionally treated as a positive value. The hydrostatic stress, given by 

 
 1 2 3

H
3

  


 
  (2.8) 
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can be either positive or negative. In this way, it differentiates between compressive and 

tensile stress states. The independence of the von Mises from the hydrostatic stress 

suggests the (uniaxial) tensile and compressive response should be the same, which is 

broadly observed. 

2.2 An Introduction to Creep 

Plasticity and elasticity describe an effectively instantaneous response of a material 

to a stress. Elastic strain is recovered when the stress is removed, whereas plastic strain 

is not – the state of the material has been changed. Time-dependent permanent 

deformation of a metal subjected to a stress below the yield stress is often known as 

creep. As with plasticity, creep deformation is stimulated solely by the presence of a 

deviatoric stress, with deformation occurring at constant volume [14, 15]. 

The effects of creep are an important consideration for many high temperature 

applications (aerospace, engine design and turbine blades). The homologous 

temperature (absolute operating temperature divided by absolute melting temperature) 

provides a good indicator for material suitability. In general, the creep strain rate 

becomes significant above a homologous temperature of around 0.3 [16], although this 

can be improved in some cases. 

A typical set of tensile creep curves, for two stresses (σ1 > σ2), is shown in Figure 2.2. 

The terms primary, secondary and tertiary are often used to differentiate the different 

observed regimes. The primary regime is often associated with the setting up of a 

mechanistic balance. The form of this bevahiour is dependent on the stress, temperature 

and time. This often approaches a steady-state secondary creep regime, with 

characteristics dependent on temperature and stress [14]. It is important to note that the 

distinction between these two regimes is often poorly-defined and it is often unclear 

whether a true steady state is really achieved.  
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Figure 2.2 A typical set of creep curves for uniaxial tests measured at a single temperature, 
where σ1 > σ2. 

Tertiary creep behaviour, where creep rates begin to increase with time, is often seen. 

This is often the case for tensile constant load creep tests, where an increase in creep 

rate can be explained by the true stress rising well above the nominal stress, as the cross 

sectional area drops with increasing creep strain. At the point of failure for such a test, 

a necked region may form and/or internal voids may have begun to coalesce [17]. This 

region is often short-lived, leading to the failure of the tensile specimen. The details of 

microstructural development (for example recovery and recrystallization) may also be 

significant to observation of a tertiary creep regime. 

2.2.1 Mechanisms 

The detailed mechanisms for creep tend to be complex. They are all inherently 

dependent on diffusion, which explains the time dependent nature of creep [18]. It is 

clear that temperature and stress have an effect on the dominant mechanism [15].  
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 Coble and Nabarro-Herring (Diffusion) Creep 

For stresses well below the yield stress, creep often solely occurs by the redistribution 

of atoms (and molecules) via diffusion [19]. This migration is driven by the applied stress, 

which sets a gradient in the hydrostatic stress component. For a tensile loading 

arrangement, hydrostatic tension will be created in the “polar” regions and hydrostatic 

compression in the “equatorial” regions of a grain. In this case, an overall change in 

shape is achieved by net the movement of atoms from the equatorial regions of the grain 

(more crowded) to the polar regions (less crowded), leading to the elongation of grains. 

At high temperatures, Nabarro-Herring (N-H) creep often dominates [20, 21]. 

Higher homologous temperatures mean that diffusion of atoms can readily occur 

through the bulk. At low temperatures, Coble creep often dominates, with diffusion 

predominantly occurring via fast diffusion pathways (grain boundaries and dislocations) 

[22]. These pathways are more crystallographically disordered than the bulk, with lower 

activation energies for diffusion. Whilst the flux of diffusion through these regions will 

always be larger, bulk diffusion has a larger associated volume. It can therefore be 

expected that a finer grain structure will favour Coble creep over N-H creep. 

 Dislocation Creep 

At higher stresses, it is common for creep to occur through the motion of 

dislocations. Several mechanisms have been identified for this behaviour [23-25]. 

However, they all involve some combination of dislocation climb and glide. When held 

up by an obstacle, climb processes facilitate the progressive motion of dislocations, such 

that a macroscopic permanent deformation is observed at stresses below the yield stress. 

Climb occurs through the emission and absorption of vacancies or interstitials at the 

dislocation core [26], allowing it to migrate to neighbouring slip planes. In this way, 

obstacles may be circumvented. It is generally assumed that these obstacles are 

immobile dislocations termed Lomer locks [27], created when two dislocation combine 

to produce sessile dislocation. In the same way that a mechanistic balance can achieved 

to a give a stress-strain plasticity response with (effectively) zero work hardening, a 

steady state creep rate is usually approached [23].  
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 As with diffusion creep, high temperature and low temperature regimes exist for 

dislocation creep. At high temperature, bulk diffusion dominates. At low temperatures, 

the prominent fast diffusion pathway is along the core of the dislocation. 

2.2.2 The Effect of Microstructure 

At high temperature and over extended time periods (as is common for a creep test), 

changes in microstructure has the potential to be significant to the creep response [28]. 

It can be expected, particularly for dislocation creep, that the dislocation density will be 

relevant to observed creep rates. Whilst this may occur through a change in the balance 

between dislocation generation and annealing processes, a more dramatic effect may be 

seen if recovery or recrystallization is observed. In this instance, grain size will also be 

significant. 

 Dynamic Recovery and Recrystallization 

Dynamic recovery and recrystallization are important factors in the creep response 

of metals [29, 30]. In high stacking fault materials, dynamic recovery effects act against 

those of straining such that a stationary state may be achieved [31]. This effect is 

commonly seen in the flow stress response of materials where work hardening rates 

often drop off with further straining. It is more commonly seen in materials with a high 

dislocation density, subject to a homologous temperature of ~0.3 or higher. Recovery is 

driven by a reduction in the overall internal stored strain energy by the rearrangement 

of defects - dislocations rearrange to annihilate completely and form arrays termed “sub-

grains”. This leads to a slight drop in overall dislocation density. [32].  

For materials with a low stacking fault energy, dislocations densities rise to high 

levels on straining which promotes dynamic recrystallization [31]. This process requires 

higher homologous temperatures (~0.6) and leads to a significant drop in dislocation 

density, particularly in heavily cold-worked material. This is achieved by the nucleation 

and growth of favourably oriented sub-grains following recovery. This leads to the 

formation of a significantly refined grain structure with high angle grain boundaries, 

which allows subsequent grain coarsening to occur rapidly [33, 34]. The drop in 

dislocation density is dramatic, and so the yield stress drops.  
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2.2.3 Conventional Creep Testing 

In order to rank materials for applications where creep is significant, it must be 

possible to effectively characterise the creep behaviour. This is not necessarily straight-

forward, partly because testing can require high temperatures. 

Conventional, constant (nominal) stress creep tests involve the application of a 

constant load under uniaxial loading conditions (tension or compression) . It is generally 

assumed that no creep strain is accumulated whilst the sample is loaded, which is 

approximately true if loading is done sufficiently quickly. Whilst this sort of test is often 

not conducted as constant true stress, due to the effect of creep strain on stress levels at 

constant load, constant true stress is often assumed. This is a good approximation for 

low strain levels [35-38].  

The stress relaxation test is an alternative loading arrangement that may be used to 

probe the creep response. This type of test is generally less popular for characterising 

the creep behaviour of metals due to compliance complications introduced by varying 

the load. The idea is to maintain constant strain in the sample by relaxing the applied 

stress/load [39]. 

2.2.4 Constitutive Laws for Creep 

In many cases, the primary and secondary creep characteristics of a material will 

together describe the creep response in a range that useful for engineering purposes, 

given the association of tertiary creep with imminent failure. The Miller-Norton (MN) 

creep law is a popular expression that captures both primary and secondary creep 

regimes [40] 

2 2 1

1

cr

2

exp

1

n m

gas

Q
C t

R T

m






 
  
 


 (2.9) 

where C1 is a constant, n2 in the stress exponent, m2 is the time exponent, Q is the 

activation energy (diffusion), Rgas is the gas constant and T is the local temperature. A 

creep strain rate can be found from 
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For characterising Q, creep tests are carried out at different temperatures. In taking 

the natural log of Equation 2.10, we get 

cr 1 2 2

gas

ln( ) ln( ) ln( ) ln( )
Q

C n m t
R T

 
 

     
 

 (2.11) 

It can be seen that a plot of ln( ) vs 1/T will have a gradient of –Q/Rgas, at a given time, 

for a given applied stress. If a sufficient range of temperature is well sampled, a form 

shown in Figure 2.3 is expected. A transition between bulk diffusion dominating at high 

temperatures and fast diffusion pathways dominating at low temperatures is shown [41]. 

 

Figure 2.3 Arrhenius plot for the calculation of Q for two aluminium alloys. A transition is 

observed between “lattice” diffusion and fast pathway “defect” diffusion [41]. 

For tests carried out at a single temperature, Equations 2.10 and 2.11 may be 

simplified to 

2 2

cr 2

n mC t      and    cr 2 2 2ln( ) ln( ) ln( ) ln( )C n m t     (2.12) 
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where C2 represents the product of the exponential term and C1.  

Although the creep rates are higher in the primary creep regime, it is common for it 

to be neglected in characterisation. This is because the time over which the secondary 

(steady state) creep response can act is often much larger. This therefore has the 

potential to contribute far more to the overall creep strain. Following the assumption 

that the strain rate in the secondary (steady state) creep regime is time independent, 

Equations 2.10 and 2.11 can therefore be simplified to give 

2

cr 3

gas

exp
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C
R T

 
 

   
 
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Q
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 (2.13) 

where C3 represents the product of the time term and C1. Again, if considering a single 

temperature, this can simplified to the following 

 2

cr 4

nC       and     cr 4 2ln( ) ln( ) ln( )C n    (2.14) 

where C4 represents the product of the exponential term and C3. In this way, the stress 

exponent can be extracted by carrying out uniaxial tests at several stress levels and 

plotting ln(   ) against ln(σ). In increasing the stress, a transition is expected from 

diffusion creep to dislocation creep. In the diffusion creep regime, n2 ~ 1. Dislocation 

creep generally has a higher sensitivity to the stress, with n2 values in the range 2 – 5 

common, though they can approach 10. A plot of the form shown in Figure 2.4 may be 

expected.  
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Figure 2.4 Measurement of the stress exponent, n, demonstrating greater sensitivity to the 
stress at high stresses, with n2 ~ 1 for  < 10MPa and n2 ~ 4.5 for  > 10MPa for a polycrystalline 
copper, measured at 723K [42]. 

It is worth noting that constant true stress levels are often not achieved, since setting 

up a test to do this is more complex than merely applying a constant load. For constant 

true stress levels, a feedback loop is necessary to monitor the strain and change the load 

accordingly. Tests are therefore based on engineering stress levels. Numerical FEM 

modelling is inherently based on true stress levels, so care is necessary when comparing 

to simulation with input parameters directly from fitting to experimental uniaxial creep 

test data. This effect is also evident when comparing measured creep curves from 

tension and compression tests, where, for the same true stress and temperature, they 

should agree fairly well. Instead, the accumulated creep strain will diverge with time, as 

the true stress increases in a tensile sample and decreases in a compressive sample. 

Compression tests involve friction between platens and specimen, which acts to slow 

down the creep rate [37, 43]. The effect of friction can easily be incorporated into an 

FEM analysis. In neglecting these effects, as is common, considerable errors may be 

introduced [43].  
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Chapter 3  
 
The Effect of High Imposed Strain Rate 
on Plasticity and Fracture  

There is considerable interest in characterising the high strain rate mechanical 

response of materials. Research and development of materials and components in high 

strain rate environments (ballistic events, armour, explosives, crash mechanics etc. [44]) 

is often destructive and costly. Simulations can cut down on this cost, however, for this 

to be effective, an appropriate high strain rate plasticity constitutive law must be 

identified and the parameters well characterised. The complexity of the high strain rate 

response of metals has led to a number of constitutive laws, with varying degrees of 

complexity and success. This is partly related to changes in plasticity response at high 

strain rates [45-47]. The inclusion of fracture and the modelling of crack propagation 

introduces another level of complexity [48-50]. 

3.1 Dynamic Plasticity 

It is well established, at least at relatively high strain rates, that the relationship 

between flow stress and plastic strain is dependent on the strain rate [51], as in Figures 3.1 

and 3.2. It is generally found that the yield stress and work hardening rate increase with 

increasing strain rate. Figure 3.2 presents data collected with Hopkinson bar [52], a 

method which is often used to explore the behaviour at strain rates up to around 2000 s-

1. At such strain rates, elastic and plastic wave propagation can affect the material 

response. A thermodynamic transition from isothermal to adiabatic deformation is also 

observed as conduction of heat away from locally deforming sites becomes slow, relative 

to the rate of deformation. Typically, 95% of plastic work is converted into heat [53]. 

Temperature rises under high strain rate conditions are therefore difficult to avoid and 

isolating the effect of strain rate can be problematic. If the effect of thermal softening 
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outweighs that of strain and strain rate hardening, an unstable, inhomogeneous plastic 

flow process can lead to the presence of adiabatic shear bands. These regions of intense 

plastic shear deformation are observed in many metals and are generally well 

understood [53-55]. 

 

Figure 3.1 True stress vs true strain curves for AZ31B magnesium alloy at varying strain 
rates from uniaxial tensile testing at 250 °C [56]. 
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Figure 3.2 Flow behaviour of ASIS 316H stainless steel at different strain rates from room 
temperature Hopkinson bar testing [52]. 

3.1.1 Plasticity Mechanisms 

The mechanisms responsible for plastic deformation when a stress is applied include; 

dislocation slip, twinning and shear phase transformations. Depending on the alloy and 

loading conditions, these may be present in different ratio. At quasi-static rates, slip is 

often the principal mechanism of plastic deformation. It relies on the presence of 

dislocations and their movement (glide) within the crystal structure. Dislocation glide 

commonly occurs in specific crystallographic directions and on specific crystallographic 

planes (together termed “slip systems”) [57]. These are commonly close–packed planes 

and directions (or the closest packed ones that are available). Von Mises demonstrated 

how a material must have five independent slip systems to accommodate plastic 

deformation [58], which is a feature of face centre cubic (FCC) and body centre cubic 

(BCC) crystal structures. At higher stresses, it is possible for slip planes with lower 

packing efficiencies to be activated to accommodate plastic deformation [59]. 
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Dislocation motion can also occur by cross-slip (allowing a change of glide plane) 

and by climb. The latter involves absorption or emission of vacancies and so is thermally 

activated – it often makes important contributions to dislocation motion at high 

temperatures and is strongly involved in many creep processes [60-62]. 

There are various origins for strain rate hardening behaviour. Most notably, it can be 

put down to the suppression of dislocation mobility at high strain rates [63]. At very low, 

quasi-static strain rates, the effect of strain rate is negligible (assuming the effects of 

creep can be ignored). At intermediate strain rates, thermal activation will begin to 

influence stress-strain characteristics. At high strain rates, viscous drag mechanisms are 

thought to limit the mobility of dislocations. 

Glide has little thermal activation and so can occur over a wide range of temperature, 

but, on average, takes place relatively slowly and so in many cases cannot deliver plastic 

straining at very high strain rates. Subsequently, at high strain rates, or in other 

situations where dislocation mobility is limited (e.g. low T, limited slip systems), 

mechanical twinning can contribute to plastic deformation of metals [64-66]. Twinning 

is more common in metals with low symmetry crystallographic structures, in which 

there are often a limited number of (low energy) slip systems available and those that 

exist are often more difficult to activate. Common examples include hexagonal metals 

such as zinc and magnesium, and tetragonal metals such as tin [65]. Deformation twins 

occur via the cooperative shear of atomic layers over sub atomic distances within a 

parent grain, such that a region is created in which the crystal structure is the same as 

that of the parent, but in a different orientation (mirrored across a twin plane) [64]. The 

motion of atoms during this process is rapid (~speed of sound in the material) so 

deformation twins form very rapidly. The overall shape they form is dictated by a 

minimisation of the overall free energy. Interfacial energies are minimised by the 

formation of coherent twin boundaries that do not deviate from a given plane [64]. In 

the case of a single crystal, deformation twins will therefore form planar twin 

boundaries, as seen in annealing twins (which form by a reconstructive process). In a 

polycrystalline material, elastic strain energy in both the parent and twinned material 

acts to impose constraints on the shape of the twin. These two energy considerations 
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often give rise to a discoidal structure that has predominantly planar coherent 

boundaries within the grain and comes to a sharp point at the grain boundaries. This 

can be seen in Figure 3.3. Grain size, twin boundary energy and temperature are other 

factors that can affect the prevalence of twinning [64].  

 

Figure 3.3 Cold rolled zinc microstructure showing deformation twins. From 
http://www.doitpoms.ac.uk/tlplib/artefact/metals.php.  

Martensitic transformations are a form of phase transformation induced by shear. 

Much like twinning, they occur via systematic shear of atomic planes – but in this case, 

the product has a new crystal structure (rather than the same one in a new orientation). 

This too takes place very rapidly [66].  

Thermal softening of metallic materials describes the drop in yield stress observed 

as the temperature is increased. For FCC metals, thermally activated dislocation motion 

generally dominates at lower temperatures, with diffusion controlled mechanisms 

activated as the temperature approaches the melting point. Athermal regions are 

sometimes seen at intermediate temperatures [67]. 

The effect of thermal coupling, and the many potential mechanisms, complicates 

plasticity at high strain rates. It is not surprising that a variety of strain rate sensitive 

effects are observed in different metallic materials. For instance, a dramatic increase in 
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sensitivity of the flow stress to a change in strain rate has been reported at high strain 

rates in testing of 316L steels [68], there are reports of cold work reducing the strain rate 

sensitivity in steels [69] and finer grain structures in FCC metals have been reported to 

increase the strain rate sensitivity [70].  

Further thermal complications are found in the secondary effects of dynamic 

recovery and recrystallization. The high dislocation densities and homologous 

temperatures (~0.3) that develop during high strain rate deformation create a significant 

driving force for these to occur [71, 72]. The degree of cold-work will dictate the driving 

force for both processes, as the potential to lower the internal strain energy of the system 

becomes greater. This is true of materials during deformation, with the work hardening 

rate tailing off as the effects of recovery and dislocation density equilibrate. This 

equilibration is dependent on the strain rate and the temperature [31]. Deformation 

history and the microstructural developments associated with recovery and 

recrystallization may therefore be important, but are seldom considered in high strain 

rate plasticity constitutive relations [73, 74]. 

3.2 Strain Rate Sensitive Plasticity 

Characterisation  

3.2.1 Constitutive laws 

Robust modelling procedures require this behaviour to be captured effectively. This 

has implications for a variety of applications where strain rates and temperatures are 

high - notably aerospace engineering, ballistics and crash mechanics (e.g., the 

automotive industry) [44]. The effect of strain hardening, which is crucial to 

path-dependent material behaviour, is often captured with power law or exponential 

expressions, such as Ludwik-Holloman and Voce. Under high strain rate conditions, 

strains can often reach values exceeding 100% [45, 46]. It is important that parameters 

characterising the strain hardening behaviour are representable when extrapolated to 

such high strains.  

The coupling of temperature and high strain rates, and the effect they have on plastic 

flow, complicates characterisation. Operative mechanisms can be expected to change 
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over a range of strain rates, with a switch from slip to twinning or martensitic phase 

transformations dominating as the strain rate rises [64]. The crystal structure, 

microstructure and conditions can all influence this transition. Capturing this behaviour 

in a single model over a large range of temperature and strain rate is not a trivial task. 

There are a number of constitutive laws that exist (empirically, phenomenologically and 

physically based) [73, 74]. However, none are completely satisfactory for all materials 

and conditions. It is also common for modifications to be made to existing constitutive 

laws, such that they can better fit a data set [75-77].  

 Mechanism-based Laws 

Despite various attempts [73, 74], there are no models that successfully predict 

mechanical behaviour from a knowledge of microstructure and deformations 

mechanisms. Expressions are often complicated and contain multiple parameters. 

Parameterisation and computational implementation are subsequently demanding. 

Additionally, for a given set of parameters, these expressions are often limited in the 

range of strain, strain rate and temperature for which they are valid. 

The Zerilli-Armstrong (ZA) formulations for flow stress were developed wi[78]th a 

focus on the effect of dislocation mechanics . They include sensitivity to grain size and 

account for the effect of crystal structure on dislocation mechanics, with relations for 

both FCC and BCC structures. ZA can be represented by 

 flow a 1 p 2 3 p

nA A exp -A T A T ln      (3.1) 

which gives parameters A1, A2, A3 and n2 to be identified. A0 is an athermal component 

given by  

h
a g

k
σ +A


  (3.2) 

where σg is an additional stress component, kh is a microstructural stress intensity and 

λ is the average grain diameter.  

The mechanical threshold stress (MTS) formulation is one that has received a lot of 

attention [73, 74]. It considers a mechanical threshold stress term, defined at 0 K, as an 
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internal (microstructural) state variable, from which a flow stress is found by 

accommodating thermal softening with an Arrhenius term. This Arrhenius term 

accounts for thermally activated dislocation motion [51]. The MTS has the form 

 
 

flow a i i e e

0

g p,T
S S

g
       (3.3) 

where σflow is the flow stress, σa is the athermal component of mechanical threshold 

stress, σi is the component of the flow stress due to intrinsic barriers to thermally 

activated dislocation motion and dislocation-dislocation interactions, σe is the 

component of the flow stress due to microstructural evolution with increasing 

deformation, Si and Se are temperature and strain rate dependent scaling factors 

(Arrhenius in form), g(p,T) is the shear modulus as a function of pressure and 

temperature and g0 is shear modulus at 0 K and ambient pressure. 

ZA and MTS provide a fairly comprehensive overview of the “physically-derived” 

strain rate sensitive plasticity constitutive laws. They are generally cumbersome and 

modifications are often necessary to achieve acceptable accuracy. More recently, models 

have been developed with modelling and ease of parameterisation in mind [79-81]. 

 The (Empirical) Johnson-Cook Constitutive Law 

Empirical constitutive laws are derived from the fitting of experimental data. By far 

the most popular constitutive law is the entirely empirical Johnson-Cook (JC) model 

[82]. The JC expression is multiplicative, lending to its simplicity in implementation and 

parameterisation. It has the form  

      flow p p

mn
* *A B 1 Cln 1 T          

       
 (3.4) 

where εp is the equivalent plastic strain and A, B, C, n and m are constants. The terms 
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 (3.5) 

where pε   is the equivalent plastic strain-rate, p0ε   is the effective (reference) plastic 

strain-rate, T0 is a reference temperature and Tm is the melting temperature. For this 
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particular model, there are 8 parameters to be found with Tm being the only one with 

any physical meaning, though A, B and n can be considered to be the conventional quasi-

static plasticity parameters, σY, K and n, respectively, as presented in Equation 2.5. This 

simplifies matters. The form of the JC model is such that it is divided into three 

uncoupled functions (by the square brackets in Equation 3.4). These independently 

account for deviations in flow stress due to changes in the equivalent plastic strain 

(quasi-static case), strain rate and temperature. These have three (A, B and n), two (C 

and p0ε ) and three (m, T0 and Tm) parameters associated with them, respectively. This 

simplifies optimisation somewhat, since the effect of varying the strain rate depends 

only on the parameter C. The form of the JC model, and the sensitivities to C and m are 

illustrated in Figures 3.4 - 3.6. In each case, the same parameter values for A (500 MPa), 

B (500 MPa), n (0.5), T0 (300 K) and Tm (1000 K) have been used. In Figure 3.4, a 

reference case is presented, for which a strain rate sensitivity value of 0.05 has been 

chosen. This represents a relatively standard sensitivity to the strain rate. In Figure 3.5, 

parameter m has been decreased to yield a pronounced increase in the sensitivity to 

temperature, with the flow stress dropping and the material behaving more softly. In 

Figure 3.6, C is decreased to give a less pronounced hardening effect as strain rate 

increases. This is why little separation in the curves is seen despite strain rates varying 

over four orders of magnitude. 
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Figure 3.4 JC stress strain curves with reference parameter value set for two different 
temperatures. In considering a single temperature, the effect of the strain rate hardening can 
be seen. The effect of thermal softening is also captured. 

 

Figure 3.5 JC stress strain curves with a reduced m, demonstrating the sensitivity of the JC 
formulation to m (by comparison with Figure 3.4). 
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Figure 3.6 JC stress strain curves with a increased C, demonstrating the sensitivity of the 
JC formulation to C (by comparison with Figure 3.4).  

When both strain rate and temperature are considered, an abundance of procedures 

for evaluating the JC parameters are available [83]. The assumption that the effects of 

temperature and strain rate can be optimised and considered independently gets 

progressively less valid as the strain rate is increased. This is not surprising, given that 

roughly 95% of plastic work is converted to heat in the deformation process [53], since 

higher strain rates will further limit the time this has to diffuse away from areas where 

local plastic deformation is high. This ultimately results in a large change in temperature 

local to deforming areas in experiments, such as impact testing. This is termed thermal 

softening [84].  

With no prior knowledge, experimental stress-strain hardening data needs to be 

collected at various strain rates and temperatures. Optimisation generally begins by 

setting Tm equal to the melting temperature. Next, a “quasi-static” experiment at low 

strain rates and temperature is carried out. Parameters A, B and n are fitted to this curve. 

It is also not uncommon for A to be set equal to the yield stress [85]. The strain rate and 

temperature used for this “quasi-static” case become the reference values ἑp0 and T0, 

respectively. The strain rate sensitivity parameter (C) and temperature parameters (m) 
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are then independently optimised with a set of hardening functions taken at either T0 

and ἑp0, respectively, whilst varying the other. For the strain rate parameter, this will 

involve a set of functions of varying ἑp0 at temperature T0 [44, 47]. An overview of 5 

popular methods for parameter optimisation is given in [83]. 

It is generally considered that the physically derived models (MTS, ZA, etc.) will 

produce a more accurate representation of high strain rate plasticity behaviour, 

particularly for FCC metals [85]. This was supported in a study comparing the JC, a 

modified ZA and an Arrhenius-based equation in modelling experiments that varied 

both strain rate and temperature, reporting better agreement with experimental data 

with the modified ZA and Arrhenius-based formulations, stating that the JC model was 

inadequate in accounting for the coupled effects of strain rate and temperature in a 9Cr-

1Mo steel [75]. In a comparison of the popular JC and MTS models, it was found that 

they performed very similarly over a large range of strain rates, with the MTS model 

allowing for easier parameter optimisation and the JC model faster simulations [86]. 

Given the inclusion of the JC model in the ABAQUS software suite and its generally well-

documented success, it has been chosen for use in the initial stages of this project. 

3.2.2 Conventional Testing Methods 

Although it has long been known that the dynamic mechanical response of metallic 

materials differs from the quasi-static response, experimental capability limited study 

until the advent the Hopkinson pressure bar (HPB) in 1905 [87]. This setup was designed 

to study the wave propagation phenomena following impact. It wasn’t until 40 years 

later that a quantitative approach for plasticity parameter evaluation was developed by 

Taylor [88]. Kolsky developed the split Hopkinson pressure bar (SHPB) technique 

shortly after, claiming the advantages of more uniform stress fields and strain rates [89]. 

These both relied on analytical expressions and made rather crude assumptions to 

evaluate stress-strain characteristics at high strain rates [90].  

Practically, it is possible to use conventional uniaxial testing [91], although this 

presents severe experimental difficulties at strain rates above about 103 s-1 (which is the 

regime where departure from quasi-static behavior starts to become significant [92]). 

The most common approach is still the split Hopkinson bar (SHB) test [93, 94] and the 
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Taylor cylinder test [95-97], where relatively high strain rates (~103 – 105 s-1) are 

observed, although they are subject to some uncertainty, arising from various sources 

[98, 99]. Nevertheless, values of C have been obtained many times [100-104] in this way 

for different metals, ranging in magnitude from about 0.001 to around 0.05.  

The SHPB involves sandwiching a specimen between two bars (the incident and 

transmitted bars, designed to remain elastic throughout the test) and sending a stress 

wave through the system, such that a transmitted portion of this wave travels through 

the specimen (usually cylindrical) and then the transmitted bar and, in the process, 

causes plastic deformation of the specimen [105]. Strain gauges are then set-up to 

measure the strain in the incident pulse, εinc, the reflected pulse, εref, and the transmitted 

pulse, εtrans. Full analysis, found in [106], gives the following analytical equations for the 

nominal strain rate, strain and stress 

ref b
psN

s b
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where the subscripts b, s, p, N, T and O refer to the bar, specimen, plastic, nominal 

values, true values and original values, respectively, Ψ is the cross-sectional area, Ls is 

the specimen length and τ has been introduced as a dummy time variable. This is then 

converted to true strain rate, true strain and true stress by 

psN

psN1
psT








 (3.9) 
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and 
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 sN psN1sT    . (3.11) 

Several assumptions are normally made in this analysis. These are that [107]:  

a) A stress equilibrium has been reached - that is to say the forces on the two 

ends of the specimen are the same; 

b) The interfaces are frictionless; 

c) The specimen deforms at constant volume; 

d) Uniaxial stress conditions apply; 

e)  1-D wave propagation occurs in the bars without dispersion.  

These assumptions are not entirely satisfactory. It has been shown, for example, with 

FEM analysis that inhomogeneous deformation occurs within the specimen [108]. Other 

limitations include the ability to only test materials with a yield stress below that of the 

test bars, the influence and treatment of thermal softening and the small imposed strains 

(many high strain rate applications require stress-strain descriptions up to large strains) 

[109, 110]. 

3.2.3 Characterisation by Inverse Finite Element Method  

The inverse FEM procedure allows for the evaluation of material property parameters 

from the outcomes of a given experiment. Whilst conventional methods rely on 

geometries that enable the application of analytical equations for the analysis of 

experimental data, the numerical aspect of inverse FEM means experimentation is not 

constrained in this way, allowing much simpler and more versatile testing arrangements 

with arbitrary geometry and external conditions. Indentation is an example of this, 

however, there are examples of many experimental procedures being used for the 

evaluation of many different property parameters values [45, 46, 111-114]. It should be 

noted that, whilst conventional methods are often uniaxial in form and can readily 

measure anisotropy in materials through testing in different orientations, experiments 

such as indentation probe a multiaxial response. This makes the study of anisotropy 

more complex and introduces a potential source of error when compared with uniaxially 
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measured material property values (the indentation inferred plasticity response would 

represent some average of tensile test data from the different directions [3]). It is, 

however, common for modelling problems to be simplified with an isotropic material 

property description where multiaxially measured material property data may be more 

appropriate. Additionally, testing may probe a range of the material response that is not 

possible with uniaxial testing – for instance, plasticity descriptions beyond a few percent 

strain, where necking may limit uniaxial test data. 

The concept of inverse iterative FEM is simple. An experiment (such as an 

indentation test) is carried out and an outcome (such as a load-displacement plot or a 

residual indent profile) is obtained. The test is modelled with FEM, using trial material 

property parameter values (such as the σ, K and n in the Ludwik-Holloman plasticity 

formulation). A comparison is then made between predicted and measured outcomes 

and an iterative process is employed to obtain “best fit” values of the property 

parameters [3]. The inverse FEM procedure is simple in principal, but a number of issues 

and factors are likely to affect the reliability and accuracy of the outcome.  

Some of these factors relate to the FEM model (geometry, initial conditions, 

boundary conditions, mesh, materials properties and constitutive relations). The 

constitutive relation is clearly important. It needs to accurately capture the behaviour of 

the material over the range of conditions (stress, strain, temperature, strain rate, etc.) 

concerned [115]. Capture of the material response is always going to be limited to the 

fidelity with which it can be represented by the constitutive law. The mesh must be 

sufficiently fine to give mesh-independent results, without excessive demands on 

computing time. The boundary conditions must be well-defined - this is usually 

straightforward for indentation [3]. Central to the method is some sort of quantification 

of the level of agreement between measured and modelled outcomes.  

Key issues include sensitivities and uniqueness. The experimental setup should be 

sensitive to the input property parameter values being sought [116]. Model sensitivity, 

which refers to the relative change in output with respect to a change in the input 

property data [117], is also important. A more sensitive experiment-model system is 

desirable, since it will result in a larger change of outcome with changing property 
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parameter values. This should in theory mean low errors, with inferred values being 

close to the “true” values. Tip geometry is an example of how this may be controlled for 

indentation experiments. Different tip shapes will result in different distributions in the 

stress and strain fields beneath the indenter tip and will therefore be sensitive to 

different proportions of the yield and work hardening behaviour [118].  

Ideally, the inverse FEM procedure will identify a unique solution. That is, the 

procedure will converge on a single set of input property parameter values, giving the 

best agreement with experimentally acquired data. For scenarios with more than one 

unknown property parameter, it is possible that multiple combinations give equally 

good agreement. This can be the case for the extraction of plasticity property parameter 

values, where identification of a unique solution is sometimes difficult [119-124]. This 

issue relates to the nonconvex nature of an iterative inverse FE method, where multiple 

locally optimal parameter set values may be possible. This results in optimisation 

efficiency drawbacks and may lead to misleading results. 

FEM is particularly useful for simulating high strain rate experiments [44, 85]. 

Generally, the stress, strain, temperature and strain rate fields will be non-homogeneous 

and will therefore require numerical analysis. Account can also be taken of friction and 

instability phenomena such as necking (tensile tests) and wave propagation (dynamic 

tests). Disadvantages include the computing power required and time taken for iterative 

simulation in inverse FEM (particularly as the set of parameter values to be optimised is 

large).  

The JC constitutive law has been used extensively to simulate high strain rate 

experiments. This includes conventional techniques such as; HPB [44], SHPB [47, 96, 

102, 103, 125], a specially designed direct-impact Kolsky bar device [126] and Taylor tests 

(ballistic) [127]. It has successfully captured the behaviour for a variety of materials, 

including steels [128], aluminium alloys [129] and oxygen-free copper [130]. 

Characterisation includes output data from machining [45, 46] and cutting processes 

[47]. 
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There have also been FEM studies covering ballistic impact [131-134], with iterative 

simulation being used to obtain values of C giving the best fit between experimental and 

predicted outcomes (such as penetration characteristics, obtained via high speed 

photography). Such approaches have the capability to predict plastic flow characteristics 

at very high strain rates (up to 10 s-1) with reasonable reliability. 

3.3 Dynamic Fracture 

There has been significant recent interest in the study of dynamic fracture. There are 

many technological applications where damage can result from rapidly applied loads 

(mining, explosives, ballistic munition, etc.). Simulating the fracture response of 

materials, however, is complex. Not only must a suitable failure criterion be identified 

and the fracture response be well characterised, but often, and particularly in the case 

of most engineering metals, a high strain rate plasticity description is simultaneously 

necessary. Ballistic impact provides a controlled way of imparting a finite amount of 

energy to a projectile, which will in some cases result in fracture. As such, it may be of 

some use in the characterisation of the dynamic fracture response of materials.  

It is well-established that holes and cracks can act as stress concentrators. Inglis [135] 

developed the following expression relating the stress at the tip of an ellipsoidal crack  

1 2 1 2

max f f1 2 2
c c

r r
  

    
      

     
  (3.12) 

where c is the crack length (internal length 2c), r the tip radius and f the far-field stress 

developed from a tensile load applied perpendicular to the plane of the crack. On 

moving away from the crack tip, the stress drops, approaching that of the far-field, 

applied stress at large distances. For a circular hole (c = r), there is a stress concentration 

factor of 3 at the crack tip. This is significant and will be larger still for sharp crack tips 

(r << c). In reality, however, engineering materials do not fail readily just because a sharp 

crack is present.  

This observation was resolved by the pioneering work of Griffiths [136]. He adopted 

an energy-based approach, stating that, for a crack to propagate, the overall energy of 
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the system must decrease. The strain energy released on propagating a crack provides 

the driving force, whilst absorption processes (creation of free surfaces, plasticity ahead 

of the crack tip, etc.) resist propagation.  

Since the free surfaces of the crack are unable to support a normal stress, material in 

the proximity of the crack are “shielded” from the applied stress [136] . This leads to a 

region of low stress, which is seen to expand as the crack grows. During this expansion, 

strain energy is released according the equation 

2

f

2
U

E


  (3.13) 

where U is the strain energy per unit volume and E is the Young’s modulus [136]. The 

shape of this stress free region can be reasonably approximated to an oval-like shape, 

with an area equal to twice that of a circle of radius c. This gives a strain energy release 

rate, G, calculated per (projected) unit area of new crack created  
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where t is the plate thickness and W is the work done [136]. A critical strain energy 

release rate, Gc, describes the strain energy release rate required to supply the energy 

needed for crack propagation. For a “ideally” brittle material, a crack will propagate 

when  

c 2G G    (3.15) 

where 2 is the energy required to create two new surfaces in growing the crack (and 

this is the only active absorption process) [136]. Gc is a useful material parameter. It 

requires no prior knowledge of the crack tip geometry, which may undergo a degree of 

blunting upon loading prior to fracture initiation, or measurement of the true crack area, 

which is likely to be rough due to crack deflection mechanisms. From Equations 3.14 and 

3.15, the critical stress at which fracture will occur, , can be predicted for a material 

containing a known flaw size 
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In reality, engineering metals are not ideally brittle. Fracture is often preceded by plastic 

flow throughout and then locally at the crack tip [137]. In this way, energy is dissipated 

(predominantly as heat). Due to the stress concentration effect, plasticity in the 

proximity of the crack tip is often unavoidable. A “plastic zone” develops as material 

plastically flows, which may involve some degree of work hardening of the material, 

raising the local flow stress. The plastic flow will often act to blunt the crack tip, reducing 

the stress concentration effect [138]. Equations 3.15 and 3.16 are often adapted to include 

the energy dissipative plasticity processes in the  term to better describe the behaviour 

of ductile metals. This results in significantly larger  values for ductile materials, but 

also suggests that the critical stress should have same sensitivity to the flaw size, c. This 

is not found to be the case, with there being little sensitivity to the flaw size in ductile 

materials [139]. 

The introduction of the stress intensity factor, Kf, allowed for a more robust 

treatment of stresses at the crack tip for the prediction of fracture. From Equation 3.12, 

for crack propagation, we have 

 f critical valuec   (3.17) 

where the critical value is material dependent. Irwin extended this relation to give the 

following  

 f f πK c     and    c * πK c  (3.18) 

such that, when K reaches a critical value, Kc, crack propagation initiates [140]. From 

Equations 3.16 and 3.18, we have  

fK EG      and    c cK EG  (3.19) 

That the energy and stress approaches are relatable in this way is reassuring, in fact, G 

and Kf are largely equivalent [141]. 
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The critical fracture toughness (Kc) describes how well a material resists crack 

propagation. It characterises the stress state near the tip of a sharp crack. There is 

therefore significance in the loading geometry and resulting stress state in which a crack 

propagates. Irwin considered three propagation modes, Figure 3.7 [139]. These may act 

individually or in some sort of combination. The additive nature of Kf allows the 

contributions of the different modes to be discerned in a way that becomes complicated 

when considering G. Mode I, the opening mode a crack experiences when a tensile force 

is applied perpendicular to the plane of the crack, is assumed in the analysis above. 

Stictly, Gc and Kc in Equations 3.16 and 3.18 should therefore be referred to as GIc and 

KIc. In general, mode I has the lowest associated KIc and GIc values. Subsequently, if the 

geometry allows it, it is usually assumed that mode I fracture dominates. Modes II and 

III are driven by shear stresses [142]. 

 

Figure 3.7 Fracture modes by which crack propogation occurs - from 
https://www.doitpoms.ac.uk/tlplib/brittle_fracture/same.php 

This early work provided the basis for linear elastic fracture mechanics (LEFM). It 

accounted well for the behaviour of brittle materials, where non-linear behaviour is 

limited to small regions at the crack tip. Popular extensions that account for greater 

degrees of plastic deformation are crack tip opening displacement (CTOD) and J contour 

integral analyses. Both give nearly size-independent measures of the fracture toughness, 

which correlates well with observation for fracture in ductile materials. CTOD was 

formulated following Wells observation that the degree of blunting scaled with the 

fracture toughness [143, 144]. CTOD, CTOD, can be expressed as 
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The J contour integral uses a non-linear elastic approach to represent plasticity [145]. 

The key here is that both will increase monotonically. However, plasticity may exhibit 

path dependent behaviour. For cases where minimal unloading takes place, this analysis 

should perform well [146]. The value J represents an energy release rate, similar to G, 

and can be expressed as 
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where E’ describes non-linear elastic behaviour [145]. In Equation 3.14, dW includes just 

the effect of strain energy release rate, however here it includes the effect of work done 

by plasticity. As with Kf and G, the CTOD and J integral are equivalent [141, 147]. Both 

models break down with significant plastic deformation and crack growth [148]. Crack 

tip conditions transition from plane strain to plane stress as the plastic zone becomes 

comparable with specimen dimensions. In measuring all the material fracture 

parameters discussed so far, it is important that plane strain conditions are maintained 

[149]. The size of the plastic zone is known to scale with the applied stress, but the shape 

is also dependent on the loading geometry. 

In order to describe dynamic fracture, further extensions are necessary. The effects 

of inertia forces, strain rate sensitive plasticity and stress wave phenomena all serve to 

complicate the picture. When the applied load changes abruptly, a portion of the work 

done is converted to kinetic energy, which results in oscillating stresses associated with 

the inertia of the system. As discussed in §3.1, plasticity of metals is strain rate 

dependent. The effect high strain rates will have on crack propagation will be 

complicated, as we can expect more energy absorption for a certain strain, but also, a 

smaller degree of blunting, with the material behaving harder. Stress waves reflected off 

specimen boundaries and crack faces interact constructively and destructively to give 

highly complex stress states at the crack tip. Subsequently, the stress based fracture 

toughness approach becomes difficult to characterise. In the case where the plastic zone 

at the crack tip remains small, the LEFM approach remains applicable with small 



Chapter 3 - The Effect of High Imposed Strain Rates on Plasticity and Fracture 

37 

 

modifications. This is the basis of elastodynamic fracture mechanics [139]. In general, 

however, we can expect that certain metals will exhibit a significant degree of plasticity.  

The crack speed becomes significant in the case of dynamic fracture. For crack 

propagation speeds approaching 0 m s-1, the toughness corresponding to the arrest of 

crack propagation, KIA, tends to be lower than that of the quasi-static toughness, KIc, as 

the degree of blunting is reduced and the plastic zone is smaller. Kinetic energy terms 

may also be significant at high strain rates. At higher speeds, these inertia effects become 

greater still and act to dissipate energy, acting to raise the fracture toughness. The 

dynamic fracture toughness, KID, is seen to vary with crack speed [150]. When KI falls 

below KID, crack propagation halts. 

It is clear that a stress intensity approach for characterising dynamic fracture is non-

trivial in practice. The energy-based approach, which provides a more global parameter 

and less focus on the stress state at the crack tip, is more attractive. In fact, the 

expression for J can be adapted to account for the effects of inertia forces and strain rate 

plasticity with relative ease [151, 152]. In Equation 3.21, dW represents the change in 

strain energy and the work done to propagate the crack. This can be extended further to 

give a complete description  

kd d d dW F U E    (3.22) 

where F is the work done by external forces, U is the strain energy per unit volume and 

Ek is the kinetic energy [153]. In the original derivation proposed by Griffith, it is assumed 

that Ek = 0, so this is a natural extension. Strain rate sensitive plasticity effects can be 

accounted for by appropriate modifications to the work done expression. The effect of 

stress waves is difficult to incorporate. However, this can be circumvented by 

considering the system at long times, when stress waves have travelled the extent of a 

specimen several times [139]. 

The J integral approach provides a procedure to calculate a strain energy release rate 

for dynamic fracture experiments. The global nature of J means it is not necessary to 

have knowledge of exactly what is happening at the crack tip [146]. 
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3.3.1 Embrittlement Mechanisms 

Characterising the fracture behaviour of materials has obvious benefits to industry, 

where failure may be costly. A useful extension of this is the monitoring of materials that 

experience embrittlement in service. Embrittlement stems from a loss of ductility for 

certain materials in certain environments. Mechanisms include the absorption of certain 

compounds, stress corrosion cracking and radiation damage [154-156].  

Hydrogen embrittlement is a common form of embrittlement that involves the 

uptake of atomic hydrogen into metallic crystal structure [154]. Proposed mechanisms 

for this are based on dislocation nucleation and include the hydrogen embrittlement 

decohesion (HEDE), hydrogen embrittlement local plasticity (HELP) and more recently, 

the defect acting agents (Defactant) models [157]. The Defactant model has so far shown 

the most promise in accounting for all findings. It is based upon hydrogen reducing the 

formation energy of defects via atomic diffusion [157, 158].  

Embrittlement via the absorption of hydrogen is a problem for many metallic 

materials. In aluminium, the excursion behaviour seen with steels was observed with 

nanoindentation [159]. The fatigue crack growth rate was found to increase with 

hydrogenation for a 7075 aluminium alloy [160]. In palladium, hydride phases are seen 

to form at H:Pd ratios from 0.03 to 0.62. Palladium samples were cycled within this 

miscibility gap and tested with tensile testing techniques to reveal a dependence of 

strength, hardness and ductility on the degree of hydrogen uptake and the number of 

cycles. This was put down to dislocations being introduced into the palladium matrix 

[161]. 

There are other cases of embrittlement via absorption of an element into the matrix. 

Oxygen in copper is an example, where oxygen rich regions form in the vicinity of the 

grain boundary due to segregation [162]. Cu2O can then form to disrupt the lattice. 

3.3.2 Conventional Characterisation Methods 

Fracture characterisation tests can be used to test both materials and components, 

though material testing is more common. Accurate characterisation generally relies on 

a material being sufficiently brittle that a plastic zone of the scale of the test specimen 
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does not form. Such plastic zones will lead to failure by plasticity mechanisms. It is 

important that plane strain conditions are maintained in the characterisation of 

(mode I) fracture energies [139].  

The most common experimental setup for characterising quasi-static fracture 

properties are tensile loading of a compact tension (C(T)) specimen and three point 

bend loading of a single edge notched bend (SE(B)) specimen, Figure 3.7. Both these 

require a great degree of control and are costly in material usage [139].  

 

Figure 3.8 Standardised fracture mechanics test specimens: (a)C(T) specimen and 
(b)SE(B) specimen (as per ASTM). 

The Charpy and Izod impact tests are the most common method for dynamic 

fracture characterisation. In both cases, a small notched bar is impacted by a pendulum, 

where a 3 point bend test arrangement and a cantilever arrangement, respectively, are 

used. The energy of the pendulum is assessed prior to and following impact to calculate 

a fracture energy. Again, the assumption that plane strain conditions are maintained is 

not necessarily applicable. This will act to give a fracture energy that is larger than the 

true value [139].  

3.3.3 Dynamic Fracture in FEM 

For the modelling of the dynamic fracture of metals, use of a high strain rate 

plasticity constitutive law is necessary. JC, and variants of it [163-165], are widely used. 
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In general, the basic form is considered to be quite reliable, provided the values of the 

constants in it can be obtained for the material concerned. For the fracture event, even 

if it is accepted that only empirical formulations are likely to be feasible, this presents a 

more severe challenge, since fracture is inevitably a complex process. A number of 

reviews [48-50] cover the issues involved in (FEM) simulation of the fracture of metal 

samples under impact conditions. This is particularly complex when the sample is in the 

form of relatively thin plate, for which there have been specific studies on petalling 

phenomena [166, 167], shear plugging failure [168, 169] and dishing [170]. 

Despite these complexities, attempts have been made to identify universal analytical 

expressions for the prediction of fracture under high strain rate conditions. For example, 

Johnson and Cook [110] proposed the following expression for the critical strain, f, at 

which fracture will occur 

   
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where D1 – D4 are empirical constants. It can be seen that the dependence on strain rate 

is the same as the one that these authors proposed for the flow stress (Equation 3.5) and 

the dependence on temperature is similar. The dependence on the (local) stress state is 

captured in the first term with the presence of the stress triaxiality – the ratio of 

hydrostatic to deviatoric (von Mises) components. The formulation is plausible in a 

general sense, since it is common to assume that fracture occurs when a critical level of 

plastic strain has been reached (i.e. the ductility of the metal has been “exhausted”), and 

the general suitability of this is widely accepted [171-177]. Also, a high stress triaxiality 

often favours fracture (over plasticity) and some sensitivity to temperature and strain 

rate is also expected (with the sense of these dependences controlled by the signs of the 

empirical constants). On the other hand, the formulation has no mechanistic basis (in 

terms of the magnitude of the strain energy release rate for crack propagation or the 

fracture energy of the material). This also applies to various attempts that have been 

made [178] to identify a “damage development parameter”, and to correlate this with the 

equivalent plastic strain. 
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Detailed attempts to assess the reliability of predictions obtained using Equation 

3.23, and other empirical relationships based on critical strain levels, have sometimes 

concluded that this approach yields poor agreement. For example, Sharma et al [179] 

found that they could not use it to capture the fracture behaviour of an Al alloy being 

penetrated by hard spheres, although they did claim that there was some correlation 

with the (tensile) hydrostatic stress level. Dey et al [180] reported rather similar findings 

and attempts to use other criteria, such as those of Mohr-Coulomb [181] or Bao-

Wierzbicki [182], also encountered limitations. 

Of course, the observations on which such comparisons are based are often relatively 

crude. One of the difficulties is that the kind of fracture being produced during testing 

has in many cases [183, 184] been a “plug” shear failure, in which large amounts of plastic 

deformation have been produced in the vicinity of the projectile. The final fracture event 

is often not one of well-defined crack propagation, but simply that of pushing the plug 

out of the rear face of the sample. In cases such as this, very large plastic strains may be 

created under conditions such that fracture cannot occur. In fact, a similar effect can in 

some cases be produced during a conventional (quasi-static) tensile test – with a highly 

ductile material, the failure event may involve necking almost down to a point, with the 

fracture characteristics per se of the material playing little or no role [185].  

There have been at least some fracture mechanics-based investigations of sample 

failure during impact loading. For example, Xu and Li [186] examined the conditions 

created during Hopkinson bar testing, using FEM and evaluating the “Dynamic Fracture 

Toughness” as a function of the crack tip conditions created with different operational 

parameters (such as striker impact velocity). However, their main conclusion was that 

this is a very complex area, and that it’s not even clear whether an increase in the 

imposed strain rate should raise or lower the fracture toughness (or fracture energy). 

This is in fact plausible, since, while a higher strain rate might be expected to inhibit 

plastic flow at the crack tip, reducing the toughness, the associated increase in 

temperature could promote such plasticity, having the opposite effect. 

There have also been energy-based (if not fracture mechanics-based) analyses of 

projectile perforation through thin sheets, one of which [187] highlighted the potential 
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significance of the kinetic energy of ejected fragments. There have also been many 

studies [188] confirming that the fracture toughness of a material tends to be 

substantially reduced by high levels of prior plastic strain. Of course, this is well 

established in a general sense, but such measurements don’t really provide useful 

information about how fracture is likely to occur in situ during an impact event, which 

is in most cases a highly dynamic process. 

Nevertheless, it should in principle be possible to use an impact test to obtain a value 

of the fracture energy from observations of the crack patterns induced under different 

impact conditions and use of FEM to estimate the strain energy release rate at the point 

where crack propagation was initiated.  
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Chapter 4  
 
Indentation Testing  

Instrumented indentation is the controlled and monitored penetration of a hard 

body (the tip) into a sample. In the case of quasi-static indentation and indentation 

creep methods, load and displacement can be monitored as a function of time with high 

accuracy. Load-displacement-time data from such tests contain information about the 

elastic, plastic and creep (time-dependent) response of the material. Extracting this 

information reliably and robustly presents challenges. A number of approaches have 

been developed by researchers, over a range (nm-mm) of scales, with varying degrees of 

success. In this chapter, the attractions and issues associated with indentation are 

discussed. Well-accepted procedures and recent developments for material 

characterisation from indentation data are introduced and appraised. 

4.1 Indentation Material Characterisation 

Development of indentation methods for the characterisation of materials is an 

active research area. A key attraction of indentation lies in the ease of experimental 

implementation, with sample preparation usually consisting simply of producing a flat 

surface. There is scope for examining and mapping local properties over a surface – for 

example across a weld section [189] – although the interrogated volume must be large 

enough to give a representative response, which usually means that it must contain at 

least several grains. Other benefits include: small quantities of material can be tested, 

testing can be done in-situ on real in service components, it can be effectively non-

destructive and there is the potential to test coatings. 

The main issue with these techniques lies in the evaluation of mechanical property 

parameters. In contrast to conventional uniaxial testing methods, stress and strain fields 

are not uniform (and also change as indenter penetration occurs) [118, 190, 191]. 
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Obtaining a stress-strain curve (or other information, such as a creep strain-time curve) 

from indentation data is therefore far from simple. Analytical approaches generally fail 

to account for this complexity, limiting their accuracy. Despite this, a series of analytical 

approaches have been proposed. The Inverse FEM method, on the other hand, is a 

transparent and tractable approach. FEM inherently has the capability of accounting for 

spatially and temporally complex stress and strain fields (provided suitable constitutive 

laws are available). The inverse procedure involves initially using a trial set of property 

parameter values, running the FEM model, comparing the outcome (e.g. load-

displacement plot) with the experimental one and then iteratively changing the input 

property parameter values until optimum agreement is reached. This is a simple 

concept, but challenging in terms of ensuring that the inferred property parameter 

values are reliable and accurate [116, 117, 119-124, 191]. 

4.1.1 Hardness 

In general, hardness is a poorly-defined material “property” that provides a semi-

quantitative measure of the resistance to plastic deformation. It is not a fundamental 

property, since its value depends on the test geometry (indenter shape) and applied load, 

as well as on yielding and work-hardening characteristics. Also, and rather more 

fundamentally, a whole range of combinations of these characteristics can lead to the 

same hardness number. Qualitatively ranking material hardness dates back to 1882, with 

the establishment of the Mohs mineral hardness scale [192]. The advent of the hardness 

tester allowed a slightly more quantitative measure of the hardness, often termed the 

‘indentation hardness’. The indentation hardness is defined as [1] 

max

c

P
H=

A
 (4.1) 

where Pmax is the maximum load reached during indentation and Ac the contact area at 

this point. This area is calculated from the known tip geometry and the residual indent 

extent, which is often assessed (in lateral directions) optically after the specimen is 

unloaded. Elastic recovery on unloading is assumed to be negligible, as are sink-in and 

pile-up effects [193, 194].  
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Important developments started in the 1970s when the longstanding hardness test 

was developed into “instrumented” (displacement-sensing) indentation [195]. It has 

often been termed “nanoindentation”, although the most important point is not so much 

the very fine scale over which the measurements are made, but the continuous 

monitoring of both load and displacement to a high precision. With knowledge of the 

penetration displacement and the tip area function, Ac can be obtained for the 

calculation of the hardness. For the purposes of this study, where the scale of indentation 

is large (of the order of mm), many of the details of nanoindentation are not of central 

importance. 

4.1.2 Plasticity 

The complexity and variety in material stress-strain relationships makes inverse FEM 

methods an attractive method for characterisation via indentation data. Prior to the 

application of inverse FEM methods, proposed procedures and the corresponding 

analytical expressions were generally unsatisfactory or only applicable to particular 

materials [191].  

Although there were previous attempts [196], Campbell et al. [191] demonstrated an 

inverse FEM procedure successfully for the characterisation plasticity behaviour from 

indentation data, highlighting many of the issues involved in such a procedure and fully 

characterising a number of metallic materials through comparisons with load-

displacement data. Benefits were identified in the sensitivity of the method to the 

plasticity behaviour when performing shallow indents (15% of the radius) and 

considering the residual indent profile outcome [3]. Figure 4.1 shows the agreement 

between uniaxial tests and indentation tests in conjunction with the inverse FEM 

procedure for an annealed copper, as-received copper and aluminium. The study 

highlighted the significance of anisotropy and how the indentation response could be 

expected to be a combination of the plasticity response from axially and radially oriented 

samples from an extruded rod, tested uniaxially. Indentation is inherently a test that 

samples some kind of direction-averaged property, so this is unsurprising. 
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Figure 4.1 Results showing indentation inferred parameters (solid line) and axially and 
radially oriented specimen parameters tested uniaxially [3]. 

4.1.3 Indentation Creep 

Many of the attractive aspects associated with indentation tests also apply to 

indentation creep. Compared with conventional methods, the size and shape 

requirements are far less demanding, the small scale of indents mean properties can be 

mapped over a surface and tests can be almost non-destructive. The ability to create a 

range of (deviatoric) stress levels in a single test is also beneficial [191]. 

As with most conventional testing methods, indentation creep methods take place 

at constant load or constant displacement. Constant load tests are, again, more 

common. The displacement-time outcome for a typical creep indent is shown in Figure 

4.2. Although similar in form to that of a conventional creep test, the relation between 

the load and the displacement and stress and strain is far more complicated, and 

realistically, an analytical approach is always going to be limited. 
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Figure 4.2 Typical indentation creep curves from both a spherical tip and Berkovich tip. 
Time-dependent creep occurs during a constant load dwell [197]. 

An important point when considering indentation creep is the possibility of 

conventional (time-independent) plasticity and the effect this may have on the material. 

In all current indentation creep procedures, indentation is carried out on a flat surface. 

In order to penetrate to a suitable depth, such that a creep response of a metallic material 

is detectable, the stresses will be very high initially, so a degree of plasticity must occur. 

This can act to change the microstructure of the material and effect subsequent creep 

behaviour. The effect of plasticity can introduce considerable errors in indentation creep 

analysis. However, this is often neglected [198]. 

 Stable Indenter Velocity Method 

The ‘stable indenter velocity’ method is a popular analytical approach for analysis of 

indentation creep data to extract the creep stress exponent. It relies on a series of major 

assumptions [199, 200]: 
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a) A representative and uniform stress exists in the material for a given load and 

contact area, defined by 

                max
r

p

P

A
   (4.2) 

where Ap is the projected area. 

b) A representative and uniform strain rate exists in the material, defined by 

[201] 

                
r

1 d

dt





   (4.3) 

c) All deformation that occurs in the hold period can be attributed to secondary 

(steady state) creep.  

From these assumptions and Equation 2.13 (which describes the creep rate in the 

steady state creep regime) we have 
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 (4.4) 

From this, both the stress exponent and activation energy can be calculated by plotting 

ln( r) against ln(σr) and 1/T, respectively.  

There are examples of activation energies extracted from indentation creep data that 

compare well with measured values from literature [202-205], although in many cases, 

no attempt was made to measure an activation energy with conventional methods for 

the particular test material.  

Values of the stress exponent obtained in this way have in general proved to be very 

unreliable, casting doubt on the assumptions made [199, 206, 207]. Values of n2 > 20 

have been reported [208] and the tip shape has been found to have a dramatic effect on 

the extracted value [209]. Again, there have in many cases been no attempt to compare 

these values with conventionally measured values or those from literature. Dean et al. 

[190] measured the stress exponent for tin and copper samples via both indentation and 
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conventional methods. The agreement was found to be very poor and indentation-

derived values varied with indenter shape, maximum applied load, loading rate and 

loading time. 

Many authors have shown using FEM that the stress and strain rate fields beneath 

an indenter tip are in fact far from uniform [190, 199, 210]. Ignoring the effects of primary 

creep regime behaviour also leads to major discrepancies [190, 199, 211]. This applies 

irrespective of testing time, since the creep strain field is continually expanding, and 

hence there is always material in the early (primary) part of the creep strain history. This 

methodology can now be regarded as completely discredited. 

4.1.4 Ballistic (Dynamic) Indentation Methods  

In dynamic indentation, higher loading rates can prompt a response similar to that 

of quasi-static instrumented indentation, but with greater significance given to high 

strain rate parameters, with very high strain rates (up to ~106 s-1) generated [107]. Many 

of the attractions that apply to instrumented indentation also apply to ballistic 

indentation. However, it is often more difficult to monitor than (quasi-static) 

instrumented indentation. At the relevant strain rates (102 s-1 to 106 s-1), deformation can 

be complete within a few microseconds. High-speed cameras and strain gauges can be 

used to monitor deformation in situ and residual profiles provide another useful 

experimental output.  

Due to such difficulties, there has been relatively little work in the area of property 

parameter extraction from dynamic indentation data. Unsurprisingly, the technique has 

lent itself well to the assessment of materials for in-service parts likely to suffer impact, 

particularly in the study and development of armour [212, 213]. 

Ballistic instrumented indentation experiments have been carried-out to give good 

correlation between values obtained from experiment and those obtained through FEM 

simulation [214]. A moiré interferometry-based displacement measurement technique 

was used to measure the indentation depth and a quartz load transducer was used to 

measure the load. This is such that the indentation depth-time, load-time and load-

depth histories can be found at all times. Effective strain rates can be expressed as 
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eff
eff

0t


   (4.5) 

where t0 is the duration of loading and εeff is a representative effective strain that has 

been demonstrated to exist beneath a sharp indenter tip [215]. Again, this “effective” 

strain rate is potentially misleading. These were then plotted against normalised flow 

stress values for various impact velocities to gauge the strain rate sensitivity. Simulations 

were carried out based on the constitutive relation 

 flow Y 1

C

ε
σ = σ +Kε +

ε

  
  
   0

 (4.6) 

where σY is a reference yield stress, ε
0

 is a reference strain rate and C is a strain rate 

sensitivity parameter. Adjustment of C was carried out to fit the simulated data to the 

experimental data (depth-time, load-time and load-depth histories) and flow stresses 

normalised with quasi-static values were calculated to compare with the experimental 

values. This comparison can be seen in Figure 4.3 [214]. Although this was only used for 

strain rates up to 2500 s-1 and included monitoring of the load, it suggests an inverse 

FEM methodology is potentially sound and could be used for extracting rate sensitivity 

parameters. 
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Figure 4.3 Normalised flow stress as a function of strain rate for OFHC copper from 
simulated and experimental data for dynamic indentation experiments [214]. 

4.1.5 Indentation Methods for the study of Fracture 

Methods looking at crack propagation from the corners of indents carried out by 

nanoindentation have been developed for the estimating KIc [216]. The indentation 

microfracture (IM) method uses crack morphology and the extent of these cracks to do 

this with models such as those provided by Anstis [217] and Laugier [218]. Assumptions 

in these models rely on the formation of Palmqvist and halfpenny cracks. Such 

morphologies are seen at the corners of cube corner tips, though lateral cracks in certain 

materials were difficult to avoid and introduced problems regarding the assumptions of 

the models [219].  

What is ideally required is application of the principles of fracture mechanics (i.e. 

the energetics associated with fracture events) to experimental situations that create 

high strain rates (often with high local strain levels), and also well-defined fracture 

events. An energy-based approach is usually the most fruitful one for fracture, since 

crack advance must be energetically favourable. However, the energy absorbed (during 
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fracture of a given material) depends on the geometry, which determines the crack 

propagation mode mix [158, 159, 161] and whether the stress field ahead of the crack tip 

corresponds to plane stress or plane strain (or intermediate) conditions. The fracture 

energy tends to be quite sensitive to these variations. This is further complicated for 

ballistic impact by the fact that the stress field varies rapidly with position and time 

throughout the process. There has in fact been quite longstanding interest in trying to 

obtain fracture characteristics from crack patterns around (static) indents, but various 

severe challenges have been recognized [220-223]. Also, if the interest is in metals, then 

it is in most cases very difficult to induce cracking at quasi-static loading rates, 

particularly using spherical indenters (and “sharp” indenters introduce uncertainties 

into both the experiments and the modelling of them). 

4.1.6 Indentation of Coatings 

The extension of indentation techniques to coated systems is of interest, since it is 

one of the few methods for measuring their mechanical properties. Following the 

success with bulk systems, methodologies employing nanoindentation and inverse FEM 

to characterise plasticity have been extended to coated systems [224-227]. Initial work 

was done to assess the viability of these methods for relatively thick coatings [224, 227]. 

Figure 4.4 shows comparisons between model and experiments from Reed et al. [224]. 

The method requires knowledge of substrate properties. The coating was not bonded in 

any way to the substrate, which was consistent with the modelling. The iterative process 

was then carried out for the coating material. Campbell et al. [226] used the approach 

to characterise the plasticity of plasma sprayed turbine blade coatings. In order to avoid 

complications from the effect of the substrate and interface, indent depths were limited 

to 10% of the coating thickness. Due to geometrical arrangement of coated systems, id 

is clear that inverse FEM procedures have significant potential for coatings (as well as 

for bulk samples). 
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Figure 4.4 Measured and predicted load-displacement data for indentation of bulk copper, 
bulk steel and a 2mm thick copper on steel with a 3mm diamond WC sphere [224]. 

4.2 Factors Influencing Indentation Outcomes 

There are a number of issues concerning the reliability of indentation data, some of 

which can become more significant as the scale of the indentation is reduced. In this 

study, the scale of indentation is large (~ mm). The main issues with indentation (both 

creep and ballistic) at this scale are discussed.  

 Thermal Drift 

Thermal drift can arise from contractions and expansions of the sample and indenter 

tip as they change temperature (equilibrate) during loading/unloading. The resulting 

measured displacements can be confused with those due to creep, although there are 

precautions and correction procedures that can help rectify this [228]. It is often more 

significant at relatively high temperatures, with the need to equilibrate tip and sample 

temperatures prior to indentation becoming more challenging [229, 230]. 
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 Friction 

Friction experienced between the indenter tip and the sample surface has been found 

to affect the strain field beneath the indenter with FEM simulations [231]. Effects were 

also reported on the contact area, Ac, as a function of indent depth, and on the degree 

of pile-up [191, 232]. It was concluded that the inclusion of friction in inverse FEM of 

indentation data is needed. 

 Interrogated Volume  

When indenting a single crystal, the crystallographic orientation will tend to 

influence the response [233], particularly the plastic deformation. Of course, this is 

expected from Schmid factor variations. It follows that, in a polycrystalline sample, 

indentation such that most indents lie within single grains will lead to a wide scatter in 

results and these indentation responses will not represent (even as averages) the bulk 

response [118]. For a bulk response, many grains must be sampled by the indenter tip 

during each indent (the grain boundary response, as well as the texture, is likely to affect 

the bulk response). There are, however, examples where single grain response is 

preferential. For example, nanoindentation has been used to study the effect of 

individual dislocations and their emission to support the hydrogen-enhanced localised 

plasticity model for hydrogen embrittlement. This requires dislocation free volumes, 

which is readily achievable with nanoindentation, since it probes small volumes [234].  

 Tip Geometry 

It is not surprising that different tip shapes and sizes probe different portions of the 

relevant response characteristics, since the associated stress and strain fields can be 

vastly different [196]. This limits the use of analytically-based expressions that are not 

tip geometry specific and is another benefit of FEM modelling for analysing indentation 

data. For a ballistic event, tumbling of projectiles may be a problem. Controlling 

projectiles fired from a gas gun such that they impact with a particular orientation is 

difficult. The effect of tumbling projectiles, and measures to control it has been studied 

[235], though the use of spherical projectiles can largely solve these issues. 
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Chapter 5  
 
Experimental Techniques 

5.1 Experimental Procedures 

5.1.1 Specimen Production 

Four metallic materials were used in this study. These were obtained from 

commercial sources. A 9.5 mm diameter extruded nickel rod of 99 % purity was used for 

the study of creep. A 25 mm diameter extruded OFHC copper bar was used both in the 

as-received state and after an annealing treatment. This annealed copper material was 

produced by machining the as-received copper to 16 mm diameter and annealing it for two 

hours at 800 °C in a sealed ampoule (backfilled with argon). This treatment caused 

recrystallization and hence a substantial drop in the hardness of the material. Both the 

as-received and annealed copper materials were the subject of the strain rate sensitivity 

study. A cast (commercial purity) magnesium ingot with dimensions of about 150 mm 

by 75 mm in transverse section and originally about 300 mm long was used for the study 

of (impact) fracture. 

5.1.2 Sample Preparation 

Uniaxial tensile and uniaxial compression samples from the extruded nickel rod 

material were produced by lathe. For both uniaxial tensile plasticity and creep testing, 

samples were in the form of cylindrical dog-bone samples, with a gauge section diameter 

of 3.1 mm and a length of 22 mm. Cylindrical compression specimens with the (as-

received) 9.5 mm diameter and 10 mm height were machined. Indentation samples were 

machined in the same way as the compression samples prior to the creation of the recess, 

§5.1.2.1.  
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Uniaxial compression samples from the as-received copper and annealed copper 

were produced by electrical discharge machining (EDM). Cylindrical compression 

specimens of 6 mm height and 5 mm diameter were produced in the on-axis (extruded) 

and radial directions. Ballistic samples were obtained for the as-received copper rods by 

machining into cylinders of diameter 25 mm and height 30 mm. For the production of 

annealed ballistic samples, as-received extruded rod material was machined into 

cylinders of 16 mm and 20 mm height prior to annealing.  

All uniaxial compression and ballistic samples from the cast magnesium material 

were produced by EDM. Uniaxial compression samples of 10 mm height and 10 mm 

diameter and ballistic samples of 20 mm height and 16 mm diameter were machined. 

All indentation surfaces were prepared to a 1 µm diamond polish finish. The grain 

structures of all materials used in this study were examined with application of the etchants 

used are summarised in Table 5.1 following preparation with 1 µm diamond impregnated 

paste.  

Material Etchant 

Nickel Oxide polishing suspension (OPS) 

Copper (as-received and annealed) 960 ml methylated spirit, 20 ml HCl, 50 
g ferric chloride.  

Magnesium Nital 

Table 5.1 Summary of etchants used for each material. 

 Indentation Creep Recess Preparation 

The recess, with a depth of 1.0 mm, was produced by first using a spherical end drill 

of diameter 4 mm to remove the bulk of the recess material. This was honed using an 

identical sphere to that used in the creep testing (4 mm diameter Si3N4), attached to the 

end of a drill bit. SiC polishing paste (~1 µm) was inserted into the recess before this 

honing operation. This ensured that the shape of the recess closely matched that of the 
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indenter, which was checked using a profilometer, as described in §5.1.9. The depth was 

measured by taking the difference between the height of the sample with a ball placed 

in the recess and the sum of the sample height alone and known ball diameter. The 

honing process was found to result in an increase in the indent depth of ~40 µm – this 

was, in part, to ensure minimal effect from work hardened material in the vicinity of the 

drilled machining.  

5.1.3 Indentation Creep 

The indenter used was a sphere of 4 mm diameter, made of Si3N4 (supplier Bearing 

Warehouse Ltd). Creep tests were carried out over a period of 5 104 s (~14 hours). 

Constant load was applied through the duration of the test. Loads of 0.85 and 1.0 kN 

were used, with loading rates chosen so as to avoid creep effects during this operation 

(max load reached after ~2 s). FEM simulation was used to ensure that, with this 

configuration, and with these loads, the peak (von Mises) stress created under the 

indenter was below the uniaxial yield stress (at the temperature concerned). Indentation 

creep curves at 750˚C were obtained using an Instron LCF testing machine. 

Displacement measurements were taken from the crosshead. Great care was taken to 

make sure the system had thermally equilibrated, such that thermal expansion and 

contraction of the loading column did not affect the measured displacement. The 

samples were cylinders of diameter 9.5 mm and thickness 10 mm. 

A potentially important issue, particularly when testing highly creep-resistant 

materials, concerns the possibility of inelastic deformation occurring within the housing 

of the indentation sphere during the test. This housing is most conveniently made of 

metal, but this leads to the possibility of creep occurring within it close to the indenter, 

in a similar way to that occurring in the sample. This would introduce errors in the 

measured displacement-time data. This was eliminated in the current work by using two 

identical samples, both with recesses, located above and below a free-standing (ceramic) 

sphere. Not only does this eliminate the possibility of errors arising from an unknown 

contribution to the displacement from deformation within the housing, but also the 

magnitude of the measured displacement is doubled, thus improving the accuracy of the 

data. This setup is depicted in Figure 5.1. 
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Figure 5.1 Axisymmetric schematic depiction of the Indentation creep setup.  

5.1.4 Uniaxial Tensile Testing 

Tensile samples were gripped using collets made of CMSX-4. Strain was measured 

using an MTS 632.54F-14 axial extensometer (clip gauge), with a gauge length of 12 mm. 

Tensile stress-strain curves at 750˚C were obtained using an Instron LCF testing 

machine. Several repeat tests were carried out. Both stress and strain levels were 

converted from nominal to true values, using the standard expressions given in Equation 

2.3. 

5.1.5 Uniaxial Tensile Creep Testing 

Uniaxial tensile creep testing was carried out using the same machine, sample 

dimensions and set-up as for the stress-strain testing (§5.1.4). Stress levels were chosen 

to ensure that they were below the measured yield stress, so that conventional plasticity 
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did not occur, with loading rates chosen so as to avoid creep effects during this operation 

(max load reached after ~2 s). The target duration for these tests was 5 104 s (~14 hours).  

5.1.6 Uniaxial Compression Testing 

Uniaxial compression testing was carried out between rigid (hardened steel) platens. 

Specimens were tested at room temperature (22 °C ± 2 °C), using MoS2 lubricant to 

minimise barrelling. Displacements were measured using an eddy current gauge, with a 

resolution of about 1 µm. Testing was carried out under displacement control (at a rate 

of 2 mm min−1), using an Instron 5562 screw-driven testing machine, with a load 

cell having a capacity of 30 kN. The strain rate generated during these tests, which was 

taken to be the reference (quasi-static) rate for use in Equations 6.2 and 6.3, was thus 

about 5.5 10−3 s−1. Tests were done up to displacements of about 1.5 mm (25% nominal 

plastic strain), so that each test took about 45 s to complete. It was confirmed that 

barrelling was negligible over this strain range.  

Tests were carried out over a range of temperature, up to 300 °C. It was confirmed 

by FEM modelling - see §8.3.1 – that temperatures reached during ballistic impact were 

lower than this, except possibly for very short transients in a thin surface layer. 

Several repeat tests were carried out. Again, both stress and strain levels were 

converted from nominal to true values, using the standard expressions given in Equation 

2.3, with the strains in this case being negative (compressive), so that the true stress has 

a magnitude lower than the nominal value, while the true strain has a larger magnitude 

than the nominal strain.  

 Swaging 

For the purposes of this study, it’s important to be able to simulate the stress-strain 

curve over a wide range of strain (perhaps up to 200% or more, depending on the depth 

of projectile penetration). This is well beyond the levels to which conventional uniaxial 

testing can be carried out (since necking/failure tends to occur in tension and barrelling 

in compression). This is not such a problem for the as-received (work-hardened) 

material, since the rate of further work hardening is low and the flow stress will tend to 

remain approximately constant up to large strains. For the annealed material, however, 
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the initial work hardening rate is high and extrapolating this behaviour to strains beyond 

the measurable regime (typically only up to about 20-25%) is subject to considerable 

error. This problem was tackled by applying three swaging operations to the annealed 

material, each inducing a well-defined level of (true) plastic strain, extending up to 

about 200%. These materials were tested in compression and the yield stress taken as a 

flow stress level for the annealed material at the strain concerned. This allowed the 

stress-strain curve to be simulated (as a set of data pairs) over the complete strain range 

of interest. 

5.1.7 Ballistic Impact (Gas Gun) 

The set-up employed is depicted in Figure 5.2. The gas gun used is based on three 

coaxial components - a 2 m barrel and two high-pressure chambers. The barrel is 

separated from one high-pressure chamber by a thin copper membrane (several tens 

of microns in thickness), with a similar membrane between it and a second chamber. 

Both chambers are filled with nitrogen, with pressure drops between the barrel and the 

first pressure chamber, and between the two pressure chambers, both set to values (just) 

insufficient to burst the membranes. The first chamber is then evacuated, creating 

pressure differences across both membranes that are sufficient to cause bursting. The 

expanding gas then drives the projectile, held inside an high density polyethylene sabot, 

along the barrel of the gun. At the end of the barrel the sabot is stripped from the 

projectile by a "sabot stripper", so that only the projectile (a 5 mm diameter WC-Co 

cermet ball) strikes the sample. The impact velocity is controlled, at least approximately, 

via manipulation of the thickness of the membranes and the pressure in the chambers. 

All impacts were at normal incidence, with samples rigidly supported at the rear, 

employing impact speeds in the range 50–300 m s−1.  

It was found to be important to secure the sample rigidly on its rear surface. The 

modelling covered everything happening within the sample, but one of the boundary 

conditions was that it was supported on an immoveable surface and it was important to 

ensure that this condition was closely approached in practice. A massive, rigidly-

held steel plate was used to provide this support. 
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Figure 5.2 Schematic depiction of the gas gun set-up for ballistic indentation. 

5.1.8 High speed photography 

A Phantom V12.1 high-speed camera was used to record impact events, with a time 

resolution of ∼1.4 µs (frame rate of 717,948 s−1) and exposure time of 0.285 µs. There was 

thus a dead-time between exposures of about 1.1 µs. This was done deliberately, in order 

to obtain a combination of minimal blurring of individual images and data capture over 

a relatively long period, within the memory limit of the camera. Linear spatial 

resolution of ∼50 µm per pixel was achieved and images comprised 128 × 24 pixels. 

From video sequences and known calibration factors, time-displacement histories were 

then extracted for the projectile motion, with attention being focussed on the location 

of the rear of the projectile. 

5.1.9 Residual indent topography 

A Taylor Hobson (Talysurf) profilometer (i.e. a contacting stylus), with a wide-range 

inductive gauge and 20 µm radius cone recess tip, was used to measure residual indent 
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profiles. Scans were carried out in two perpendicular directions, both through 

the central axis of the indent (found by carrying out several closely-spaced parallel 

scans). The height resolution of these scans is about 25 µm. Tilt correction functions 

were applied to the raw data, based on the far-field parts of the scan being parallel. The 

average profile from the two orthogonal scans was taken. 

5.1.10 X-ray Computed Tomography 

A Bruker Skyscan 1272 x-ray was used in conjunction with the Simpleware Scanip 

software to reconstruct subsurface crack structure. The source voltage and source 

current used were 100 kV and 100 µA, respectively. An Al 1 mm filter, exposure time of 

1500 ms and rotation step of 0.15 degrees were used. The resultant resolution was 9 µm 

per pixel. Ballistic samples were scanned in their entirety.   
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Chapter 6  
 
Computational Methods 

6.1 Computational Issues 

6.1.1 FEM Formulation for the (Recess) Indentation Creep 

An axi-symmetric FEM model for simulation of (spherical) creep indentation, with 

prior production of a recess, was built within the ABAQUS package. Both indenter 

(Si3N4) and sample (nickel) were modelled as deformable bodies and meshed with 

second order triangular elements. The volume elements in the model were CAX6M types 

(axisymmetric stress), with about 8000 elements in the sample and about 4000 in the 

projectile. This is shown in Figure 6.1. Meshes were refined in regions of the sample close 

to the indenter. Sensitivity analyses confirmed that the meshes employed were 

sufficiently fine to achieve convergence, numerical stability and mesh-independent 

results. The complete sample was included in the simulation. Creep behaviour was 

captured with the MN constitutive relation. 
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Figure 6.1 Initial FEM Mesh for simulation of indentation, using a recess and a double 
sample. 

6.1.2 FEM Formulation for Ballistic Indentation (No Fracture) 

An axi-symmetric FEM model for simulation of impact and rebound was built within 

the ABAQUS package. Both projectile and target were modelled as deformable 

bodies and meshed with first order quadrilateral elements. The projectile is expected to 

remain elastic throughout, although it can be important in high precision work of this 

nature not to treat it as a rigid body: not only is it possible for its elastic deformation to 

make a significant contribution to the overall displacement, but its lateral Poisson 

expansion could affect the outcome, particularly if attention is being focused on the 

shape of the residual impression. Such modelling also allows a check to be made on 

whether there is any danger of the projectile being plastically deformed. 

The volume elements in the model were CAX4RT types (linear coupled temperature-

displacement), with about 5000 elements in the sample and about 2000 in the 

projectile. Meshes were refined in regions of the sample close to the indenter. Sensitivity 

analyses confirmed that the meshes employed were sufficiently fine to achieve 

convergence, numerical stability and mesh-independent results. The complete sample 
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was included in the simulation, with its rear surface rigidly fixed in place. In modelling 

the complete sample, contributions to the displacement caused by its elastic 

deformation (as well as plastic deformation) are fully captured. A typical set of meshes 

is shown in Figure 6.2. Heat transfer from sample to projectile was neglected, however, 

the generation and transfer of heat was modelled within the sample. The strain rate 

sensitive plasticity behaviour of the target material was simulated with the JC 

constitutive relation (in some cases, the first term describing the quasi-static plasticity 

response was represented with data pairs). 

 

Figure 6.2 Typical mesh configurations for the FEM modelling of ballistic impact. 

6.1.3 FEM Modelling of Crack Propagation  

In order to simulate the crack propagation event, a 3-D (cylindrical polar) model was 

used. A mirror boundary condition enabled modelling of half of the experimental 

geometry. Both projectile and target were modelled as deformable bodies and meshed 

with first order tetrahedron elements. The volume elements in the model were C3D4T 

types (linear coupled temperature-displacement), with about 530000 elements in the 

sample and about 140000 in the projectile. Meshes were refined in regions of the sample 

close to the indenter and crack tip region. A typical set of meshes is shown in Figure 6.3. 

The strain rate sensitive plasticity behaviour of the target material was simulated with 

the JC constitutive relation. 

Simulation of the impact event was “halted” at the point when the residual energy 

contained in the projectile had fallen to 20% of its initial kinetic energy content - the 

predicted stress fields suggested that this was approximately the stage at which crack 



Chapter 6 – Computation Methods 

66 

 

initiation took place, determined from the conditions generated in a low impact velocity 

case where no fracture was observed. This involved constraining the projectile to stop 

and maintain its position. Following this, propagation of the crack was modelled by the 

presence of a cylindrical interface along which the (circular) crack front would advance. 

Initially, this interface was fully pinned - ie the boundary concerned was a fully cohesive 

one. The elastic strain energy stored in the system was evaluated. The interface was then 

unpinned (so that it was free to slide and/or open), up to a selected crack length, and 

this energy audit was repeated for the new (partially relaxed) stress field. This operation 

was repeated for different extents of crack front penetration, with the crack front 

effectively allowed to penetrate instantaneously. For each crack length (and associated 

crack face area), the strain energy release rate was taken to be the difference between 

the original and the new levels of stored elastic strain energy, divided by the new crack 

area created. In order to implement this procedure, while avoiding numerical instability, 

the time increment was reduced significantly. 

It should be clarified at this point that this (pre-defined) cylindrical crack geometry 

is naturally only a crude reflection of the observed behaviour. The cracks certainly did 

not form as perfect cylinders. In fact, it would be difficult to establish exactly what crack 

path would be favoured, even for an isotropic, homogeneous continuum, and the 

(anisotropic, inhomogeneous) microstructure adds a further complication. 

Nevertheless, this crack geometry can be taken as broadly representative of the 

behaviour of the system. 
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Figure 6.3 Typical mesh configurations for the FEM modelling of crack propagation in a 
ballistic event 

6.1.4 Constitutive Laws 

As with any FEM implementation of a constitutive law in the form of a family of 

curves, a rationale is required concerning the progressive deformation of individual 

volume elements. This will ideally be characterised by a small number of parameters. In 

the current work, it has been assumed that the cumulative (von Mises) strain defines the 

“state” of (a volume element of) the material. For the case of plasticity, this fixes the 

point on the appropriate stress-strain curve where the gradient is to be evaluated. This 

gradient defines what will now occur – i.e. determines the increase in flow stress needed 

to generate an imposed strain increment or, equivalently, determines how much 

straining will result from the availability of an increment of flow stress. By using the von 

Mises stress and strain in an expression based on uniaxial (quasi-static) testing, the von 
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Mises yielding criterion is implicitly being used to predict the onset of plasticity. This is 

common, although the effect of varying this criterion between von Mises and Tresca 

limits has been explored in the recent paper by Holmen et al [216]. A similar procedure 

is used for creep, where the accumulated creep strain, stress and temperature will 

determine the local creep strain rate, as depicted by Figure 6.4. 

 

Figure 6.4 Schematic illustration of how the creep strain history of a volume element is 
assumed to be composed of a series of incremental strains, each dependent on the creep curve 
for the stress level concerned and the prior cumulative creep strain experienced by the 
element. 

 Creep 

The expression used in the current work was the MN law [40], simplified for use at 

a single temperature, which may be written 
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where C2 is a constant (units of MPa-n2 s-(m2+1)), t is the time (s), n2 is the stress exponent and m2 

is a dimensionless constant. This law is designed to capture both primary and secondary regimes 

of creep (and the transition between them). This is essential [199] for indentation creep work, 

in which a steady state (purely secondary creep) is never established. By differentiating with 

respect to time, we get  
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which can be employed in order to obtain the increments of strain generated in a given 

volume element as it experiences a changing (deviatoric) stress throughout the test. The 

time can thus be expressed in terms of both strain rate and strain 
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Eliminating t and rearranging allows the strain rate to be expressed as a function of the strain 
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It is assumed that the cumulative creep strain defines the “state” of (a volume element of) the 

material, with the instantaneous creep strain rate determined by the current stress and the prior 

strain: the creep strain rate can thus be expressed solely as a function of the creep strain. This 

is depicted in Fig.6 and details of the algorithm are supplied elsewhere [236]. In summary, 

during each time increment, the net displacement of the indenter is found (within Abaqus) by 

monitoring the cumulative creep strain in each element up to that point, taking account of the 

(von Mises) stress in it, using Eqn.(4) to obtain the further strain that will arise in it during the 

time interval and then using compatibility conditions to solve and give the overall shape change 

of the domain. 
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 Strain Rate Sensitive Plasticity 

The strain rate sensitive plasticity properties were simulated using the 

JC constitutive relation, 

     
mn * *K 1 Cln 1 T           

        flow Y p p
 (6.5) 

For cases where Ludwik-Holloman was unable to effectively capture the quasi-static 

behaviour, the term characterising this was represented by a set of data pairs, to give 

     
m

* *Data Pairs 1 Cln 1 T      
    flow p

 (6.6) 

Given that convergence involves only for the strain rate sensitivity parameter, C, the 

use of data pairs is not a computationally demanding adaptation, but allows for more 

flexible characterisation of the quasi-static plasticity. 

6.1.5 Effect of Interfacial Friction 

There is also the issue of the nature of the frictional contact between indenter / 

projectile and sample during the penetration. The standard representation of this effect 

(within ABAQUS) is to ascribe a coefficient of friction, μ, to the interfacial contact, such 

that sliding between the two surfaces requires a shear stress, τ, given by 

n 
 (6.7) 

where σn is the normal stress at the interface. The value of μ is clearly expected to 

depend on the surface roughness (of projectile and sample), and possibly on other 

factors, and so cannot be predicted a priori. For this work, the value used was 0.1. 

6.1.6 Model Input Data 

All material properties were assumed to be isotropic. The input data included the 

Poisson ratios and Young’s moduli of material and indenter. Values for the material were 

taken directly from handbooks. The elastic constants for both the cermet and ceramic 

indenter materials were provided from the supplier, Bearing Warehouse Ltd.  
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The simulation of creep was carried out in load control, with the max load specified. 

Simulation of the ballistic experiment required specification of the thermal conductivity 

and heat capacity. Again, these were taken from handbooks. It was also necessary to 

specify an initial velocity for the projectile, after which it moved in free flight to strike 

the sample at normal incidence. The fraction of the plastic work converted to heat 

(Taylor–Quinney coefficient) was set at 95%. Slightly different values are sometimes 

used, but there is in any event no solid theoretical basis on which to estimate it - the 

underlying idea is that the remaining 5% goes mainly into the creation of new 

dislocations, so the value could be higher for a material that is already work-hardened, 

but it is not really viable to attempt any prediction. The values for all the material data 

used in this study are detailed in Tables 6.1 - 6.6. 

Property Units Value Source 

Young’s modulus GPa 300 Handbook 

Poisson’s ratio (-) 0.26 Handbook 

Table 6.1 Summary of the Si3N4 indenter material property parameters values used in the 
study of creep behaviour. 
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Property Units Value Source 

Young’s modulus GPa 200 Handbook 

Poisson’s ratio (-) 0.31 Handbook 

C2 (MN)  MPa-n2 s-(m2+1) 4.3e10-8 Indentation inferred 

n2 (MN) (-) 2.46 Indentation inferred 

m2 (MN) (-) -0.65 Indentation inferred 

Table 6.2 Summary of nickel material property parameter values used in the study of 
creep behaviour. 

Property Units Value Source 

Young’s modulus GPa 650 Supplier 

Poisson’s ratio (-) 0.21 Supplier 

Density kg m-3 14800 Supplier 

Table 6.3 Summary of the WC cermet projectile material property parameters values used 
in the study of strain rate sensitive plasticity and fracture. 
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Property Units Value Source 

Young’s modulus GPa 120 Handbook 

Poisson’s ratio (-) 0.30 Handbook 

Density  kg m-3 8960 Handbook 

Thermal conductivity W m−1 K−1 401 Handbook 

Heat capacity MJ m−3 K−1 3.45 Handbook 

Inelastic heat fraction (-) 0.95 Handbook 

Tm (JC) K 1356 Handbook 

σY, K and n (JC)  Data-pair description  Quasi-static compression 

m (JC) (-) 1.09 Quasi-static compression 

p0ε (JC) s-1 5e-3 Quasi-static compression 

T0 (JC) K 298 Quasi-static compression 

C (JC) (-) 0.016 Indentation inferred 

Table 6.4 Summary of as-received copper material property parameters values used in the 
study of strain rate sensitive plasticity. 
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Property Units Value Source 

Young’s modulus GPa 120 Handbook 

Poisson’s ratio (-) 0.30 Handbook 

Density  kg m-3 8960 Handbook 

Thermal conductivity W m−1 K−1 401 Handbook 

Heat capacity MJ m−3 K−1 3.45 Handbook 

Inelastic heat fraction (-) 0.95 Handbook 

Tm (JC) K 1356 Handbook 

σY, K and n (JC)  Data-pair description  Quasi-static compression 

m (JC) (-) 1.05 Quasi-static compression 

p0ε (JC) s-1 5e-3 Quasi-static compression 

T0 (JC) K 298 Quasi-static compression 

C (JC) (-) 0.030 Indentation inferred 

Table 6.5 Summary of annealed copper material property parameters values used in the 
study of strain rate sensitive plasticity. 
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Property Units Value Source 

Young’s modulus GPa 45 Handbook 

Poisson’s ratio (-) 0.29 Handbook 

Density  kg m-3 1740 Handbook 

Thermal conductivity W m−1 K−1 156 Handbook 

Heat capacity MJ m−3 K−1 1.77 Handbook 

Inelastic heat fraction (-) 0.95 Handbook 

Tm (JC) K 923 Handbook 

σY (JC) MPa 30 Quasi-static compression 

K (JC) MPa 830 Quasi-static compression 

n (JC) (-) 1 Quasi-static compression 

m (JC) (-) 0.60 Quasi-static compression 

p0ε (JC) s-1 1e-3 Quasi-static compression 

T0 (JC) K 298 Quasi-static compression 

C (JC) (-) 0.026 Indentation inferred 

Table 6.6 Summary of magnesium material property parameters values used in the study 
of strain rate sensitivity study and fracture. 
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6.1.7 Model Output Data 

For the creep indentation experiment, the model output was displacement-time 

data. For the ballistic simulations, the model output was displacement-time and residual 

profile. For the residual profile, the height from the target surface as a function of the 

radial position was compared with experiment. An internal energy audit was used to 

assess the strain energy released during crack propagation.  

 Binned Plastic Strain Rates 

An investigation has also been made into how the plastic work is distributed in terms 

of the local strain rate during the deformation. After each increment of time, for each 

volume element, the stress, incremental strain and strain rate are recorded. The work 

done during that time interval is evaluated (= stress  strain  volume) and that 

increment of work is associated with the strain rate concerned. Expressed 

mathematically, the increment of work done in the jth volume element during the kth 

time increment is 

, j,k ,j k j k jW V     (6.8) 

Clearly, the work done during the kth time increment is given by 
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where the summation is over the total number (M) of volume elements, and the total 

work done is  
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with this summation being over the total number (Z) of time increments. The total strain 

rate range is divided into a number of sub-ranges (bins) and the work done within each 

range is then evaluated after a binning operation. This can be expressed as 
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where fj,k,p is a function ascribed a value of 1 or 0, depending on whether the strain rate 

associated with the increment of work Wj,k does or does not fall within the range of the 

pth bin. 

6.2 Convergence Procedure 

6.2.1 Convergence Algorithm and Procedure for Creep 

Indentation 

For the characterisation of creep parameters, the algorithm used to converge in 

parameter space on the best fit combination of parameter values is the Nelder-Mead 

simplex search [237]. This was chosen in view of its robustness and adaptability, 

particularly with respect to noise. The procedure used is based on that of Gao and Han 

[238], and was built using the Scientific Python and Numeric Python packages [239, 

240]. Full details are available elsewhere [191]. In order to check the presence and 

successful identification of a global minimum, convergence procedures were initiated 

from multiple points in C2, m2 and n2 space. Convergence should lead to the same set of 

C2, m2 and n2 values in each case.  

The goodness-of-fit between target and modelled data (displacement-time data) is 

characterised here via a dimensionless parameter Sred, a “reduced sum of squares of the 

residuals”.  
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where i,M and i,M are respectively the modelled and experimental values of the 

displacement, at times varying from 0 up to tmax (split into increments of t and with 

the counter i varying from 1 to N). The actual number of measured values would 

commonly run into thousands, but a typical value of N would be of the order of 500, so 

some filtering and averaging of the raw data was employed. The normalising 

displacement, N,E, is the experimental value at the end of the run (i = N). The 

convergence procedure is terminated when a criterion is met. This can be defined as a 

minimum change in Sred from one iteration to the next. 
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This operation could be carried out for just a single run – i.e. for a single value of the 

applied load, P. However, in the current work, two runs (with different values of P) were 

carried out, so two i,E datasets were available. For each combination of MN parameter 

values (giving a i,M dataset for each P), the Sred value was calculated in each case and 

the numerical average taken. In this way, equal weighting was given to the two runs. Of 

course, more runs could be included in this operation, although it is important to note 

that even a single run creates a wide range of (changing) stress levels within the sample, 

up to a level predetermined by the load P and the penetration ratio of the recess (0,E / R, 

where R is the indenter radius).  

For ballistic experimentation, an equivalent form of Equation 6.12 was used. For the 

displacement-time data, values of  were compared at time intervals of the order of 

1.4 µs. For the residual indent shape, displacement (height) differences were evaluated 

at r intervals of about 100 µm. The total number of points at which comparisons were 

made (N) for the displacement-time data was 30 for the as-received copper and the 

magnesium samples and 50 for the annealed samples. (These values of N were chosen 

to ensure similar weighting was given to the penetration and rebounding parts of the 

motion.) For the residual indent shape data, N = 50 was used for all samples.  

As for the corresponding parameter for plasticity [3], Sred is thus a positive 

dimensionless number, with a value that ranges upwards from 0 (corresponding to 

perfect fit). Modelling that captures the material creep response well should lead to a 

solution (set of parameter values) for which Sred is relatively low - say, less than 10-3. This 

effectively constitutes a health check on the solution - if, for example, no solution can 

be found giving a value smaller than, say, 1%, then this suggests that there can only be 

limited confidence in the inferred set of values. This could be due to experimental 

deficiencies and/or an inability to capture the behaviour well with the constitutive law 

being used. In fact, during the work described here, a solution with an Sred value well 

below 10-3 was found, representing very good agreement.  
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Chapter 7  
 
A Methodology for obtaining Primary 
and Secondary Creep Characteristics 
from Indentation Experiments, using a 
Recess 

7.1 Introduction  

The (indentation creep, with iterative FEM) procedure, as previously employed, 

incorporates a major difficulty. It is important, when carrying out creep testing, to avoid 

(time-independent) plastic deformation. During conventional (uniaxial) creep testing, 

this is easily achieved by ensuring that the applied stress level is below the yield stress 

(for the temperature concerned). During indentation creep testing, however, the 

induced stress levels tend to be very high initially (when the contact area between the 

indenting sphere and the flat surface of the sample is small). Some plasticity is difficult 

to avoid during this phase, even if attempts are made to ramp up the applied load in 

some controlled way. This is doubly unfortunate, since (a) the displacement due to 

plasticity is difficult to separate from that due to creep during this initial period and 

(b) inducing plastic deformation may change the microstructure in such a way as to 

affect the creep response. 

During the current work, a spherical recess was introduced in the sample before the 

start of the test, with the same radius as the indenter. This innovative measure reduces 

the stress levels induced in the sample when the load is applied (removing the need for 

any phase during which it is ramped up). For any selected recess depth, use of the FEM 

model will allow the stress field in the sample to be predicted, making it easy to ensure 

that the maximum (deviatoric) stress does not exceed the yield stress. Furthermore, 
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selection of the depth provides a measure of control over the complete range of stress 

levels that will arise during the test (for a given applied load). 

The shape of the recess should match that of the indenter. It may in practice not be 

important for the matching to be very good (since local irregularities are likely to be 

quickly removed once the creep testing has started), but in the present work an attempt 

was made to obtain excellent matching. It should be noted that a typical indenter radius 

is expected to be of the order of 1-2 mm. Since this is relatively coarse (ensuring that a 

representative volume of the sample is being mechanically interrogated), the scale of the 

recess is such that conventional machining procedures can be employed to create it. On 

the other hand, the region being tested is still relatively small, so the sample can be small 

and the mapping of properties over a relatively large sample is still possible. 

A recess of approximately the desired shape and depth was first created, following 

the procedure outlined in §5.1.2.1. The process of honing the recess (by ~40 um) is 

expected to remove the bulk of surface material, which is likely left in a work-hardened 

state. The scale of the indentation, with the stress field penetrating to a depth on the 

order of 1 mm should mean that surface effects from the machining stage are negligible. 

Furthermore, by using a profilometer (optical or contact), the actual shape of the indent 

can be accurately captured and this can be used both to check on whether the surface 

finish and overall topography are acceptable and also to create the FEM mesh that will 

be used during iterative simulation of the indentation test. Since the depth of the recess 

is likely to be of the order of at least several hundred microns, the resolution 

requirements of the profilometry are relatively undemanding - a value of the order of 

1 µm is typically sufficient. A scan to the axis of the recess is shown in Figure 7.1. 
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Figure 7.1 Profile across a recess, measured using a contact stylus. 

7.2 Microstructure  

An optical micrograph is shown in Figure 7.2, where it can be seen that the grain size 

was around 50-100 µm and the grain structure was approximately equiaxed. The 

temperature of all tests was fixed at 750˚C. It was confirmed that the degree of oxidation 

of these samples, at this temperature, was negligible. 
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Figure 7.2 Optical Micrograph of the nickel. 

7.3 Quasi-static Plasticity  

A typical outcome for uniaxial plasticity at 750˚C is shown in Figure 7.3, which 

presents the data as both nominal stress against nominal (plastic) strain and true stress 

against true plastic strain. It can be seen that the yield stress is about 66 MPa, with some 

subsequent work hardening. In order to avoid the onset of plasticity in the uniaxial creep 

experiments, the (nominal) stress levels employed were 35, 45 and 55 MPa.  
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Figure 7.3 Tensile stress-strain curves for the nickel at 750˚C, plotted as both nominal 
stress v. nominal strain and true stress v. true strain (obtained via the analytical relationships, 
assuming that the stress and strain fields remained uniform throughout). 

For a creep recess indentation test, the von Mises stress field created when a load of 

1 kN is first applied is shown in Figure 7.4. It can be seen that, save for a tiny volume, the 

stress levels in the sample do not reach the yield stress. It may be noted that, during this 

type of test, the stress levels will tend to fall as the indenter penetrates more deeply into 

the sample. This is not necessarily the case during conventional plastic deformation, 

when work hardening can cause stress levels below an indenter to rise as it penetrates 

more deeply.  
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Figure 7.4 Predicted von Mises stress field within the sample on application of a load of 
1 kN to an indenter of radius 2 mm, with a prior spherical recess created in the sample, having 
the same radius as the indenter and a depth of 1 mm. 

7.4 Uniaxial Tensile Creep Results 

The outcomes of tensile creep testing with the 3 different levels (35 MPa, 45 MPa and 

55 MPa) of applied (nominal) stress are shown in Figure 7.5. It can be seen that these all 

exhibited shapes broadly expected of creep strain curves, with those for the higher stress 

levels showing what appear to be “tertiary” regimes of increasing strain rate towards the 

end of the test - i.e. at strains of the order of 10%. There is also a clear “primary” regime 

in all cases, which for these tests constituted a significant proportion of the test (in terms 
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of both strain and time). In fact, at least for the two higher stress levels, there is not 

really any well-defined “secondary” regime of constant strain rate. This is actually quite 

representative of much creep testing, at least with relatively high stress levels. 

It may be noted that, at least for the 55 MPa test, the true stress level started to 

exceed 60 MPa, and thus became quite close to the measured yield stress (of about 

66 MPa) in the “tertiary” regime. For the 45 MPa test, on the other hand, the true stress 

was still below 50 MPa at the time when the strain rate started to rise. This effect can be 

seen in Figure 7.5, where the rise in true stress over the duration of each test is shown 

on axis y2. 

 

Figure 7.5 Experimental data from tensile creep testing with three different (nominal) 
stress levels. Both nominal and true creep strains are plotted. Also shown are the changing 
values of the true stress during each of these tests. 
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7.5 Indentation Creep Results 

The experimental indentation (displacement-time) data for the two loads employed 

are shown in Figure 7.6, together with corresponding predictions for the (best fit) set of 

MN parameter values shown. Also shown are the final Sred values obtained in each case. 

Convergence on these best fit values is illustrated by the plots shown in Figure 7.7, in 

which the misfit parameter value is the average of those for the two loads. It can be seen 

that convergence was achieved within about 60-80 iterations. This is broadly typical, 

although it does depend on the starting point in parameter space. A series of random 

starting points (one of which can be seen by inspection of Figures 7.7(b), 7.7(c) and 

7.7(d)) were used in this work to help ensure a global minimum had been identified. If 

there were some prior information available about the likely values of the parameters, 

then a starting point could be chosen that was closer to the “correct” answer, in which 

case convergence would be quicker. The real time required to reach a solution was fairly 

short, although of course this will depend on the computational power available. 

 

Figure 7.6 Comparison between measured and (best-fit) modelled penetration histories 
during indentation with two different applied loads. Also shown are the best fit MN parameter 
values and the final values of the misfit parameter in each case. 
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Figure 7.7 Nelder-Mead convergence on an optimal MN parameter set, targeting the two 
displacement-time plots during indentation, showing the evolution with iteration number of: 
(a) the goodness-of-fit parameter, Sred, (b) the MN coefficient, C2, (c) the time exponent, m2 
and (d) the stress exponent, n2. 

7.6 Tensile Creep Curves from Indentation 

Outcomes  

The main objective is to obtain conventional (tensile) creep data (for any selected 

level of applied stress), at least in primary and secondary regimes, solely from 

indentation experiments - in fact, essentially from a single indentation experiment. All 

that is required is the best fit set of MN parameter values. These can then be used to 

predict the outcome of creep testing with any configuration, including, of course, the 

simple one of uniaxial tensile testing. In fact, for that case, it’s not even necessary to 

carry out any further FEM modelling, since a tensile creep test is one in which the stress 

and strain field tends to remain homogeneous. This is not true for compressive creep, 

when friction and barrelling tend be significant. A comparison between the outcome of 
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a tensile creep experiment and a prediction based on indentation-derived values of the 

MN parameters can therefore be made via simple manipulation of the MN equation 

(§6.1.4.1). 

 The outcome of such an operation can be seen in Figure 7.8, where the experimental 

plots of the nominal creep strain as a function of time (from Figure 7.5) are compared 

with corresponding predicted plots obtained using the indentation-derived MN 

parameter values. Two sets of these are shown. The first is simply the curve 

corresponding to Equation 6.1, with the true creep strain obtained in that way converted 

to a nominal strain and the stress used in the equation being fixed at the nominal value. 

The second is based on the strain rate form of the MN expression – i.e. Equation 6.2. 

This has been implemented by stepping through a series of time increments, calculating 

the latest strain rate by taking into account the changing value of the true stress. This is 

how the MN expression should be used, since both the stress and the strain in it are true 

values. It can be seen that doing this makes a significant difference to the predicted 

curves, although in these cases it does not lead to any increase in the overall strain rate 

with increasing time. This would tend to happen at higher strains, depending on the 

value of n2. 

The most striking feature of Figure 7.8 is that the agreement between conventional 

tensile creep testing and the indentation-derived outcome is in general very good, at 

least within the primary and secondary regimes. The “tertiary” regime, which is quite 

noticeable with the highest level of applied stress, is not captured, even by using the MN 

formulation in a way that takes account of the increasing level of true stress in such tests. 

It is possible that this discrepancy is due to the true stress starting to approach the yield 

stress at the temperature concerned. If this happens, then it is expected that the 

behaviour will not be captured well using a creep model of this type, and plasticity 

characteristics (including the work hardening rate) are likely to have an effect. In fact, 

any analytical formulation, such as the MN law, is likely to be reliable only within a 

certain range of (true) stress. The corresponding creep strain rate against time plot can 
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be seen in Figure 7.9, from which a similar set of conclusions can be drawn. Only the 

indentation inferred curves from Equation 6.2 are shown.  

 

Figure 7.8 Comparison between creep strain curves obtained by conventional tensile 
testing, with a fixed nominal stress, and those obtained via iterative FEM modelling of 
indentation creep with a constant applied load, using the MN expression in one of two forms. 
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Figure 7.9 Comparison between creep strain rate curves obtained by conventional tensile 
testing, with a fixed nominal stress, and those obtained via iterative FEM modelling of 
indentation creep with a constant applied load, using the MN expression. 

It is of interest to note the range of stress and strain generated within an indentation 

test of this type, since it is clear that creep characteristics well outside of these ranges 

are unlikely to be captured well by such a test. Figure 7.10 shows fields of (von Mises) 

stress and creep strain within the sample at the end of the simulation with an applied 

nominal stress of 55 MPa. This is actually after a time of 5 104 s, whereas the 

corresponding tensile creep test was stopped after about 1.8 104 s, when the strain rate 

was becoming very high. This case therefore reflects a relatively severe test, in terms of 

generating high stresses and strains. It can immediately be seen, on comparing Figure 

7.10(a) with Figure 7.4, that the stress levels have relaxed somewhat as the indenter has 
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penetrated, and all of these stresses are well below the yield stress. It can also be seen 

from Figure 7.10(b) that the creep strains generated within the sample range up to about 

10-15%, which is appropriate for the comparisons shown in Figure 7.8. 

 

Figure 7.10 Predicted von Mises (a) stress and (b) strain fields within the sample 5 104 s 
after application of a load of 1 kN to an indenter of radius 2 mm, with a prior spherical recess 
created in the sample, having the same radius as the indenter and a depth of 1 mm. 

Finally, it can be seen in Figure 7.10 that there is some “pile-up” around the indent, 

although it is not very pronounced. Of course, during conventional plastic deformation, 

such pile-ups can be quite noticeable, particularly for materials that exhibit little work 

hardening (allowing large plastic strains to develop near the pile-up). In general, while 

there is no clear analogue during creep deformation to a “work hardening” effect, there 

is a tendency for the stress and strain fields to become more “diffused” than during 

plastic deformation, such that pile-up (or “sink-in”) effects are likely to be small. 

7.7 Summary 

A procedure is described for iterative FEM simulation of the creep deformation that 

takes place during penetration of a spherical indenter into a sample (under constant 

applied load). The target outcome is a penetration-time dataset and convergence is 

obtained via optimisation of the set of 3 parameter values in the MN creep law (covering 

both primary and secondary regimes). An important part of the procedure is the prior 

production on the sample surface of a recess that matches the (spherical) shape of the 
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indenter. This ensures that the stresses in the sample can be kept below the yield stress 

throughout the indentation test, so that conventional plasticity (and the associated 

complications) can be avoided. 

Experimental work has involved a single material (pure nickel) at a single 

temperature (750˚C). Both conventional uniaxial (tensile) creep tests, using three values 

for the applied (nominal) stress, and creep indentation testing, under a constant applied 

load, have been carried out. It is recognized that this constitutes a fairly limited dataset 

and the results presented are intended mainly to demonstrate the methodology and to 

obtain some preliminary indications regarding its reliability. Good agreement is 

observed between the strain-time plots obtained by conventional testing and by using 

the (MN) creep parameter values inferred via the indentation testing. The stress 

exponent obtained in this way has a value of about 2.5. 

A final “tertiary” regime was observed with the higher stress level tensile tests, which 

was not captured well in the indentation-derived MN curves. It seems likely that this 

arose because the true stress was approaching the yield stress, such that conditions were 

outside the regime that could be represented at lower stress levels by a MN creep law 

with a single set of parameter values. Indeed, it may be that some conventional plastic 

deformation was starting to take place in the “tertiary” regime.   
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Chapter 8  
 
Johnson-Cook Parameter Evaluation 
from Ballistic Impact Data via Iterative 
FEM Modelling 

8.1 Microstructure 

The grain structures (in transverse section) are shown in Figure 8.1. It can be seen 

that the grain size was of the order of 30–50 µm in the as-received material, but had 

coarsened to about 300–400 µm after annealing (following recrystallization and grain 

coarsening) . Some annealing twins are also present. 

 

Figure 8.1 Optical micrographs of transverse sections of the extruded copper (a) as-
received (b) after annealing. 

8.2 Quasi-static plasticity 

8.2.1 Stress-strain plots for ambient temperature 

Data from typical compression tests (along the extrusion axis) with each material are 

shown in Figure 8.2(a), plotted as both nominal and true values. The variation between 

tests was in general very small (<1%). It can be seen that, as a true stress – true strain 

https://www.sciencedirect.com/topics/engineering/micrographs
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relationship, the as-received material (Figure 8.2(a)) exhibits little or no strain (work) 

hardening. This is not unexpected, since the extrusion process left the material in a 

heavily cold-worked state. The annealed material, on the other hand, exhibits 

substantial strain hardening from the outset (Figure 8.2(b)), with the relative change 

in flow stress during straining being much greater than that for the as-extruded 

material. This is also unsurprising for an annealed material. However, it does lead to a 

complication in the present context, in terms of representing the behaviour 

using Equation 6.5. It should be noted that, while these uniaxial experiments often 

cannot be regarded as reliable beyond strains of the order of 20–25% (due to necking / 

failure in tension and barrelling in compression), strain levels well above this (perhaps 

of the order of at least 200%) can be generated during projectile impact, and are thus 

likely to be employed in the FEM model.  

Under these circumstances, use of the Equation 6.5 with Ludwik-Hollomon 

parameter values fitted over the low strain regime leads to prediction of unrealistically 

high flow stresses at high strains. In practice, the flow stress is not expected to exceed 

that of the as-received material - they are, of course, basically the same material, apart 

from work-hardening effects. This behaviour therefore can't be represented realistically 

over a large strain range using the L-H equation. The solution adopted for the annealed 

material has therefore been to use sets of data pairs in the FEM model, conforming to 

the experimental outcome for low strains and constrained to conform to the yield 

stress values for the swaged samples (after well-defined degrees of prior cold work). This 

is illustrated in Figure 8.2(b), which compares experimental data with extrapolated sets 

of data pairs, extending in both cases up to very high strains (∼300%), as per Equation 

6.6. 
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Figure 8.2 Room temperature experimental and modelled quasi-static stress-strain plots 
for the two materials, showing (a) typical compression test data and (b) comparisons between 
modelled and measured plots of true stress against true strain, with the model representations 
shown up to high strain levels. 

A comment is needed here with regard to the outcome of this procedure for the 

annealed material. It's clear that the curve does not have the expected shape around the 

transition between the directly measured range (up to about 20%) and the regime in 

which the flow stress has been obtained from the swaged samples. In practice, a 

smoother transition in gradient is expected. There are possible explanations for this 

discrepancy. For example, the swaging would have created more heating than the quasi-
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static loading, which may have promoted a degree of microstructural recovery during 

the process, hence softening the material somewhat. However, it would be difficult to 

compensate in any way for such effects and it seems simpler to just follow the described 

procedure, accepting that there are inevitably limits on the reliability of the (quasi-

static) stress-strain curves. 

The effect of anisotropy (due to crystallographic texture) is illustrated in Figure 8.3, 

which compares the plots obtained by loading in axial or radial directions, for both 

materials. It can be seen that there is an effect, which is slightly more noticeable for the 

annealed material. Of course, the ballistic indentation was carried out only in the axial 

(extrusion) direction, but in that case the deformation is much more multi-axial than 

during compression testing, so that the overall response is expected to lie between the 

axial and radial extremes. If the objective were to obtain the quasi-static stress-strain 

curve from indentation data, and comparisons were being made with uniaxial outcomes, 

then this anisotropy would need to be taken into account. However, since the focus here 

is on the strain rate sensitivity, the exact shape on the base stress-strain curve is not 

expected to have a strong influence and so the data from axial testing were used in the 

modelling. 
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Figure 8.3 Experimental uniaxial compression stress-strain plots for both materials, 
showing outcomes from loading in both axial and radial (transverse) directions. 

8.2.2 Stress-strain plots for elevated temperatures 

True stress – true strain plots are shown in Figure 8.4 for the four temperatures 

employed, together with best-fit modelled curves. In the temperature sensitivity part 

(third term in Equation 6.6), the melting temperature, Tm, was taken to be 1356 K and 

ambient temperature, T0, to be 295 K. The dependence of the flow stress on temperature 

is reflected in the value of m (in Equation 6.6), with a low value giving a high sensitivity. 

It can be seen in the figure caption that the best-fit values of m were respectively 1.09 

and 1.05 for as-received and annealed material. 
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Figure 8.4 Quasi-static true stress - true strain plots (experimental and modelled) over a 
range of temperature, for (a) as-received and (b) annealed materials. The value used for 
the temperature dependence parameter, m, is 1.09 in (a) and 1.05 in (b). 

There are difficulties associated with only being able to obtain experimental data 

over a strain range that is considerably smaller than the range likely to be experienced 

during an impact event, and also with the fact that this is purely an empirical curve-

fitting exercise. Nevertheless, these modelled curves probably capture the quasi-static 
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behaviour reasonably well. The as-received material does appear to undergo a small 

degree of initial strain softening (under axial loading), perhaps associated with liberation 

of some dislocations as straining starts (in an initially strain-hardened material). 

8.3 Evaluation of the strain rate sensitivity 

parameter, C 

8.3.1 Conditions during projectile penetration 

The local conditions (fields of stress, strain, strain rate and temperature) after different 

degrees of penetration (δ/R values) naturally depend on both the incident velocity and 

the hardness (plasticity characteristics) of the sample. The present work covers two 

materials with very different hardness levels and, in each case, a range of impact 

velocities (covering a factor of about 3). It is helpful to be broadly aware of the nature of 

these fields in different cases, since this will give an indication of the ranges of strain, 

strain rate and temperature over which the stress-strain curves are expected to affect the 

response of the material. 

Such predicted outcomes can, of course, only be obtained if a value is assumed for C. 

However, while this is unknown a priori, simply taking a value in the range that is 

broadly expected (eg. ∼0.03) is acceptable for the present purposes. A set of illustrative 

outcomes is shown in Figure 8.5, which refers to the annealed material subjected to 

impact at 70 m s−1, for 3 times after initial impact (the last corresponding to the point 

when the projectile has reached maximum penetration depth). The cumulative strains 

are shown in Figure 8.5(a), where it can be seen that these peak at around 60%, with the 

region that has experienced fairly substantial strains (> ∼30%) extending by the end of 

penetration to significant depths below the surface (∼1 mm). The strain rates (Figure 

8.5(b)) peak at ∼3 105 s-1, but these occur only transiently in a small volume and most of 

the plastic deformation takes place at rates below 105 s−1. Nevertheless, the figure does 

confirm that, even with this relatively low velocity, most of the plastic deformation takes 

place above 104 s−1. This is related to Figure 8.5(c), which shows that the flow stress at 

which much of the plastic deformation occurs is above the quasi-static value in the strain 
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range concerned, which is ∼300 MPa (at ambient temperature) - see Figure 8.4(b). This 

confirms that strain rate hardening effects are significant (for this value of C). 

Finally, Figure 8.5(d) confirms that the temperature rises are not very significant (less 

than 60 °C). This is a relatively low impact velocity (and copper is a very good conductor, 

assisting in dissipation of the heat evolved). 

 

Figure 8.5 Predicted FEM outcomes for the annealed material, with an incident projectile 
velocity of 70 m s−1 (assuming a strain rate sensitivity parameter, C, of 0.03), showing (a) total 
(von Mises) plastic strain, (b) strain rate, (c) deviatoric (von Mises) stress and (d) temperature, 
at 3 different times after initial impact. 
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The influence of projectile velocity is illustrated by Figure 8.6, in which the 

corresponding fields to those in Figure 8.5 are presented for 200 m s−1. As expected 

(since the incident kinetic energy is now greater by almost an order of magnitude), 

penetration is much deeper (almost to the “equator” of the ball) and the strains, strain 

rates, stresses and temperatures also reach higher values. However, some are increased 

more than others. It can be seen in Figure 8.6(a) that the cumulative strains are raised 

considerably, reaching peaks of over 200% in places and exceeding 100% in relatively 

large volumes of material. Strain rates are also somewhat higher than for the lower 

velocity, peaking at nearly 106 s−1, although again this is only for short periods in small 

volumes. The peak stress levels, on the other hand, are rather similar to those for the 

lower velocity impact and they drop off more quickly as the ball penetrates. This is due 

to the effect illustrated in Figure 8.6(d), which shows that the temperature rises more 

quickly, and reaches relatively high values (>150 °C) in a fairly large volume, bringing 

down the stress levels. 
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Figure 8.6 Predicted FEM outcomes for the annealed material, with an incident projectile 
velocity of 200 m s−1 (assuming a strain rate sensitivity parameter, C, of 0.03), showing (a) total 
(von Mises) plastic strain, (b) strain rate, (c) deviatoric (von Mises) stress and (d) temperature, 
at 3 different times after initial impact. 

The material response for these two impact velocities will thus be sensitive to 

different parts of the family of stress-strain curves, with the main difference being that 

in the high velocity case there will be a greater sensitivity to the high strain regime (well 

beyond the limits of conventional uniaxial testing). For the as-received (work hardened) 
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material, the behaviour will be different again, with strains being lower, but stresses 

being higher. Furthermore, the change in (quasi-static) flow stress as straining occurs 

will be less (and there is less uncertainty about the nature of the work-hardening). Of 

course, the two materials may have different strain rate sensitivities (values of C). There 

are no well-established ground rules for even approximate prediction of the value of C in 

different cases, although there might be an argument for expecting softer 

materials (such as the annealed material) to have higher values (since, when the quasi-

static mobility of dislocations is high, larger changes in flow stress might be expected to 

result from imposing strain rates beyond levels that can be achieved by normal 

dislocation glide). 

It should be noted that the peak strain rates are less important than the distribution 

of values that are effective locally while plastic deformation is occurring. This 

distribution is illustrated in Figure 8.7(a) and (b), which provide data for both materials, 

with two different impact velocities. As expected, the average strain rate (weighted by 

the amount of plastic work done) is higher for the higher impact velocities, although the 

differences are not very great. (The average strain rates, weighted by plastic work, are 

5.4 104 and 1.3 105 s−1 for (a) and 2.4 104 and 7.1 104 s−1 for (b)). A higher strain rate makes 

the material harder, tending to limit the amount of strain that occurs and hence reduce 

somewhat the amount of deformation occurring at such rates. On the other hand, with 

the initially softer material (Figure 8.7(b)), while more deformation occurs, the strain 

rates tend to be lower than for the harder material. These plots demonstrate that the 

predominant strain rate range in these experiments is of the order of 104–105 s−1, with 

values up to ∼106 s−1 being generated in the harder material. 
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Figure 8.7 Histograms of strain rate ranges within which plastic work was done (C = 0.03). 
Plots (a) and (b) relate to as-received and annealed materials, with two impact velocities and 
no friction, while plot (c), which is for the annealed material, with Vi = 200 m s−1, shows the 
effect of friction. 
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Finally, the significance of the frictional work is illustrated by Figure 8.7(c), which 

compares (for the annealed material, with an impact velocity of 200 m s−1) the strain rate 

distribution of the plastic work, obtained with the best fit value for μ of 0.1, with that in 

the absence of friction (μ = 0). The plastic work done is lower when friction is included 

(due to some of the incident energy being absorbed by frictional sliding). It can be seen 

that this is a small, but not insignificant, fraction of the total work. It is also apparent 

that the frictional work is more significant in the higher strain rate regime, which is 

consistent with this taking place under conditions where the normal stress at the 

interface (i.e. the contact pressure) is higher. 

8.3.2 Evaluation of C for the as-received material 

Illustrative comparisons for the as-received material are shown 

in Figure 8.8 between model outcomes and experimental data, with 3 different incident 

velocities, in terms of projectile displacement histories and residual indent shapes. 

These predictions are for a particular value of C (0.016). It can be seen that, in both 

cases, the agreement is fairly good (Sred values around 10-2–10-4 in all cases). Such 

comparisons were made for a range of C values, with the misfit parameter, Sred, being 

evaluated in each case. The outcome of this set of comparisons is summarised 

in Figure 8.9, which shows plots of Sred as a function of C, for each type of comparison, 

and for each of the 3 impact velocities. While the outcome is not entirely consistent, 

optimum values of C are mostly around 0.016. It should be recognised that this 

procedure constitutes a comprehensive examination, not only of the value of C, but also 

of the reliability of the JC formulation. The outcome does suggest that it is at least 

approximately valid, with, for this (work-hardened) material, the appropriate value 

of C apparently being ∼0.016 ± 0.005. 
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Figure 8.8 Comparisons, for 3 different impact velocities, between model 
predictions (with C = 0.016 and μ = 0.1) and experimental data, for the as-received material, 
showing (a) displacement histories (from high-speed photography) and (b) residual indent 
shapes (from profilometry). The level of agreement in each case is characterised by the values 
shown for the misfit parameter, Sred. 
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Figure 8.9 Plots, for 3 different impact velocities, of Sred(C), for the as-received material, 
based on (a) projectile displacement histories and (b) residual indent shapes. 
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8.3.3 Evaluation of C for the annealed material 

Corresponding plots to Figures. 8.8 and 8.9, for the annealed material, are shown 

in Figures. 8.10 and 8.11. The comparisons in Figure 8.10 are for C = 0.030. It can be seen 

that agreement is again quite good, with this value of C, for both high-speed 

photography and profilometry data. It is also clear from the Sred(C) plots 

in Figure 8.11 that a higher value of C than for the as-received material gives the best 

agreement for the annealed samples. Again, the agreement is not perfect. In particular, 

the plots for the Vi = 70 m s−1 case appear to be a little inconsistent, apparently indicating 

a best-fit C value above 0.04 for the displacement data and below 0.02 for the indent 

shape data. This could be at least partly attributable to the fact that the strain rates were 

relatively low in this case, which is likely to introduce errors into the inferred value of C. 

Taken overall, the results for the annealed material indicate that the most appropriate 

value of C is about 0.030 ± 0.010. 



Chapter 8- Johnson-Cook Parameter Evaluation from Ballistic Impact Data via Iterative 

FEM Modelling 

109 

 

 

Figure 8.10 Comparisons, for 3 different impact velocities, between model 
predictions (with C = 0.030 and μ = 0.1) and experimental data, for the annealed material, 
showing (a) displacement histories (from high-speed photography) and (b) residual indent 
shapes (from profilometry). The level of agreement in each case is characterised by the values 
shown for the misfit parameter, Sred. 
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Figure 8.11 Plots, for 3 different impact velocities, of Sred(C), for the annealed material, 
based on (a) projectile displacement histories and (b) residual indent shapes. 
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8.3.4 Reliability of the inferred values of C 

While it is difficult to compare these values with anything in a systematic way, they 

are of a similar magnitude to those reported in a number of previous publications [91, 

100-104] (for a range of metals). Furthermore, that the softer material should be more 

susceptible to strain rate hardening (higher value of C) than the harder material (when, 

apart from the degree of prior work hardening, they are essentially the same material) 

certainly appears to be plausible - there is clearly more scope for relatively greater 

hardening with softer materials and it thus seems likely that the effect of an increased 

strain rate would be more noticeable (although this is not a rigorous argument). In fact, 

the data presented here are more comprehensive than those of earlier studies, both in 

terms of the spatial and temporal variations in local strain rate being fully incorporated 

into the modelling and because two independent sets of experimental measurements 

have been obtained in each case. The fact that, in general, both types of measurement 

point to similar values of C in each case does allow increased confidence in their 

reliability. 

In detail, there are certainly some discrepancies, notably in terms of the results for 

the softer material, for which the outcome with the lower impact velocity (strain rates) 

appears a little inconsistent with those dominated by higher strain rates. It's clear that 

the JC formulation is simplistic, with complete decoupling of the base shape of the 

stress-strain curve, the softening effect of raising the temperature and the hardening 

effect of raising the strain rate. From a mechanistic (microstructural) point of view, it is 

the mobility of dislocations that is the key factor (with deformation twinning being 

rather unlikely in these two materials), and, while this will be enhanced by high 

temperature and reduced by imposing a high strain rate, it's quite likely that there would 

be some kind of inter-dependence between the two effects. Furthermore, 

studies [81] aimed at exploring dislocation dynamics over a range of (high) strain rates 

have indicated that there is often a transition in the rate-determining process as the 

strain rate is increased (for example, from the rate of motion of existing dislocations to 

the rate of nucleation of new ones at a shock front). It is therefore not unreasonable to 

expect that the apparent strain rate sensitivity would be different in two experiments in 
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which the strain was imposed at substantially different average strain rates with different 

degrees of heating. However, there may be a danger of over-analysing these results, 

which do, in general, confirm that the JC formulation appears to provide a broadly 

reliable description of the strain rate sensitivity, and also that the proposed methodology 

allows this sensitivity to be quantified in approximate terms. Of course, the 

methodology could also be used to check on the reliability of alternative formulations. 

8.4 Summary 

A novel procedure has been developed and presented for experimental evaluation of 

the strain rate sensitivity parameter, C, in the JC equation (which would also be 

applicable to other formulations). This procedure has been carried out on two different 

materials, in the form of as-received (work-hardened) and annealed copper. In both 

cases, three different impact velocities were used (∼50–250 m s−1). Good levels of 

agreement were obtained (using best-fit values of C), over the range of velocity 

employed. The strain rates operative during the plastic deformation were 

predominantly of the order of 104–106 s−1. 

The values obtained for C were 0.016 ± 0.005 for the harder (as-received) material 

and 0.030 ± 0.010 for the softer (annealed) material. Using these values, the level of 

agreement observed between predicted and observed experimental outcomes is good, 

with misfit parameter values mostly around 10-3, allowing a reasonable level of 

confidence to be placed in both the broad reliability of the JC formulation and the 

accuracy of the inferred values of C.  
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Chapter 9  
 
Evaluation of the Fracture Energy of 
Magnesium via Ballistic Impact 
Experiments 

9.1 Introduction 

The metal chosen for this work is cast (pure) magnesium. The main reason for this 

choice is simply that magnesium has a relatively low fracture energy (for a metal), such 

that well-defined crack propagation can be stimulated by (ballistic) indentation. This 

characteristic, in combination with reasonably high ductility (capacity for plastic 

straining) makes it suitable for this study. It should, however, be recognized that 

magnesium does exhibit some complexities, including a tendency for complex twin 

structures to be generated and for anisotropic behavior to be exhibited. Several studies 

[241-245] have been undertaken in which the fracture characteristics of magnesium 

alloys have been explored under high strain rate conditions. These characteristics need 

to be borne in mind when attempting to extract generalized conclusions in this area. 

9.2 Microstructure 

The grain structure of the ingot (transverse section) and the locations of the test 

samples are shown in Figure 9.1. It can be seen that the grain size was coarse (of the 

order of a few mm, with significant variations). There was also a high incidence of 

(deformation) twins within the grains, as can be seen in the micrograph shown in Figure 

9.2. Magnesium, which has an hexagonal crystal structure, is prone to deformation 

twinning and these arose just from the stresses created during solidification and cooling 

of the ingot. Coarse grain structures such as this present challenges in terms of using 

indentation to obtain (bulk) properties, since these can only be obtained by 
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mechanically interrogating a representative (multi-grain) volume. The indents were 

therefore created using relatively large cermet (WC-Co) spheres (of diameter 5 mm). 

 

Figure 9.1 Photograph of a transverse section of the cast magnesium ingot, showing the 
approximate locations of the cylindrical samples taken from it for compression and ballistic 
testing. 

 

Figure 9.2 Optical micrograph of the cast magnesium ingot. Section from the impact 
surface. 
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9.3 Effects of Temperature and Strain Rate on 

Plasticity 

9.3.1 Quasi-static Stress-strain Plots as a Function of 

Temperature 

Stress-strain curves are shown in Figure 9.3 for three different temperatures, after 

elimination of the elastic component and conversion to true values (using Equation 2.3). 

It should first be noted that the reduction in true stress as the strain rises above about 

12%, observed for the two lower temperatures. In this particular case, it was probably 

due to (observed) inter-granular cracking at the free surface, leading in some cases to 

actual loss of grains from the sample. This kind of behaviour is not uncommon with Mg 

alloys [244, 245]. The effect may also be explained by a transition in the deformation 

mechanism from slip to twinning, as in common in the compression response of 

magnesium [246]. In view of this, the real plasticity characteristics exhibited by this 

material (as a function of temperature) are probably captured reasonably well by 

Equation 6.5, using the set of parameter values shown in the plot. Of course, it should 

be recognized that there are significant limitations to this procedure, one of which is 

that this material is probably quite strongly textured (and hence plastically anisotropic). 

Mg is certainly known to exhibit relatively complex stress-strain characteristics, partly 

as a result of high levels of twinning [246]. It may also be noted that these plots reflect 

the response when loaded parallel to the axis of the columnar zone (Fig.1), whereas 

(ballistic) indentation generates multi-directional deformation. 
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Figure 9.3 Experimental stress-strain plots from compression testing over a range of 
temperature, together with corresponding best fit JC (Equation 6.5) curves, obtained using the 
parameter set shown. 

9.3.2 Effect of Strain Rate and Evaluation of C 

A magnitude of C for this material was estimated by repeatedly running the FEM 

model, using Equation 6.5 to represent the plasticity. The value of C in this expression 

was progressively varied, while the values of the other parameters in it were held at those 

shown in Figure 9.3 and the reference (quasi-static) strain rate was taken as the one used 

in the compression tests (§5.1.6). Figure 9.4 shows, for an impact velocity of 50 m s-1, 

(a) a comparison between measured and modelled residual indent shapes, for the best 

fit value of C, and (b) the dependence of the misfit parameter, Sred, on the value of C used 

in the model. This (low) velocity was chosen because it created no cracks, since these 

influence the response of the sample. It can be seen that the best fit value for C is about 

0.026, although it should be noted that the fit is not perfect (Sred is not very close to 10-
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4) and the peak is not a sharp one. Nevertheless, a value in the range 0.02 – 0.03 seems 

appropriate and this should be sufficiently accurate to at least approximately capture 

the plastic deformation under these impact conditions. This is confirmed by Figure 9.5, 

which shows the corresponding comparisons for the displacement-time data obtained 

via high speed photography. While there is no reported value of C in the literature for 

anything resembling this material, it is certainly in the expected range [91, 100-104, 134], 

particularly since relatively soft metals like this, with potential for work hardening, tend 

to exhibit relatively high values. 

 

Figure 9.4 Residual indent shape data for an impact velocity of 50 m s-1, showing (a) a 
comparison between experiment and FEM prediction, for the best fit value of C, and (b) the 
dependence of the mis fit parameter on the value of C used in the model. 
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Figure 9.5 Displacement-time data during projectile impact and rebound, for an impact 
velocity of 50 m s-1, showing (a) a comparison between experiment and FEM prediction, for the 
best fit value of C, and (b) the dependence of the misfit parameter on the value of C used in the 
model. 

9.4 Evaluation of the Fracture Energy 

9.4.1 Tomographic Capture of Crack Patterns 

Well-defined cracking – mostly inter-granular - was observed with the higher impact 

velocities (>~100 m s-1) used in this work. In order to analyse crack initiation and growth, 

knowledge of their location and orientation is required. It was found that they provided 

good contrast in tomographic images. A representative example can be seen Figure 9.6, 

which also shows a polished section from the same sample. The latter confirms that the 

cracking is predominantly inter-granular, and also shows that some of these cracks 

opened up significantly, suggesting that they formed with a strong mode I (“crack 

opening mode”) component. This is also consistent with the strong contrast seen in 

tomographic images. Of course, the crack pattern is somewhat irregular, and this was 

true of most such images. It does not, for example, exhibit clear radial symmetry. This is 

unsurprising in view of the tendency towards inter-granular cracking and the coarse, 

rather irregular grain structure. Nevertheless, tomographic images like this did give 

indications of the nature and orientation of the cracking, and an idea of typical crack 



Chapter 9 – Evaluation of the Fracture Energy of Magnesium via Ballistic Impact 

Experiments 

119 

 

lengths (from the free surface). Cracks mainly propagated in a direction normal to the 

original free surface, with the crack plane showing a tendency to lie in the “hoop” plane 

(normal to the radial direction). They could thus be described as “Hertzian”, although 

with a shape that is closer to a cylinder than a cone. They mostly appear to originate 

around the periphery of the “impact crater”. 

 

Figure 9.6 Crack patterns after impact with a velocity of 120 m s-1, illustrated by (a) a 
tomographic visualization and (b) a metallographic section normal to the axis of the projectile 
motion (marked with a star), at a depth of 2.8 mm below the original free surface. 
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9.4.2 Stress, Strain, Strain Rate and Temperature Fields 

The FEM model can be used to provide insights into the conditions under which 

crack initiation and propagation occurred. An example is provided by Figure 9.7, which 

shows the fields concerned at the stages when peak values were obtained, for an incident 

velocity of 120 m s-1. These give a general feel for the conditions that were created during 

impact (strains of up to ~60%, strain rates up to ~105 s-1, temperatures up to ~140˚C and 

deviatoric stresses up to ~500 MPa). However, this type of information does not really 

provide any pointers towards the onset of cracking. For example, using a “critical strain” 

criterion would suggest that cracking should start deep within the indent, rather than 

around the rim of the impact crater where they are actually observed. What is needed is 

more detailed consideration of the stress field (and strain energy release rates that would 

be associated with cracking in a particular configuration). 

 

Figure 9.7 Fields of (a) plastic strain, (b) strain rate, (c) temperature and (d) von Mises 
stress, for an incident velocity of 120 m s-1, each field being shown at the stage when the peak 
value was attained. (An indication of the stages concerned can be obtained from the 
penetration depths.)  
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9.4.3 Simulation of Crack Growth 

Since the observed cracks appear to have grown under predominantly mode I 

loading, attention should be focused on the tensile stresses generated during impact. 

Figure 9.8 shows contours of the largest tensile principal stresses created during the 

process (with an impact velocity of 120 m s-1). It can be seen that these did occur in the 

vicinity of the rim of the impact crater. This suggests that (mode I) cracks are expected 

to initiate first in that location, under the influence of the tensile stress (of ~ 100 MPa) 

indicated by the arrow. This is encouraging in the sense that the observed cracking can 

be reconciled with the predicted stress field (but not with the application of any type of 

critical strain criterion). However, the value of 100 MPa is probably not of any 

significance and indeed attempts to identify “fracture strengths” of materials, expressed 

as a stress level, are in general unsuccessful, particularly for metals. 

 

Figure 9.8 Field showing the location of the largest tensile principal stress (with directions 
indicated in two locations), for an impact velocity of 120 m s-1. This occurred 9 µs after initial 
contact (1.05 mm penetration). 
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The real objective is to estimate the fracture energy, recognizing the conditions 

under which crack propagation occurred (in this case, approximately plane strain 

conditions applied and the mode mix was predominantly mode I). The fracture energy 

was obtained by the simulation of crack advance, assumed to occur without further 

projectile motion, as outlined in §6.1.3. The crack plane was predetermined - in this case 

a cylinder with radius equal to the distance from the axis to the location of peak tensile 

stress. This plane was initially pinned, with the stress field concerned. The crack front 

was then allowed to advance (i.e. the plane was unpinned) by a series of increments, 

driven by the stress relaxation (and associated release of strain energy) that this allowed 

- see Figure 9.9. 

After each advance, the stored elastic strain energy was audited and the strain energy 

release rate taken as the reduction in energy divided by the increase in crack area. The 

outcome is shown in Figure 9.10, for two impact velocities and for three different crack 

lengths. An indication of the fracture energy (critical strain energy release rate) can be 

obtained from observed crack lengths. Of course, these are not well-defined, but in 

general they were observed to be of the order of 3-4 mm for both of these impact 

velocities - see Figure 9.6(a) for an indication of this - and, as shown in Figure 9.10, this 

leads to an estimate of the fracture energy having a magnitude of the order of 2 kJ m-2. 

With this particular material, it wasn’t possible to carry out a conventional fracture 

toughness measurement and, in any event, part of the argument here is that the effective 

toughness is likely to be different (lower) under impact conditions, when (crack tip) 

plasticity is inhibited. Nevertheless, it may be noted that this fracture energy value, 

which is relatively low (for a metal), actually appears to be quite plausible, recognizing 

that magnesium is less tough than many metals. 
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Figure 9.9 Von Mises stress fields before and after crack advance (from the free surface to 
the marked location (Star). 
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Figure 9.10 Strain energy release rates during crack advance, due to the stress fields arising 
during impact, and inferred fracture energy range. 

It must be recognized that the work presented here incorporates a number of fairly 

severe simplifications and approximations, both in terms of the details of the modelling 

and concerning experimental data and observations. This is partly a reflection of the 

difficulty of creating well-defined crack patterns under high strain rate loading. 

However, it also relates to the severe challenges faced when attempting to model 

dynamic crack propagation under impact conditions, using a rigorous fracture 

mechanics approach. It is certainly a much more complex undertaking than that of using 

the “conventional” approach of simply defining a critical strain, at which fracture is 

expected to occur. Nevertheless, since the latter undoubtedly has serious limitations, it 

may be considered worthwhile to attempt to take the fracture mechanics approach a 

little further than the very rudimentary study presented here. It is certainly likely that 

substantial improvements can quite readily be made in the modelling methodology. 
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The particular fracture initiation condition implemented (whereby the projectile is 

stopped, effectively halting the simulation process prior to the opening of the crack) 

means that the conditions are not ideally representative of dynamic fracture. Whilst 

dynamic conditions are maintained in the development of the indentation process and 

therefore in the resulting stress field, in halting the simulation, the kinetic energy of the 

system is removed. At the point of fracture, there are therefore aspects that are better 

described by quasi-static fracture conditions. Despite this, the measured value is of the 

expected order of magnitude for a fracture energy of magnesium. 

9.5 Summary 

A novel procedure is proposed for evaluation of the fracture energy of the material, 

based on observed crack patterns generated in a ballistic impact event. Ballistic impact 

experiments have been carried out, using hard spheres as the projectile and thick 

samples machined from a cast magnesium ingot as the target. Crack geometry was 

captured using X-ray tomography. FEM simulation was then carried out, with strain rate 

sensitive plasticity characteristics captured by the JC formulation. The fracture event 

was studied by “unpinning” an interface representing the crack plane (a cylinder with 

radius corresponding to the position around the rim where cracking was initiated). In 

assessing the stored elastic strain energy in the sample, before and after allowing the 

crack to propagate by the observed distance (a few mm in these cases), a critical strain 

energy release rate was estimated. This procedure led to an estimated value for the 

critical strain energy release rate (fracture energy) of about 2 kJ m-2.  
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Chapter 10  
 
Conclusions 

10.1 Creep Properties using Recess 

Instrumented Indentation 

The following conclusions can be drawn from work detailed in chapter 7: 

(a) A procedure is described for iterative FEM simulation of the creep 

deformation that takes place during penetration of a spherical indenter into a 

sample (under constant applied load). The target outcome is a penetration-time 

dataset and convergence is obtained via optimisation of the set of 3 parameter 

values in the MN creep law (covering both primary and secondary regimes). 

(b) An important part of the procedure is the prior production on the sample 

surface of a recess that matches the (spherical) shape of the indenter. This 

ensures that the stresses in the sample can be kept below the yield stress 

throughout the indentation test, so that conventional plasticity (and the 

associated complications) can be avoided. 

(c) Experimental work has involved a single material (pure nickel) at a single 

temperature (750˚C). Both conventional uniaxial (tensile) creep tests, using three 

values for the applied (nominal) stress, and creep indentation testing, under a 

constant applied load, have been carried out. It is recognized that this constitutes 

a fairly limited dataset and the results presented are intended mainly to 

demonstrate the methodology and to obtain some preliminary indications 

regarding its reliability. Good agreement is observed between the strain-time 

plots obtained by conventional testing and by using the (MN) creep parameter 

values inferred via the indentation testing. The stress exponent obtained in this 

way has a value of about 2.5. 
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(d) A final “tertiary” regime was observed with the higher stress level tensile 

tests, which was not captured well in the indentation-derived MN curves. It 

seems likely that this arose because the true stress was approaching the yield 

stress, such that conditions were outside the regime that could be represented at 

lower stress levels by a MN creep law with a single set of parameter values. 

Indeed, it may be that some conventional plastic deformation was starting to take 

place in the “tertiary” regime.  

(e) The benefits of the proposed method relative to uniaxial testing are 

numerous. The experimental setup is comparably simple and specimen 

requirements are less demanding. The numerical aspect means very few 

assumptions and simplifications are made. Indentation probes a multiaxial 

response. For most modelling scenarios where isotropic properties are assumed 

and a multiaxial stress-state is observed, indentation inferred plasticity 

characteristics would therefore usually provide a better representation of the 

material. The key drawbacks are the time required to converge on best-fit 

parameters and that different creep regimes may be active and contributing to 

the creep response, a distinct possibility given the nature of stress fields below an 

indenter. 

(f) Indentation creep plastometry requires a software package in order to 

infer strain-time curves from experimental indentation data. Such packages are 

now starting to become available for indentation plastometry and are likely to be 

developed soon for indentation creep plastometry. 

10.2 Extraction of a Strain Rate Sensitivity 

Parameter from Ballistic Indentation  

The following conclusions can be drawn from work detailed in chapter 8: 

(a) A novel procedure has been developed for experimental evaluation of 

the strain rate sensitivity parameter, C, in the JC equation (which would also be 

applicable to other formulations). It involves impact of the sample by a hard 

spherical projectile, followed by monitoring of its penetration and rebound by 

high-speed photography and/or profilometry of the residual indent shape. 
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Iterative FEM simulation is then carried out, using trial values for C, with 

quantification of the level of agreement between predicted and measured 

outcomes. Input requirements for the model include data characterising the 

quasi-static plasticity behaviour of the material (over a range of temperature) and 

also the effect of interfacial friction (which apparently has a small, but detectable, 

influence). 

(b) This procedure has been carried out on two different materials, in the form 

of as-received (work-hardened) and annealed copper. In both cases, three 

different impact velocities were used (∼50–250 m s−1), with both high-speed 

photography and residual indent profilometry being employed. Good levels of 

agreement were obtained (using best-fit values of C), over the range of velocity 

employed, for both types of experimental data. The strain rates operative during 

the plastic deformation were predominantly of the order of 104–106 s−1. 

(c) The values obtained for C were 0.016 ± 0.005 for the harder (as-received) 

material and 0.030 ± 0.010 for the softer (annealed) material. Using these values, 

the level of agreement observed between predicted and observed experimental 

outcomes is good, with misfit parameter values mostly around 10-3, allowing a 

reasonable level of confidence to be placed in both the broad reliability of the JC 

formulation and the accuracy of the inferred values of C. There is also good 

agreement seen with values from the literature for a range of materials, including 

OFHC copper [91, 100-104]. 

(d) The benefits of the proposed method relative to SHPB (the most common 

conventional testing method for measuring high strain rate plasticity) are 

numerous. The numerical aspect means very few assumptions and simplifications 

are made. Indentation probes a multiaxial response. For most modelling 

scenarios where isotropic properties are assumed and a multiaxial stress-state is 

observed, indentation inferred plasticity characteristics will therefore usually 

provide a better representation of the material. A plasticity response may also be 

required, which are accessible with indentation. The key drawbacks are the time 

required to converge with modelling runs and the ability to characterise over a 

range of strain rates (due to the probing of a distribution of strain rates during 

each indentation experiment).  
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(e) The procedure employed, while involving iterative FEM modelling runs, is 

one that is amenable to automated convergence. User-friendly software packages 

for its implementation, requiring no FEM expertise or resources, are likely to 

become available in the near future. 

10.3 Measurement of Fracture Energy from 

Indentation Data 

The following conclusions can be drawn from work detailed in chapter 9: 

(a) Ballistic impact experiments have been carried out, using hard spheres as 

the projectile and thick samples machined from a cast magnesium ingot as the 

target. This material was chosen in view of its relatively low toughness (compared 

with many metals). With impact velocities of at least about 100 m s-1, networks 

of cracks were created. Their geometry was captured using X-ray tomography. 

These were broadly of a Hertzian type, although approximately cylindrical, rather 

than conical, and were mostly initiated close to the rim of the impact crater. 

(b) FEM simulation was carried out, with the dependence on strain rate of the 

plasticity being captured via the JC formulation, using an experimentally-

determined value of the strain rate sensitivity parameter. The focus was on 

attempting to understand and predict observed features of the crack initiation 

and propagation. It was noted that, during impact, relatively high tensile stresses 

were created around the rim of the impact crater, oriented in the radial direction. 

It is likely that these stimulated initiation of many of the observed cracks. 

(c) A novel procedure is proposed for evaluation of the fracture energy of the 

material, based on such observed crack patterns. This involves using the FEM 

model to predict the stress field, and hence the stored elastic strain energy in the 

sample, before and after allowing the crack to propagate by the observed distance 

(a few mm in these cases). This was done by “unpinning” this length of an 

interface representing the crack plane (a cylinder with radius corresponding to 

the position around the rim where cracking was initiated). This procedure led to 

an estimated value for the critical strain energy release rate (fracture energy) of 

about 2 kJ m-2. There is no alternative way of measuring this property under 
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corresponding conditions (since it is likely to be affected by the very high crack 

propagation rate), but it is approximately in the range that might have been 

expected. 

(d) The work presented here incorporates a number of fairly severe 

simplifications and approximations, both in terms of the details of the modelling 

and concerning experimental data and observations. This is partly a reflection of 

the difficulty of creating well-defined crack patterns under high strain rate 

loading. However, it also relates to the severe challenges faced when attempting 

to model dynamic crack propagation under impact conditions, using a rigorous 

fracture mechanics approach. It is certainly likely that substantial improvements 

can quite readily be made in the modelling methodology. 

10.4 Future Work 

There is considerable scope for future work on the characterisation of mechanical 

properties from indentation data. In this study, indentation creep tests were carried out 

at constant load and temperature. Further extensions to this would be to test over a 

range of temperature to measure an activation energy and variable load 

experimentation, where the load is changed at some (or multiple) points throughout the 

test. This would allow for a more complete characterisation of the creep behaviour. A 

study verifying the method for a variety of metallic materials would also be beneficial. 

An obvious real world application for this method would be the testing of welds, 

where properties are known to vary over small distances. In this way, material could be 

tested that would previously have required the machining and testing of a miniscule 

tensile sample, which is tough to do.  

Further to this is the extension to the characterisation of coatings, in a similar way 

Campbell et al. did for plasticity [3, 226]. The creep behaviour of coatings used in 

aerospace applications is of particular interest. Currently testing of such systems 

involves the production of tiny tensile specimens. Indentation has the potential to 

provide a far more cost effective method for testing. 
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On the topic of ballistic indentation for the extraction of strain rate sensitive 

plasticity parameters, there is considerable scope for more definitive experimental data 

and the verification of measured parameters. Conventional methods, which have been 

shown to introduce errors, would not be satisfactory. It would be necessary to apply a 

similar inverse FE approach to these. Extension to alternative constitutive laws may also 

be of interest. The JC law is limited to a single strain rate sensitivity parameter that scales 

the flow stress with the natural log of the strain rate. This law is therefore not suitable 

for materials at very high strain rates, where it is common for the response to deviate 

from a straight line (in terms of flow stress vs the natural log of the strain rate). Certain 

constitive laws do account for this behaviour. It would of interest to see how well this 

method could characterise such materials over a significant range of strain rates, given 

a range of strain rates are probed in each indentation experiment. The distribution of 

strain rates probed (Figure 8.7) suggest this would be doable. 

The capability of simulation to model crack propagation is always improving, but 

still fails to accurately predict dynamic fracture events. The software package, LS-DYNA, 

have developed the ability to input representative grain structures and crystal plasticity 

parameters. For the purposes of this study, where the fracture of a large grained 

magnesium material was studied, such developments are sure to be useful. In fact, not 

many metallic materials will fracture in the way magnesium was observed to following 

ballistic indentation, which does severely limit the applicability of the method for the 

testing of metallic materials. 

Integral to the use of all of the methods presented in this study for industrial 

applications is accreditation. This would require widespread acceptance and thorough 

verification. In order to facilitate this, software packages that carry out the necessary 

inverse FEM analysis, with only the relevant experimental input required of the user, 

would be beneficial.  
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