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Abstract

In this thesis, several aspects of anti-de Sitter-like spacetimes
are treated under conformal methods. More specifically, the
analysis is based on Friedrich’s metric conformal formulation of
the Einstein field equations. First, it is proved that the con-
formal Einstein equations coupled to a tracefree matter model
imply a system of wave equations for the conformal fields. Un-
der an appropriate gauge choice, these relations are cast as a
system of quasilinear wave equations. The analysis is supple-
mented with a set of homogeneous wave equations for the sub-

sidiary variables.

The problem of the existence of continuous symmetries in vac-
uum anti-de Sitter-like spacetimes is also considered. Following
an approach based on the construction of wave equations for
the relevant fields, the problem is reduced to the existence of
a Killing vector on the conformal boundary. A necessary and
sufficient condition is found to be given by the so-called ob-
struction tensor. More specifically, the spacetime possesses a
Killing vector if and only if the conformal boundary has van-

ishing obstruction tensor.

Next, a systematic construction of vacuum anti-de Sitter-like
spacetimes is carried out by means of the quasilinear system
previously obtained. Suitable initial and boundary data for this
system are constructed via the conformal constraints. An anal-
ysis of the geometric subsidiary variables yields a local result

for the existence of this class of spacetimes.

The previous analysis serves as a prelude to the tracefree matter
case. Following an analogous construction, three explicit matter

models are considered: the conformally invariant scalar field,
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the Maxwell field and the Yang-Mills field. For each one of
these, suitable boundary data sets are constructed and their
relation to the corresponding subsidiary variables is established.
This leads to a local result for the existence of anti-de Sitter-
like spacetimes coupled to any of the aforementioned matter

models.
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Chapter 1

Introduction

1.1 The Einstein field equations

The best current theory to describe gravitational phenomena is Einstein’s
theory of General Relativity. It postulates the existence of a 4-dimensional
manifold M endowed with a symmetric Lorentzian metric §. The pair
(M, g) defines a physical spacetime. From now on, objects with an upper
tilde will represent physical objects, in the sense that they are defined on
(M, g).

Throughout this work, the convention for the signature of the space-
time metric is that it possesses three positive eigenvalues and one negative;
this is represented as (—,+,+,+). Latin indices a,b,c,... will be used
to indicate abstract spacetime objects; i, j, k,... will symbolise abstract
ones on a 3-dimensional hypersurface. Greek indices «, 3,7, ... will denote
the components in a particular coordinate system = = (z*). Let V be
the Levi-Civita connection on M and demand that it be compatible with
g, that is to say, Vegse = 0. Consider a tangent vector Ve on M; then
our convention for the curvature is the following: we define the Riemann

curvature tensor R%..q as

@QV}VC — @b@af/c = Rcdabvd. (11)

Resulting from contractions of the Riemann tensor, the Ricci tensor and
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Ricci scalar are defined, respectively, as
Rab = Rcacba R = gabéab- (12)

A further relevant curvature object is the Weyl tensor C%eq, defined as the

tracefree part of the Riemann tensor. Explicitly this is:

~ o~ o~ R_
Oabcd = Rapea + gb[cRd]a - ga[cRd]b + gga[cgd}b' (13)

A set of field equations for the theory can be deduced from a Lagrangian
approach via the least action principle. Under this approach we consider

the Einstein-Hilbert action for the gravitational field
Sy = /R\/—gdv, (1.4)

where ¢ is the determinant of g and dV is the volume element. In the
presence of an energy-matter field we must also take into account the cor-
responding Lagrangian density £,, which, in turn, has an associated action
S... Using units such that 871G = ¢ = 1, we define the energy-momentum

tensor of the matter field as

- 1 6S,,

Ta = = 15
" V505 (15)

Remark 1. The explicit form of T, will depend on the specific matter
model under consideration. In this thesis, several concrete examples of

interest will be examined in detail.

Finding the extremal of the total action S = 5’9 + S, leads to the Ein-
stein Field Equations (EFE). After introducing the cosmological constant

A these equations take the form

1~ ) B
Ry — §Rgab + Aap = Thp- (1.6)

A detailed derivation can be found in [61]. As a result of the diffeomorphism-

invariance of the theory, one has that Tab satisfies the conservation law
VT, =0, (1.7)

15



which is compatible with the second Bianchi identity. It is worth remarking
that this identity will play an important role in this work as it will impose
some restrictions on the class of matter models we study under a conformal

approach.

Remark 2. In the absence of matter, the trace of (1.6) is simply R = 4.

This enables us to write the vacuum EFE as

Rap = AJab- (1.8)

Manifolds for which the Ricci tensor satisfies the above condition are known

as Finstein manifolds.

1.2 The Cauchy problem

Adopting a suitable choice of coordinates, the EFE (1.6) represent a system
of coupled second order partial differential equations for the components of
the metric g,5, making it possible to apply the tools from the theory of Par-
tial Differential Equations (PDEs) to analyse solutions to this system. The
well-posedness of this problem requires us to provide the system with ini-
tial data. In this context, the EFE imply a set of conditions that potential
solutions must satisfy on an initial spacelike hypersurface S, with intrinsic
Riemannian 3-metric izij and unit normal vector n®. These are represented
by the so-called constraint equations. Let D; and 7 be, respectively, the
covariant derivative and the Ricci scalar of ﬁij, and Kij the extrinsic cur-
vature of the hypersurface. Also, let p and j; denote the pull-backs of the
projections ﬁ“ﬁbTab and ﬁ“ﬁbCTac, respectively, to S,. Then the constraint

equations take the form [5]:

]
|
ksl
=
+.
>

2 = 167p, (1.9a)

Here, K = h' f(,-j and the fields p and j; must also satisfy the conditions
imposed by the conservation law (1.7).
Foures-Bruhat [25] showed that under an adequate choice of coordinates

it is possible to express the EFE as a system of second order quasilinear
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wave equations for the components of the metric; in Chapter 3 this will
be further discussed and exploited. The resulting system requires the pre-
scription of a 3-dimensional manifold S,, a Riemannian 3-metric h and
a symmetric 2-tensor K satisfying the constraint equations. The triplet
(S*,B,K ) will be called an initial data set. As it will be convenient, we

introduce the following concept:

Definition 1. A spacetime (M,g) 15 a development of an initial data set
(S., h, K) if under an embedding ¢ : S, — M we have that

(i) h=¢*(g).

(ii) the image of the tensor K under @ corresponds to the extrinsic cur-

vature of 5’*.

The question of how solutions to the constraint equations relate to so-
lutions to the EFE was first addressed by Choquet-Bruhat and Geroch in

[16], whose main result can be stated as:

Theorem 1. Let (S,, h, K) be an initial data set satisfying the constraint
equations. Then there exists a unique maximal development which s a
solution to the EFF.

Spacetimes which can be uniquely constructed by prescribing an initial
data set are called globally hyperbolic. This notion is closely linked to
the causality requirements imposed by the theory [37]. As will be seen in
the next section, there exist spacetimes which are solutions to the EFE
but do not accept a Cauchy hypersurface, causing this formulation to be
incomplete to study their construction. For an extensive discussion of the

Cauchy problem in General Relativity see [15].

1.3 The anti-de Sitter spacetime

In this section a well-known exact solution to the EFE will be presented:
the anti-de Sitter spacetime. The discussion about the basic properties
will be based on [35, 59], while a more detailed review on its conformal
representation can be found in [60]. Consider an Einstein manifold satis-

fying (1.8) which is also maximally symmetric and, therefore, has constant
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curvature. It is easy to see that under these conditions the corresponding
metric is characterised by C’abcd = 0, i.e. it is conformally flat. From now
on we will focus on the case A < 0, the anti-de Sitter solution.

In order to give a more explicit description of this spacetime, consider
a flat 5-dimensional space R*? with Cartesian coordinates (U,V, XY, Z)

such that U and V' are timelike. The corresponding line element is simply
Goas = —dU ®dU —dV @ dV +dX ®dX +dY @ dY +dZ @ dZ.

Embedded into this space, the anti-de Sitter solution corresponds to the

4-dimensional hyperboloid defined by
~U? V24 X2+ Y 4+ 7% = —a?, (1.10)

where a = y/—3/\ is a constant. This can be re-expressed in a spheri-
cally symmetric form by introducing a set of naturally adapted coordinates

(t,r,0,®) which parametrise the Cartesian ones as

U =acoshrsin(t/a), V =acoshrcos(t/a), X = asinhrsinf cos o,

Y = asinhrsinfsing, Z = asinhrcosé.

Here, t/a € (—m,m), r € [0,00), 8 € [0,7] and ¢ € [0,27) are spherical
coordinates. In terms of these variables, the metric of the anti-de Sitter

space takes the form
Gaas = — cosh? rdt ® dt + a?(dr ® dr + sinh®ro),

with o = df @ df + sin® #d¢ @ d¢ the metric of the 2-sphere. The time
coordinate ¢t deserves further comment: under the transformation ¢ — ¢ +
2am, it can be seen that U and V remain invariant and thus correspond
to the same point. The fact that ¢ is a periodic coordinate gives rise to
the appearance of closed timelike curves. This issue can be addressed by
unfolding the hyperboloid so ¢ € R, resulting in a representation known as
the universal covering of the anti-de Sitter space. In the following, though,
we will refer to this simply as the anti-de Sitter space.

Some key properties inherent to this spacetime can be unveiled by
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studying its conformal structure. To this aim we first introduce a new

radial coordinate R = asinhr, R € [0,00). The metric then becomes

1 1 !
Gads = — (1 - gARQ) dt ® dt + (1 — gAR2) dR®dR+ R*o. (1.11)
Expressed in this way, it is evident that the space does not possess horizons
as A < 0. Lastly, we perform a further change of variables given by R =

atan X and T' = t/a. After a direct calculation the metric takes the simpler

form
a2
Gads = —2<—dT®dT—|—dX®dX+sin2Xa>
cos= X
a* dT © dT a*
= — = 1.12
cos2 X < ® + ﬂ-) cOs2 ng’ ( )

where 7 and gg¢ are, respectively, the metrics of the 3-sphere and the Ein-

stein cylinder. Defining the scalar function = = cos X /a, we can write
gs = ZGaas. (1.13)

We say that g.qs is conformal to g¢. More precisely, the fact that r — oo

corresponds to X = 7 shows that the metric of the anti-de Sitter space is
conformal to only half of the Einstein cylinder. The hypersurface defined
by this condition is called the conformal boundary at spatial infinity —
see Figure 1.1. Subsequently, .# will denote the conformal boundary of
a general spacetime. This representation then enables us to study the
properties of the space at infinity via local computations. This approach
represents the core of this work so its tools and methods will be discussed
in more detail in Chapter 2.

The anti-de Sitter spacetime has attracted a considerable amount of
interest in the last decades in view of its connections to other areas of The-
oretical Physics. In particular, Maldacena [47] showed that some conformal
field theories defined on the conformal boundary of the 5-dimensional anti-
de Sitter spacetime are equivalent to a higher-dimensional gravitational
theory on its bulk. In this sense, this proposal works as a dictionary be-

tween both theories, making the conformal boundary of great importance.
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Figure 1.1: Penrose diagram of the anti-de Sitter spacetime. The angular
coordinates are omitted by taking the quotient M /SO(3). The conformal
boundary corresponds to the line .# while I' is the centre of symmetry.

See [42] for a detailed and specialised review.

One of the most relevant facts about the global structure of the anti-de
Sitter space is the character of its conformal boundary. From its definition
it is easy to see that .# is a timelike hypersurface. Considering, however,
a spacelike hypersurface 3, it is possible to construct non-spacelike curves
such that they intersect .# but not . In other words, the spacetime
does not contain Cauchy hypersurfaces and consequently is not globally
hyperbolic. For this reason, suitable additional data must be provided on
the conformal boundary in order to recover the whole spacetime.

Unlike the case for globally hyperbolic spacetimes, it is not clear a pri-
ort what the basic data on the conformal boundary are. This problem
has acquired a great importance in view of its relation to its instability
under non-linear perturbations. Using reflective boundary conditions and
a massless scalar field under spherical symmetry, Bizon and Rostworowski
[9] showed, via numerical methods, the instability of the space for arbi-
trarily small perturbations. This can be understood as a consequence of
the boundary acting like a mirror in such a way that the perturbations
become trapped, interact with each other and generate instabilities. This
has been supported by evidence in different settings such as a purely grav-

itational analysis [23] and a study in higher dimensions [8]. Remarkably,
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the conjectured instability has been proved in [49] for the Einstein-massless
Vlasov system under spherical symmetry. In view of the above, the role
the conformal boundary plays becomes evident.

The anti-de Sitter spacetime represents an exact vacuum solution to the
EFE with negative cosmological constant. Nevertheless, one can consider
a more general class of solutions to the EFE with A < 0 which admit
a timelike conformal boundary. These solutions are the so-called anti-de
Sitter-like spacetimes (or adS-like for short) and will be the main object of

study in this thesis.

1.4 Alternative constructions

Regarding the construction of adS-like spacetimes, Friedrich [29] estab-
lished the local existence of this class of spacetimes in the absence of mat-
ter under an approach based on conformal methods — see sections 2.2
and 5.1 for a detailed discussion. In this context, it is worth mentioning
that matter models arising from a conformally invariant Lagrangian have,
in general, a tracefree energy momentum tensor [54]. This will serve as
a first motivation to put particular attention on matter models with this
property. A vacuum construction for (n + 1)-dimensional asymptotically
anti-de Sitter solutions has been obtained by Enciso and Kamran [24] via
proving the convergence of an iterative process for a quasilinear hyperbolic
system. This work contrasts with Friedrich’s one — and with the construc-
tion aimed to be developed in this thesis — as the boundary conditions for
the metric are constructed based on an existence result, impractical for a
numerical implementation. Moreover, the conformal approach enables us
to analyse the boundary by means of local computations. In the same vein
of construction of asymptotically anti-de Sitter spacetimes, in [40] the lo-
cal well-posedness of the semi-linear Einstein-Klein-Gordon system under
the assumption of spherical symmetry was proved by means of L? energy
estimates and Dirichlet boundary conditions. This result was extended in
[41] for Neumann and Robin boundary conditions which, in turn, give rise

to non-linear terms in the system which need to be controlled.
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1.5 Main results of the thesis

Throughout this work, results about uniqueness and existence of solutions
to equations will be in the context of PDEs, that is to say, it will refer to

coordinate, but not geometric, uniqueness and existence.

Chapter 2 is devoted to reviewing the relevant concepts and tools from
conformal geometry. The notion of conformal rescaling is introduced, from
where a collection of transformation formulae for the various geometric
objects can be obtained. It will be seen that, apart from being not invari-
ant, the EFE result in a singular system of equations under these type of
transformations. A regular conformal representation of the EFE will be
discussed, the so-called metric conformal Einstein field equations; this will
be the basis of the subsequent analysis. Importantly, some key results re-
garding the relation of this system to the EFE will be stated. In addition,
the conformal version of the constraint equations is presented as it will be

extensively used in later chapters.

Chapter 3 investigates some properties of the conformal Einstein field
equations; specifically, the system of geometric wave equations for the con-
formal fields that is implied by them. The main goal is to generalise the
result obtained by Paetz in [51] to the tracefree matter case. Moreover,
exploiting the conformal and coordinate gauge freedom, this system is cast
as a quasilinear system of wave equations. In order to relate solutions
to the system of wave equations to the EFE, we carry out the so-called
propagation of the constraints for a set of zero-quantities. This is done via
obtaining a series of integrability conditions from where a further system of
wave equations naturally emerges. Three relevant tracefree matter models
are analysed in detail: the conformally invariant scalar field, the Maxwell
field, and the Yang-Mills field.

In Chapter 4, the problem of existence of continuous symmetries in
adS-like spacetimes is investigated under the light of conformal methods.
Taking as a starting point the analyses by Paetz [50, 52| carried out in the
context of null hypersurface and spacelike conformal boundaries, we study
the problem in the presence of a timelike conformal boundary. The issue

of existence is first formulated in terms of a system of wave equations for a
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set of conformal fields which, in turn, implies a similar problem on the con-
formal boundary. From analysing the relation between the intrinsic system
on .# and the Killing equation, an object obstructing the existence of sym-
metries arises. It is then shown that a necessary and sufficient condition

for the existence of a Killing vector is the vanishing of such an obstruction.

Chapter 5 is centred on the problem of the construction of adS-like
spacetimes as an initial-boundary problem in the vacuum case by using the
results from Chapter 3. Then we proceed to focus on the identification
and construction of suitable initial and boundary data for the system, and
discuss the corner compatibility conditions these data must satisfy. The
adequate propagation of the constraints is proved to follow from the proper-
ties of the zero-quantities. With this we obtain a local result of uniqueness
and existence of vacuum adS-like solutions to the EFE, alternative to the

one in [29].

As a complement, in Chapter 6 the previous analysis is extended to
the tracefree matter case. Using results from Chapter 3, a suitable system
of quasilinear wave equations is obtained which then serve to prove the
local existence and uniqueness of solutions to the EFE with negative cos-
mological constant coupled to any of the three matter models considered
in Chapter 3. Specifically, a detailed analysis of the identification of the

basic boundary data for the matter fields is presented.

Finally, in Chapter 7 we briefly discuss the main results obtained as well

as possible further extensions and the new potential problems they pose.
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Chapter 2

Methods of conformal

geometry

The purpose of this section is to provide a brief overview of the methods
and tools that conformal geometry offers, especially how they can be im-
plemented into General Relativity to study global properties of the EFE.
The difficulties towards this goal will be discussed, as well as how they
motivate the construction of a suitable conformal formulation which will
serve as the basis for subsequent analyses in this thesis. The presentation

here is inspired by [60] where these methods are extensively discussed.

2.1 Conformal transformations

The study of conformal methods applied to General Relativity started with
Penrose’s seminal work [53], in which he introduced some of the techniques
to study the asymptotic properties of spacetimes by considering instead an
auxiliary unphysical metric. More specifically, the concept of a conformal

transformation is central to the discussion:

Definition 2. Let M and M be two manifolds with metrics § and g,
respectively. A conformal transformation consists of a diffeomorphism o :
M — M such that

[1]

23, (2.1)

with Z a smooth scalar function defined on M.

©*(g) =
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Moreover, if g and g satisfy relation (2.1) they are said to be conformally

related. The scalar function = denotes the so-called conformal factor.

Remark 3. Observe that a conformal transformation ¢ with = > 0 induces
the existence of a conformal class of the metric [g], defined as the set of

metrics conformally related to g.

Conformal transformations (2.1) which are not surjective represent a
more specific class known as conformal extensions of M. The fact that only

a subset of M becomes relevant leads to the following central definition:

Definition 3. Let M and M be two manifolds and let U C M be an
open, connected submanifold with compact closure. We say that a conformal

transformation ¢ : M — U is a conformal compactification if

g9=()"(=3 (2.2)
and the following conditions hold:
(1) 2>0onlU,
(i) = =0 and d= # 0 on IU.

Hereafter, the pair (M, g) will denote an unphysical spacetime and the
set of points defined by = = 0 is called the conformal boundary. Further-
more, despite the physical and unphysical metrics being defined on different
manifolds, with a slight abuse of notation we will obviate the action of the

pull-back ¢* and express the relation between the two metrics simply as

[1]

g=="g. (2.3)

Transformation (2.3) by itself is not enough to obtain the formulae
relating the different curvature objects associated to the metric. For this
we need to introduce the covariant derivative operator associated to the
unphysical metric V, which will be assumed to have zero-torsion and be
compatible with g. For a scalar function V,f = V,f, while for a mixed
(1,1) tensor A, we have that

VoA — Vo Ay = — QAL + QufaAy’, (2.4)
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with Q% = 271V ,Z6,° + V26,° — V=gap) the transition tensor between
V and V; generalisations to higher order tensors are direct. Exploiting the

last relation, a series of long calculations provide the following expressions:

Rap — Ry = =227V, V2 — g (E71VEV, ZE, —3272V°EV, 2), (2.5a)
R—E72R=—6=2"'V°V.E + 12272V 2V, (2.5b)
C%eq — C%ea = 0. (2.5¢)

Notice, in particular, that the Weyl tensor turns out to remain invariant.
With this in hand we can now proceed to investigate how the EFE

transform under a conformal rescaling. For simplicity, consider the vacuum

EFE with vanishing cosmological constant Ry, = 0. Transformation (2.5a)

implies that
Ry = =227V, V2 — g (E7'V°V.E — 3272V°EV,2),

which is singular for = = 0. Attempting to overcome this problem by

2 results, however, in the vanishing of the principal part

multiplying by =
when evaluated on .#. Therefore, the last equation is not convenient if we

desire to adopt an approach based on results from the theory of PDEs.

2.2 The conformal Einstein field equations

In view of the bad conformal properties of the EFE, their study requires
the construction of an alternative and not-so-straightforward system. A
successful conformal formulation was first obtained by Friedrich [26] via the
introduction of a number of additional conformal fields. In the remainder
of this section, we will consider two conformally related spacetimes (M, J)
and (M, g) where the former satisfies the EFE with matter (1.6). In order
to deal with non-trivial matter models, we first need to define the basic

properties of their unphysical counterparts.
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2.2.1 The unphysical energy-momentum tensor

Since equation (2.3) does not determine the way the energy-momentum of
a matter field Ty, transforms under a conformal rescaling, it will be conve-
nient to define the unphysical energy-momentum tensor via the following

homogeneous transformation rule:
T = 22T, (2.6)

Remark 4. It is worth emphasising that the conformal rescaling (2.6) has
been chosen as it is suitable for our purposes but, in principle, different

transformation rules may be more adequate in other contexts.

Using the transformation rule between the Levi-Civita covariant deriva-
tives of conformally related metrics (2.4), it readily follows that equation
(1.7) takes the form

VT, =="'TV,Z,

where T' = ¢°T,4. This relation represents a challenge as, for a general
matter field, becomes singular at = = 0. Nevertheless, transformation (2.6)
implies that 7 = Z*7T. Based on this observation we make the following

assumption:

Assumption 1. From here onwards we restrict our attention to matter
models for which T = 0, so that the corresponding unphysical energy-

momentum tensor 1, satisfies

VT, = 0. (2.7)

2.2.2 Basic relations

Having defined the class of matter models we will deal with, our attention
will now be focused on the introduction of a number of conformal fields
defined on M that will become central to the analysis of the EFE. Let the

Friedrich scalar, the Schouten Tensor, the rescaled Weyl tensor and the
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rescaled Cotton tensor be defined, respectively, as

s =iVV.E+ LRE, (2.8a)
Lab = 1Rap — 55 R9a, (2.8b)
d%eq = 271 C%ed, (2.8¢)
Tope = EVieTye + 3V iETe — gefaThe VOE. (2.8d)

Observe that Ly, = Ly, d%peq inherits the symmetries of the Weyl tensor

and T, possesses the following ones:
Tabc = ﬂab]c» 7ﬁ[abc] = 0. (29)

Relevant for the subsequent discussion is the well-known fact that the

rescaled Weyl tensor accepts two associated Hodge dual tensors, namely
*dabcd = %Eabefdefcdv d;bcd = %ecdefdabef>

where €4p0q is the 4-volume form of the metric g,,. Furthermore, one can

check the following auxiliary properties:

__k

>kdabcd = d;;bcda >|<>kdabcd = chd = Ugbed — _dabcd-
Likewise, we define the Hodge dual of T}, as
“Tape = €ab" Tec- (2.10)

In terms of the notation and conventions used in this work, the metric

tracefree conformal Einstein field equations (MTCEFE) are given by

VoVbE = —ELgp + Sgap + 22T, (2.11a)
Vos = =Ly V'E + 12°V'ET,, (2.11Db)
Valye = ViLae = Ve Ed cap + Zhpe, (2.11c)
Vedape = Thea, (2.11d)
6Zs — 3V.EVE = )\, (2.11e)
R%yeq = Zd%eq + 201" Lapp + 2L1" gapp- (2.11f)
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This system was first obtained and applied to study the initial value prob-
lem by Friedrich [26, 27] — see [60] for a detailed derivation. It is worth
mentioning that as this system represents the foundation of the upcom-
ing analyses in this thesis, some of their properties and consequences are

further explored in the next chapter.

Remark 5. Equations (2.11a)-(2.11d) will be regarded as a set of differ-
ential conditions for the fields =, s, Ly, and d%.y. Equation (2.11e) can be
shown to play the role of a constraint which only needs to be verified at
a single point — see e.g. [60], Lemma 8.1. A differential equation for the
unphysical metric g, results from taking the trace of (2.11f), where Ly,
and Ry, are treated as independent fields; this will be further discussed in
Chapter 3.

Remark 6. A solution to the conformal EFE with tracefree matter will
be understood to be a collection of fields (gup, =, S, Lap, @%bed, Tap) satisfying
equations (2.11a)-(2.11f) and the conservation law (2.7).

Remark 7. If Assumption 1 and equation (2.11a) are taken into account,

one obtains two additional identities for the rescaled Cotton tensor, namely

VT’ =0, (2.12a)
Vc* abc = 07 (212b)
Vc * acb = VC *T(acb). (212C)

The relation between the conformal Einstein field equations (2.11a)-
(2.11e) and the EFE is given in the following statement — see [60], Propo-

sition 8.1, for a proof:

Proposition 1. Let (gap, =, S, Lap, @%bed, Tup) denote a solution to the con-
formal Einstein field equations with matter such that = # 0 on an open set
U C M. Then the metric Go, = Z 2ga is a solution to the Einstein field

equations (1.6) with energy momentum tensor given by Ty = Z2T,, on U.

Recalling that V®Z is normal to .#, the next result follows immediately

from equation (2.11e):
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Corollary 1. Suppose that the Friedrich scalar is reqular on %. Then &
15 a null, spacelike or timelike hypersurface of M, respectively, depending

on whether A\=0, A >0 or A <0.

2.2.2.1 An alternative equation for d%,,

For our purposes, it will be convenient to consider an alternative version of
the conformal field equation for the rescaled Weyl tensor — see [51] for the
calculation in the vacuum case. Multiplying (2.11d) by eqf, and exploiting

the identity *dupeq = dy.q Tesults in
2V g = 2V o d} ) = —2 Ty
From here it follows that
3V edabjed + €can™ Tea’ = 0. (2.13)

Remark 8. Equation (2.13) is equivalent to (2.11d) and will be essential
in Chapter 3 where a system of wave equations for the geometric fields and

the zero-quantities associated to the equations (2.11a)-(2.11e) is obtained.

2.2.2.2 An equation for the components of the metric g,

Taking the natural trace of equation (2.11f) leads to the relation
Rab = 2Lab + %Rgab. (2.14)

Here, the Ricci tensor Ry, is assumed to be expressed in terms of first
and second derivatives of the components of the metric, whilst L., is a
field satisfying equations (2.11a)-(2.11e). This will be further discussed
in Section 3.5 where a suitable wave equation for the components of the

metric is constructed.

Remark 9. As pointed out in [30], equation (2.14) can be regarded as
an Einstein field equation for the unphysical metric g,,. In this sense, the
geometric fields Z, s, Ly, and dgeq can be regarded as unphysical matter
fields. Accordingly, in the following we refer to equation (2.14) as the

unphysical Finstein equation. This point of view should allow us to adapt
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well-tested numerical methods for the Einstein field equations in the case

of the conformal field equations.

2.3 The conformal constraint equations

In the same spirit as in Section 1.2, the MTCEFE impose a number of re-
strictions that their solutions must satisfy on 3-dimensional hypersurfaces.
In the following, let H C M denote a (spacelike or timelike) hypersurface

with unit normal vector n,. We define the norm of n, as

€ = ngyn?,

so that e takes the values 1 or -1 for timelike or spacelike hypersurfaces,
respectively. The normal vector induces a decomposition via the projector

to H:

h, =6, — engn®.

Similarly, this defines the intrinsic derivative D, on H in the following way.
Let f be a scalar function and A,° be a tensor field on M. Then

Daf = habvbfv
DeAab = hefhachdefAcd.

Expressions involving higher order tensors follow an analogous rule. On the
other hand, the derivative in the direction of n® (simply called the normal
derivative) is given by

D =n"V,.

Clearly, these differential operators inherit the properties of V,. Moreover,

the extrinsic curvature of H is defined as the symmetric tensor

Koy = ho®h®Veng.

In the following, let

X, s, hy, K, Li, Lij, dij, dijr, diji
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denote, respectively, the pull-backs of the following geometric objects

navaEa S, Gab, Kaba nchachda hachdecdu
nbndheahfcdabcda nbheahfchgddabcda heahfbhgchhddabcd

to H. In order to take into account the contributions from the matter field,
let p, i, Tij, Ji, Jij and Tjj;, stand, respectively, for the pull-backs of the

projections

naanaba nbhcaTab> hcahdealh

nbnchdaTaba nchdahebTabm hdahebhchabc-

Remark 10. The tensor h;; corresponds to the 3-metric induced by gas
on ‘H and will be either Lorentzian if H is timelike or Riemannian if H is

spacelike.

Remark 11. The fields d;; and d,j; encode, respectively, the electric and
magnetic parts of the rescaled Weyl tensor dg;.q with respect to the normal
ng. It can be verified that

dz‘jkl = 26(]11[5(1]@]] + h][kdl]z)

From this point onwards, the restriction of the conformal factor = to H
will be denoted by €2. That is,

Q

[1]

|-
Next, we define the Schouten tensor of the intrinsic 3-metric h;;:
1
lij = Tz‘j — Z—l’f’hij,

where r;; and r are the corresponding intrinsic Ricci tensor and scalar.
In terms of the fields defined above, a set of constraints can be obtained

from the different projections of the MTCEFE involving derivatives that
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are intrinsic to H. This results in the following:

1
DiD;Q = —eXK;; — QLyj; + shyj + §Q3ﬂj, (2.15a)
1
DY = K,*D.Q) — QL; + §Q3ji, (2.15b)
1 .
Djs = —eL;¥ — Ly, D*Q + 592(62% + T;;D'Q), (2.15¢

)
D;Lj;, — DjLyg, = —€Xdyi; + D'Qdyi; — e(KirLj — K L) + QTy, (2.15d)
D;L; — D;L; = D'Qdy;; + K" L, — K;* Ly, + QJ3, (2.15¢)
D*dy;; = e(K*idj, — K jdy) + Jij, (2.15f)
Did;; = K*d;j, + J;, (2.15g)
A = 6Qs — 3¢X% — 3D,.QD Q. (2.15h)

This system is supplemented by two further purely geometric constraints
arising from equation (2.11f), namely the conformal Codazzi-Mainardi and

Gauss-Codazzi equations:

D]’Kki - DkK]z = degk + hszk - hiij> (216&)

1 1
lij = —eQdy; + Lij + e(K(Kij - Zfcm-]~) — K, K%+ ZKle’“’hij) ,(2.16D)

with K = hYK;;. Expressions (2.15a)-(2.15h), (2.16a) and (2.16b) are
called the tracefree conformal constraint equations. A derivation of this
system can be found in [60] along with an extensive discussion about its

properties.

2.3.1 The conformal constraints on .¢

Assume that the hypersurface H is a timelike conformal boundary with
Lorentzian 3-metric ,, and normal vector 7%“. Hereinafter, objects and
operators crossed by a line / will represent projections obtained via £,
and #“. Also, ~ will denote an equality valid on the conformal boundary.

Evaluating the conformal constraints on this hypersurface (2 =0, € = 1),
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we obtain the following simplified system:

YK, ~ slij, (2.17a
DY ~0, (2.17b
Dis~—I.Y, (2.17¢
Dl — Dl ~ = Xniy — Kanlly — K julli), (2.17d
Dilly = Dl ~ K Wy — K Uiy

@kdkijﬁKkidjk_Kkjdik‘f‘Jija 2.17f
@j i = Kjkdjik + /i (2.17g
A~ —3Y2 (2.17h

DKy — Dkl i = Uil — Gl (2.171
1 1 ,
L= Wi+ K(sz - ZKZU) — Kkink + ZKMKM%. (2.17j

A procedure to solve these equations in the vacuum case has been discussed
in [29], where the solution is given in terms of a gauge quantity related to
the Friedrich scalar and the rescaled Cotton tensor associated to ¢;;, the
latter defined as

Yijk = Eiljk - lpjluc-

Using this to deal with the tracefree matter case, the following result can
be stated:

Proposition 2. Let (M, g) be a 4-dimensional manifold and & C M a
timelike conformal boundary with intrinsic 3-dimensional Lorentzian met-
ric {;; and normal #*. Consider a tracefree energy-momentum tensor Ty,
with j; its orthogonal-normal projection with respect to §°*. Let s(x) be a

smooth scalar gauge function defined on . Then a solution to the tracefree
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conformal constraint equations (2.17a)-(2.17j) on & is given by the fields

Y~ %, (2.18a)
s~ Y, (2.18b)
K ~ »lij, (2.18c¢)
Vi~ =D, (2.18d)
Uiy~ lij - %%2%7 (2.18e)
Ayij = — 2 ik, (2.18f)

along with a tracefree symmetric tensor field d,;; satisfying

pjdij ~—Y7; (2.19)

Proof. Firstly, ¥ is given by (2.17h). As mentioned above, s is a gauge
quantity on .# and expressed by equation (2.18b). Direct substitution
into constraints (2.17a), (2.17¢), (2.17j) and (2.17d) readily leads to the
solutions for K;, ;, I;; and d,;;., respectively. Using these, equations
(2.17b), (2.17e) and (2.17i) are trivially satisfied. Regarding the equations
with matter terms, when the fields /,; and J,; are written explicitly in
terms of the energy-momentum tensor via equation (2.8d), a straightfor-

ward calculation yields

Jij ~0, J,~-Yj.

On the other hand, by virtue of the definition of y;;;, it follows that
Ekyijk =~ (. Using this and the expressions for /; and /J,; stated above, it is

found that (2.17f) is trivially satisfied and (2.17g) corresponds to equation
(2.19). O

Having obtained the solutions for the constraint equations on the con-
formal boundary, a converse-like result can be formulated with the addition

of an auxiliary assumption:

Proposition 3. Let T C M be a timelike hypersurface such that conditions
(2.18a)-(2.18e) hold. If Q@ = 0 on some fiduciary spacelike hypersurface C,
of T, then one has that Q@ =0 on T.
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Proof. Consider first the case when s # 0 on C,. Using equations (2.18b),
(2.18¢) and (2.18e), the trace of the conformal constraint (2.15a) provides

us with the following wave equation for €2 to be satisfied on T

— 193/), (2.20)

p.pO=00= —Q(z - §%2) 5

4 2
where it has been used that for a tracefree unphysical energy-momentum
tensor T;' = —ep. On the other hand, when (2.18a), (2.18¢c) and (2.18d)

are substituted into constraint (2.15b) we have
1 4.
7, = —QI,;x — §Q Ji- (2.21)

As 2 # 0 and Q = 0 on C,, it follows from the last equation that [9,Q) =
0 on C,, which represents a first order initial condition for €2. Due to
the homogeneity of (2.20) along with the uniqueness of its solutions, we
conclude that €2 = 0 on 7T that is to say, it corresponds to the conformal

boundary.

To deal with the case »» = 0 we observe that it is always possible to
carry out a rescaling = — Z' = JZ of the spacetime conformal factor =
with 9 ~ 1 and d¥ # 0, such that if s 2 0 on .# then s ~ 0 — see
[60] Section 11.4.4, page 268. Thus, if s £ 0 initially, the above rescaling
and relation (2.18b) for s" imply that s’ ~ 0. Furthermore, the rescaling
= — Z/ = ¥= does not change the value of = on 7. Accordingly, one also

has that 2 =0 on 7 if » = 0. O

2.4 Conformal properties of some tracefree

matter models

At the end of this chapter, three tracefree matter models are introduced
along with their relevant conformal properties. These models are the con-
formally invariant scalar field, the Maxwell field and the Yang-Mills field.
In Chapters 3 and 6 the problem of their coupling to the MTCEFE will be

further explored.
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2.4.1 The conformally invariant scalar field

The conformally invariant scalar field constitutes a first example of an
explicit tracefree matter model of interest. Let ¢ be a scalar field on (M, g)

governed by the equation

Defining the unphysical scalar field ¢ = Z-1¢, it is well-known that this
equation remains invariant under a conformal transformation. This means
that ¢ satisfies

1
V.V — 6R¢ =0. (2.22)
Furthermore, the energy-momentum tensor associated to this field takes
the form
Top = Va9Vt — 360VaVio = 19V VG + 36" Lo (2.23)

Remark 12. The scalar field in (2.22) is related to the standard scalar
field satisfying the wave equation through a transformation originally due
to Bekenstein [7]. Explicitly, in the absence of electromagnetic fields, they
are related as ¢ = ¢~ coth (¢, where Q! = sinh (¢. Thus, in principle, the
theory for the conformally coupled scalar field can be rephrased in terms

of its standard counterpart.

2.4.2 The Maxwell field

The next example under consideration is the electromagnetic field. In the
physical spacetime the information is encoded in the antisymmetric Fara-

day tensor ﬁab which satisfies Maxwell equations

VeE,, =0,
@[aﬁ‘bc] =0.
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Defining the unphysical counterpart of the Faraday tensor as F,;, = F};, the

Maxwell equations remain invariant:

VeF,, =0, (2.24a)
VieFuy = 0. (2.24b)

Alternatively, the second equation can be written in terms of the dual

Faraday tensor Fj, = —2€a" Foq as

VeE, = 0. (2.25)
In addition, the corresponding energy-momentum tensor is given by

1
Ty = Foo B, — 1 Gap Frog F2. (2.26)

A simple calculation shows that equations (2.24a)-(2.24b) imply the con-
servation of Tg,; nevertheless, as they contain more information about the

field, they will be employed instead in the following.

2.4.3 The Yang-Mills field

As a third and last example of a tracefree matter field we consider the
Yang-Mills field. This consists of a set of physical fields F*,;, and gauge
potentials A%, where the indices a, b,... take values in the Lie algebra g

of a group &. The physical Yang-Mills equations are

@aAab — @bﬁaa + CahcAbaAcb - Faab - 07
@aﬁaab + C“:lBCA’Zlelﬁwtzb = 07
@[aﬁjabc] + Oabcleb[aﬁcbc] = 0.

Here C%, = C% denote the structure constants of the Lie algebra g which
satisfy the Jacobi identity

Cubecbac + Caeccbab + Cucbcbae = 0. (227)
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Under the rescalings F*%,, = F“ab and A%, = fl”a the unphysical Yang-Mills

equations take the form:

VA% — VA%, 4 C% AP A% — F° = 0, (2.28a)
VOF® 4+ C% Ay = 0, (2.28b)
ViaF%q 4 Cc A% F g = 0. (2.28c¢)

Motivated by relation (2.25), equation (2.28¢c) can be written in terms of

the dual tensor F*%,, = —%eab“l . as
VOE* e, + CO AYE* = 0. (2.29)
Lastly, the associated energy-momentum tensor is:

Tab = (SabFaach - All(sabFachdegab- (230)
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Chapter 3

Conformal wave equations for
the Einstein-tracefree matter

system

The material of this chapter is based on [10] and [12].

3.1 Introduction

A key step in the analysis involving a conformal formulation of the EFE
is the so-called procedure of hyperbolic reduction, in which a subset of the
field equations is cast in the form of a hyperbolic evolution system for which
known techniques of the theory of PDEs allow to establish well-posedness.
An important ingredient in the hyperbolic reduction is the choice of a gauge,
which in the case of the conformal Einstein field equations involves not only
fixing coordinates (the coordinate gauge) but also the representative of the
conformal class of the spacetime metric to be considered (the conformal
gauge). Naturally, gauge choices should bring to the fore the physical and
geometric features of the setting under consideration. In order to make
contact with the Einstein field equations, the procedure of hyperbolic re-
duction has to be supplemented by an argument concerning the propagation
of the constraints, by means of which one identifies the conditions ensuring
that a solution to the evolution system implies a solution to the full system

of conformal equations, independently of the gauge choice. The propaga-
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tion of the constraints involves the construction of a subsidiary evolution
system describing the evolution of the conformal field equations and of the
conditions representing the gauge. The construction of the subsidiary sys-
tem requires lengthy manipulations of the equations which are underpinned

by integrability conditions inherent to the field equations.

The MTCEFE constitute a simpler version of a more general confor-
mal formulation of the EFE called the extended conformal FEinstein field
equations. Remarkably, until recently, there was no suitable hyperbolic re-
duction procedure available for the metric version of the conformal field
equations. In [51], Paetz has obtained a satisfactory hyperbolic procedure
for the metric vacuum conformal Einstein field equations which is based on
the construction of second order wave equations. To round up his analysis,
Paetz then proceeds to construct a system of subsidiary wave equations
for tensorial fields encoding the conformal Einstein field equations (the
so-called geometric zero-quantities) showing in this way the propagation
of the constraints. The motivation behind Paetz’s approach is that the
use of second order hyperbolic equations gives access to a different part of
the theory of PDEs which complements the results available for first order
symmetric hyperbolic systems — see e.g. [20]. Paetz’s construction of an
evolution system consisting of wave equations has been adapted to the case
of the spinorial conformal Einstein field equations in [34]. In addition to
its interest in analytic considerations, the construction of wave equations
for the metric conformal Einstein field equations is also of relevance in nu-
merical studies, as the gauge fixing procedure and the particular form of
the equations is more amenable to implementation in current mainstream

numerical codes than other conformal formulations.

The purpose of this chapter is twofold: first, it generalises Paetz’s con-
struction of a system of wave equations for the conformal Einstein field
equations to the case of tracefree matter models. As discussed in Sec-
tion 2.2.1, this case is of particular interest since the equation of conser-
vation satisfied by the energy-momentum tensor is conformally invariant.
Moreover, the associated equations of motion for the matter fields can, usu-
ally, be shown to possess good conformal properties — see [60], Chapter

9. This is achieved by means of a set of integrability conditions for the
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subsidiary fields which sheds some light on the inner structure of Paetz’s
original construction. Second, the coupling of the three tracefree matter
models introduced in Section 2.4 is analysed in detail following the same

strategy as with the geometric fields.

3.2 The evolution system for the geometric
fields

In this section we show how to construct an evolution system for the ge-
ometric fields appearing in the MTCEFE. These evolution equations take
the form of geometric wave equations — that is, their principal part in-
volves the D’Alambertian OO = V,V*® associated to the conformal metric
gap- In [51], Paetz has obtained a system of geometric wave equations for
the set of conformal fields (2, s, Ly, d%eq) in the vacuum case. The next

statement generalises this result to tracefree matter:

Lemma 1. The MTCEFE (2.11a)-(2.11f) imply the following system of

geometric wave equations for the conformal fields:

0= = 4s — :ZR, (3.1a)
Os = —4sR + ELyL® — }V, RV E + 12°T,, T — Z° Loy T
+EVIEV ET,, (3.1b)
OLay = —22dacba L + 4Lo Lo — LeaLgap + §VaVyR + 35 dacra T
—EV 1.5 = 2Ly VE, (3.1c)

|:Idabcd = _4Edaf[cedd]ebf - 2Edafbedcdfe + %dabcdR - 7ﬂ[a‘fEde]fcd
—=2T daypan — Z2aedagns T + Z2 goiedagar T + 2V (o Tjeapy
+€abefvf >W-chde‘ (31d)

Proof. Equation (3.1a) is a direct consequence of (2.11a). Equations (3.1b)
and (3.1c) result, respectively, from applying a covariant derivative to
(2.11b) and (2.11c¢), and using the second Bianchi identity. The wave equa-
tion for d%.q, on the other hand, requires to consider the alternative con-
formal field equation (2.13). Applying V¢ to the latter and using equation
(2.11d), together with the first Bianchi identity, a long but straightforward
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calculation yields the wave equation

Odapea = _4Edaf[cedd]ebf - 2Edafbedcdfe%dabcdR - 2dcdf[aLb}f
— 2d s Lay’ — 2901 daens L + 2gppedaypac L + 2V (o T capy
+ €aper VI Tt (3.2)

It is possible to eliminate terms containing L., from the wave equation
(3.2) through the generalisation of an identity obtained in [51] to the case
of tracefree matter. Multiplying equation (2.13) by =, using the definitions
of d%eq and *Ty,., equation (2.11c) and the second Bianchi identity to
simplify it, one finds that

dcd[ag/vb]E + dde[aggb}cveE - dce[aggb]dveE = 0. (33)

Applying a further covariant derivative V¥ to the last expression and mak-
ing use of equations (2.11a), (2.11d) and (2.13) as well as the properties of

the rescaled Cotton tensor, the following identity is obtained:

2Zdapia Ly’ + 22dapsic Loy + 2901 Edagos LT — 2Z gopedaygay L7 + t2dapeaR
—Z st Ty’ — Z2davse Ty’ — Z2gafedagns T + Z2 goedagas T = 0. (3.4)

By substituting this into expression (3.2) we readily get expression (3.1d).
O

Remark 13. In concrete applications it may prove useful to express the
Schouten tensor in terms of the tracefree Ricci tensor and the Ricci scalar
through the formula

Lap = ®ap + 57 Rgab- (3.5)

As will be discussed in Section 3.5.1, the Ricci scalar R is associated to the
particular choice of conformal gauge. Thus, the decomposition (3.5) allows
us to split the field L,, into a gauge part and a part which is determined
through the field equations. Keeping the simplicity of presentation in mind,

we do not pursue this approach further as it leads to lengthier expressions.
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3.3 Zero-quantities and integrability condi-

tions

In this section we consider a convenient setting for the discussion and book-
keeping of the evolution equations implied by the conformal Einstein field
equations with matter. Our approach is based on the observation that the
MTCEFE constitute an overdetermined system of differential conditions for
the various conformal fields. Thus, the equations are related to each other
through integrability conditions, i.e. necessary conditions for the existence

of solutions to the equations.

3.3.1 Definitions and basic properties

First, we proceed to introduce the set of geometric zero-quantities (also
called subsidiary variables) associated to the MTCEFE. These fields are
defined as:

Tab = VoVoE + ELgp + Sgab — 22T, (3.6a)
Oy = Vo5 + Lo VE — $E°VET,,, (3.6b)
Agpe = VaLlie — VyLae — VaZd® cap — ETpe, (3.6¢)
Aape = Tyea — Ved  ape, (3.6d)
Z =\N—6=s+3V.EVZ, (3.6e)
PCiap = R4ap — 2daap — 2(6°(a Lja — ajaL)®)- (3.6f)

In terms of the above, the system (2.11a)-(2.11f) can be expressed as the

conditions
Tab = 07 @a = 07 Aabc = 07 Aabc = Oa Z = 07 Pcdab = 07

from where these fields take their name.
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3.3.1.1 Properties of the zero-quantities

By definition, the zero-quantities possess the following symmetries:

Tab = Ty, Dave = Dlav)ey  Dlavg =0, Aave = Moy Ajare) = 0,
ALy =0, APy =0.
(3.7)
Moreover, one can check that Ag. and Ay, satisfy the identities

Aabc = %Aabc + %Aacb - %Abcay Aabc = %Aabc + %Abac - %Acaba (38)

which are useful for simplifying certain combinations of zero-quantities.
Regarding P%.q, it inherits the symmetries of the Riemann tensor; in par-

ticular, we can define its Hodge dual tensors

>|<P)abcd = %Eabefpefcda P;bcd = %Ecdefpabefa (39)

satistying *Poped = Py
In addition, it will result useful to introduce a further auxiliary zero-

quantity associated to equation (2.13) — see Remark 8:
Aabcde = 3v[adbc]de + Eabcf*T’def = 3Ad[abgc]e - 3Ae[abgc]d- (310)

Here the second equality has been obtained through a calculation similar to
the one yielding (2.13). From the above definition it follows that Ag%. =

Agpe, as well as
Aabede = A[abc]dea Agbede = Aabc[de}- (311)

3.3.1.2 Some consequences of the wave equations

Key for our subsequent analysis is the observation that assuming the valid-
ity of the geometric wave equations for the conformal fields implies a further
set of relations satisfied by the zero-quantities. These are summarised in

the following lemma:

Lemma 2. Assume that the wave equations (2.14), (3.1a)-(3.1d), and As-

sumption 1 hold. Then the geometric zero-quantities satisfy the identities

45



T, =0, (3.12a

)
Phee =0, (3.12b)
VYo" = 30, (3.12c)
V0" = T®L,, — 12277, (3.12d)
Vel = T%gebg + Nabe VE = L Pocpa, (3.12e)
VAw® = 22T Ty — A VCE, (3.12f)
Vo = de® Phege — 2T Ty, (3.12g)
Velian) = 2d."* Pygec, (3.12h)
VaPase" = —Aape = Eeas, (3.12i)
Velegmn = 2V [ Aglmn + 2d1e | Pyjenn — 2d1e° ) Pyjemn
+2y0," Prcgh- (3.12j)

Proof. The result follows directly from the definitions of the zero-quantities
with the aid of the wave equations for the conformal fields (2.14) and (3.1a)-
(3.1d), the second Bianchi identity and the properties of the rescaled Cotton
tensor. It is worth mentioning that (3.12j) is obtained by using (3.2) instead
of (3.1d) as it greatly simplifies the calculation. O

3.3.2 Integrability conditions

The zero-quantities are not independent of each other but they are related
via a set of identities, the so-called integrability conditions. These rela-
tions are key for the computation of a suitable (subsidiary) system of wave
equations for the zero-quantities. The procedure to obtain these relations
is to compute suitable antisymmetrised covariant derivatives of the zero-
quantities which, in turn, are expressed in terms of lower order objects.

Following this general strategy we obtain the following:
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Proposition 4. The zero-quantities, (3.6a)-(3.6f), satisfy the identities

2V Ty = 205aOq + EDuey + PactaV'E, (3.13a)
2V 1Oy = —2L Thpe + Aupe VE + E2T,, Ty, (3.13b)
3Valuje = Navdee VEE + 3T (o Apgice + 3L Poajee — 2= Plapye“Tuge
+2EY 10  goje) Tage + EX 1 Gjepp T e, (3.13¢)
VoZ = 620, + 6T V'Z, (3.13d)
3VieLonmn = Eeghnm — 3D(eglm|Gjn + 3D egln| Injm- (3.13e)

Proof. Equations (3.13a)-(3.13d) follow from direct calculations employing
the definitions of the zero-quantities, the rescaled Cotton tensor and the
first Bianchi identity. Equation (3.13e), on the other hand, can be obtained
in a similar manner as (2.13): multiplying (3.12i) by €,,,°* and exploiting

the properties of its Hodge dual tensors — see expressions in (3.9) — yields

2V Ponbe = 2Vo Py, —Eemnac(Mp™ + Ap"). (3.14)

nab —

By substituting back the definition of P*

mnab’

equation (3.13e) is found after

some simplifications. n

Remark 14. Observe that the above relations have right-hand sides con-
sisting of lower order expressions in which one or more positive powers
of the zero-quantities appear on each term. In the remainder of the the-
sis, equations having this property will be said to be homogeneous in the
zero-quantities. This fact will be key when suitable wave equations for
these fields are derived in the next section. Equations (3.13a)-(3.13e) to-
gether with (3.12j) constitute the set of integrability conditions for the
zero-quantities associated to the MTCEFE.

3.4 The subsidiary evolution system for the

zero-quantities

An important aspect of any hyperbolic reduction procedure for a conformal
formulation of the EFE is the identification of the conditions upon which

a solution to the (reduced) evolution equations implies a solution to the
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full set of field equations — this type of analysis is generically known as
the propagation of the constraints. In practice, the propagation of the con-
straints requires the construction of a suitable system of evolution equations

for the zero-quantities associated to the field equations.

3.4.1 Construction of the subsidiary system

In this section it is shown how the set of integrability conditions provides a
systematic and direct way to obtain wave equations for the zero-quantities
— a so-called subsidiary evolution system. The propagation of the con-
straints then follows from the structural properties of the subsidiary sys-
tem as a consequence of the uniqueness of solutions to systems of wave

equations.

3.4.1.1 Equations for Y., ©,, Awe, Z and Py

Equation (3.13a) serves as the starting point to obtain a wave equation
for Typ. After applying V¢ and commuting derivatives, equation (3.12c)
renders it as a suitable wave equation. Remaining first order derivatives
can be rewritten and simplified via equations (3.8), (3.12i), (3.12a), (3.12d)
and (3.12e), resulting in:

O ap :%TabR - 2TCchdgab + %E2T6dgachd + 4v(aTb) - 2ETCdd(a\cH))d
+ 47 (o, Loye — 2Y““Pajeipya + 2ELPojeipya — 32 P " Tra-
(3.15)

Regarding ©,, an analogous calculation using expression (3.13b) in con-
junction with the same equations as in the previous case leads directly to
a wave equation for this field. Exploiting (2.11c), (2.8d) and (3.13a) to

simplify it, one obtains

00: = 6L, 0% — 2T Ay + 2EL Ay — Z3AMT,, — 22°0°T,,
— 2T deqaVE + 3EY Ty VE + 327 Popad T VE — $ T V'R
+ 127, Ty V= — 2EYT,, V.2 + 2YV Loy, — Z2YV T,
(3.16)
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A wave equation for Ay can be obtained by applying V¢ to the integra-
bility condition (3.13c), commuting derivatives and using (3.12e¢) to elimi-
nate the second order derivatives. A direct but long calculation exploiting
the same relations used in the previous two cases, along with (2.11d) and
(3.10), yields

OAwe = 2Mcabs — T Topg — EAabace L% + 3dapca®® + 2 RAwe + Lo Agpa
+ 128N abiee T — EPapee Ta* V= + t Pupea VIR + VIEV Ay e
+2Y%V edaped + L%V Papea — 32TV  Papea + 2T (2" Thjea
— EY 1V g Tya — 22d Y Ddee + 22d0" ¢ Ajae + 211 Vi Lae
—2d1, 1V g Thje — 2L Apjae + 2L%V (o Prjace — 2P0 Ddec
+ 2P0 Aye — 2P0V Lae — 2P0V g Lye + Z2 PV e
— 2200 Tya + ET00V 10 Toja — 2VEV 0 Aea + 27 Tajae) 9o
EY% G0V Tye — T TyaVeE — 2L% Agjae ghe + 3= 9101 Tha
+ 220 The VaE — 291 TV g Toje + Y1’ gy TuVE
+ T Glaje) TyjaV E. (3.17)

A wave equation for Z is readily found by simply applying V* to equa-
tion (3.13d):

07 = 6T Y% — 1227 Ly, + 623 7Ty, + 120°V,,=. (3.18)

In the case of Py.q, application of V" together with equations (3.12b),
(3.12e), (3.12i), as well as the various symmetries of Ay, and P%,, results,

after a rather direct calculation, in:

OPegmn = RPugmn — 2Lim" Pjheg + 20 nieg Vi) = + 2EV A jeg + 2V A gl
+ 22V Agimn + 2V Aty = 20 (el V)= — 2Ed}" )" Prunha
— 2Z2die" i Pytina + 22die" 10 Pojhma — 2Lie" Pyjhann — 2Pe" 1 Prnha
— AP * Pyjina + 2E91eim V" Anjglh — 2E1en V" Amjgin
+ 27" e rmalgin — 21" diejnal Igm + 2AlginniGelm + 2Aniglhi Gelm

+ 2Am[e|h|gg]n + 2A[e|mh|gg}n - 4Lhaf)[e|lwna|gg]n + 4Lhap[e|hna|gg}m'
(3.19)
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3.4.1.2 Equation for A,

Notice that the integrability condition for A, equation (3.12j), contains
derivatives of the zero-quantities on both sides of the equation. This feature
seems to hinder our standard approach for the construction of a subsidiary
equation. In order to construct a suitable wave equation it will be necessary
to use the symmetries of Agpeqe. Applying V€ to the integrability condition

(3.12j) and commuting derivatives leads to

|:L/‘\gmn = AcmnRgc + ngCAcmn - 2chehvhdmnce - 2dmncevhpgceh
cyre c e ceh
- VvV Agce[mn} —2A [m R\gc|n]e - 2d[m V\ePgh\n}c
- ngc[mevhpn}ech - 2P[mcehv\edgh\n]c - 2ch[mevhdn]ech-

Here, the double-derivative terms put at risk the hyperbolicity of the sys-
tem. For the second derivative of Ay one can use (3.12g), while the one
involving Agpeqe can be eliminated by recalling that this field is antisymmet-
ric under any interchange of the first three indices — see (3.11). Exploiting

this property and commuting derivatives one obtains

OAgmn = —ZA dnce + 40 m Lge + 2dmnee Ay — 2P, "N 1y dyince
+ 2T Vg Thje — 2EA m djgjnjce — 4ZA " digelnic — 4A gm Linjc
+ 280 Plgelnle + 2A% Plnjenje — 2T1m ™ Plgelnje + 2y m" Anjec
— 2di " Ve Pypintc = 2P Viedghinte = 2T Vgt Tuie
— EA“dpicenGgln) — AN LiceGgin) — A" PunjcenGoin) - (3.20)

Remark 15. The expressions in Lemma 2 and Proposition 4 allow us to
show, in particular, that the wave equations (3.1d) and (3.2) differ from
each other by a homogeneous combination of zero-quantities. Thus, in
arguments involving the propagation of the constraints, both forms of the

evolution equation can be used interchangeably.
The results of this section can be summarised in the following lemma:

Lemma 3. Assume that the conformal fields satisfy equations (2.14) and
(3.1a)-(3.1d). Then, the zero-quantities (3.6a)-(3.6f) satisfy the homoge-

neous system of geometric wave equations (3.15)-(3.20).
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3.4.2 Propagation of the constraints

As it will be discussed in detail in Section 3.5, the system of geometric
wave equations (3.15)-(3.20) implies, in turn, a system of proper (hyper-
bolic) wave equations for which a theory of the existence and uniqueness of
solutions is readily available — see e.g. [43]. From the latter, one directly

obtains the following result:

Proposition 5. Assume that the zero-quantities Yo, O, Mape, Dape, Z,
P%q and their first derivatives vanish on a fiduciary spacelike hypersurface
S, of an unphysical spacetime (M, g). Then, the zero-quantities vanish on
the domain of dependence D(S,) of S,.

Remark 16. Working, for example, with coordinates adapted to the hy-
persurface S;, it can be readily checked that the completely spatial parts
of the zero-quantities Y., Ou, Aupe, Aape, Z and P%.4 encode the same
information as the conformal Einstein constraint equations — see e.g. [60],
Chapter 11. Similarly, projections with a transversal (i.e. timelike) com-
ponent can be read as a first order evolution system for the geometric
conformal fields — we ignore null components as these can be obtained as
linear combinations of transversal and intrinsic components. Thus, in order
to ensure the vanishing of the zero-quantities on the initial hypersurface S,,
one needs, firstly, to produce a solution to the conformal constraint equa-
tions; this ensures the vanishing of the spatial part of the zero-quantities.
Secondly, one reads the transversal components of the zero-quantities as
definitions for the normal derivatives of the conformal fields which can be
readily computed from the solution to the conformal constraints. In this

way, the transversal components of the zero-quantities vanish a fortiori.

3.5 (auge considerations

The MTCEFE possess both a coordinate and a conformal freedom which
can be exploited to cast the geometric wave equations (2.14) and (3.1a)-

(3.1d) as satisfactory hyperbolic evolution equations.
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3.5.1 Conformal gauge source functions

In the following, the Ricci scalar R of the metric g, will be regarded as a
conformal gauge source specifying the representative in the conformal class
[g] one is working with. Recall that given two conformally related metrics
Jay and g/, such that g/, = 9¥?g., their respective Ricci scalars are related

to each other via

RY — R = 6V°V 0.

If the values of R and R’ are prescribed, the above transformation law
can be recast as a wave equation for the conformal factor relating the two

metrics. Namely, one has that
1 1,92
Y = 619(]%— R'9%).

Given suitable initial data for this wave equation, it can always be locally
solved. Accordingly, it is always possible to find (locally) a conformal

rescaling such that the metric g/, has a prescribed Ricci scalar R'.

Remark 17. Based on the previous discussion, in what follows the Ricci
scalar of the metric g, is regarded as a prescribed function R(z) of the
coordinates, so one writes

R =TR(x).

3.5.2 Generalised harmonic coordinates and the re-

duced Ricci operator

The components of the Ricci tensor Ry, can be explicitly written in terms

of the components of the metric tensor g, in general coordinates x = (z*)

as
1 ag oT g T
Ry, = _ggAPaAang + 9o,V L7+ 9300 T T + 207 3,07 G (L 0
with .
Y= ngp(augpk + O\Gpp — OpGur),

where we have defined the contracted Christoffel symbols as TV = g''\T'" .

A direct computation then gives Lx#* = —I'*. Following the well-known
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procedure for the hyperbolic reduction of the EFE, we introduce coordi-
nate gauge source functions F*(x) to prescribe the value of the contracted
Christoffel symbols via the condition I'* = F*(z), This means that the

coordinates x = (z#) satisfy the generalised wave coordinate condition
Ozt = —FH(x); (3.21)

see e.g. [15, 56, 60].
Associated to the latter, it is convenient to define the reduced Ricci

operator X,,|g] as
‘%NV[Q] = RMV - go(uvll)rg + gcr(p,vy)fa(x)- (322)
More explicitly, one has that

1
%,uu[g} = _é.g)\pa)\apguu_ga(uvy)fﬂ(-r)+g/\ngTF)\UquTV+2F0Apg>\Tga(quu)T~

Thus, by choosing coordinates satisfying the generalised wave coordinate

condition (3.21), the unphysical Einstein equation (2.14) takes the form
1
‘%HV[Q] - 2LHV + ER(x)g/w- (3-23)

Assuming that the components L,, are known, the latter is a quasilinear

wave equation for the components of the metric tensor.

3.5.2.1 The reduced wave operator

The geometric wave operator [] acting on tensorial fields contains deriva-
tives of the Christoffel symbols which, in turn, contain second order deriva-
tives of the components of the metric tensor. The presence of these second
order derivative terms is problematic as the metric is an unknown in the
problem, destroying, in principle, the hyperbolicity of the evolution equa-
tions (3.1c) and (3.1d). In what follows, it will be shown how the generalised
wave coordinate condition (3.21) can be used to reduce the geometric wave
operator [ to a second order hyperbolic operator.

To motivate the procedure, consider a covector w, with components w,

with respect to a coordinate system x = (2#) satisfying condition (3.21) for
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some choice of coordinate gauge source functions F*(z). A direct computa-
tion using the expression of the covariant derivative in terms of Christoffel

symbols yields
DCU)\ = gwjvuvuwz\ = gwjauauwz\ - guyaurgy)\wa + f)x (97 ag: w, aw)a

where f)(g,0g,w, dw) denotes an expression depending on the components
Guv, wy and their first order partial derivatives. Now, recall the classi-
cal expression for the components of the Riemann tensor in terms of the

Christoffel symbols and their derivatives,
R = O\ — 0,17, + 175,17, — 19,175,
so that
R\ = g"" R = " O\ — g0 5y + g™ T 0T — g7, T 5,
Using this coordinate expression one obtains

Dw}\ = gwjauauw)\ + (RJA - gwja)\ral/,u)wa + f)\<g7 697 W, aw)
= ¢g"0,0,w\ + (R",\ — (9,\1“’)(,00 + fr(g,09,w, 0w)
= ¢"0,0,wy + (RTA — gmaAF")wT + fia(g, 09, w, dw),

and finally
Owy = ¢"0,0,wx + (RTA — gGTVAF")wT + fa(g, 09, w, dw). (3.24)
Making the formal replacements
Ruw v 2L+ gR()g T ()

in equation (3.24), one defines the reduced wave operator B acting on the

components w,, as

1
.LU)\ = g“”@ua,,w,\ + (2.[/7—)\ + BR(J;)QT)\ - gUTvAFU(x))wT

+ f)\(g,ag,w,@w),
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where f\(g,0g,w,0w) denotes lower order terms whose explicit form will
not be required. In fact, from the previous discussion it follows that one

can write
1
.(JJ)\ = DUJ)\ + <(2L7)\ + ER(x)gT)\ - RT)\) - go’Tv)\(‘FJ(x) - FU))WT'

A similar construction for covariant tensors of arbitrary rank results in the

following;:

Definition 4. The reduced wave operator B acting on a covariant tensor

field T..., is defined as

1
.T)\...p = DT)\...p + ((2[/7—)\ + éR(fL’)gTA - Rq—)\) - gUTV)\(FU<I> — FU)> TT...p + -

1
s ((QLW + ER(x)ng — R;p) — Gor Vo (F7 () — F“))T,\..‘T,
where 0 = g"'V ,V,. The action of B on a scalar f is simply given by
mf=q¢"V,V.,f.

Remark 18. The operator B provides a proper second order hyperbolic
operator for systems which involve the metric as an unknown, in contrast
to . Accordingly, when working in generalised harmonic coordinates, all
the second order derivatives of the metric tensor can be removed from the
principal part of geometric wave equations. A system of evolution equations
expressed in terms of the reduced wave operator B (rather than in terms

of the geometric wave operator [J) will be said to be proper.

3.5.3 Summary: gauge reduced evolution equations

The previous discussion leads us to consider the following gauge reduced
system of evolution equations for the components of the conformal fields

=, 8, Lap, dapea and gqp with respect to coordinates z = (z#) satisfying the
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generalised wave coordinate condition (3.21):

W= =4s — éER(m), (3.25a)
s = —1sR(z) + L, L" — iV, R(x)V*E + 12°T,, T — Z°L,, T
+EVHFEVYET,,, (3.25b)
WL, = —25d,,,L" + 4L, L.\ — Ly, L g, + 1V, V,R(z)
+12%d, T — EVAT, — 2T (A V' E, (3.25¢)
.duw\p = _4EdﬂT[Agdp]UW - QEduTVUd/\pTU + %dw')\pR - T[MUE2dV]U/\p
=T o — Z2 9o T™ + Z20u 0 plopr T + 2V, Tirpp
+euwor V' TN, (3.25d)
Auwl9) = 2Ly + éR(x)gW. (3.25¢)

Remark 19. The reduced system of evolution equations (3.25a)-(3.25¢) is
a system of quasilinear wave equations for the fields =, s, L,,, d,.», and

Guv- Schematically, one has that

9°70,0.2 = X(g, dg, =, s, R(x)),

9°70,0,5 = S(g,09,Z,02, s, L,R(z),0R(z),T),
9°70,0; L,y = F,,(9,09,2, L, d, R(z),0*R(z),T,0T),
977 050-dynp = Dyrp(9, 09,2, d, R(z),0T),
977050, 9, = G (9,09, L, R(z)),

where X, S, F,,, Dy, and G, are polynomial expressions of their argu-
ments. Strictly speaking, the system is a system of wave equations only if
guv is known to be Lorentzian. The basic existence, uniqueness and sta-
bility results of systems of the above type have been given in [43] — these
results are the second order analogues of the theory developed in [45] for
symmetric hyperbolic systems. The basic theory for initial-boundary value

problems can be found in [14, 21].
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3.6 Propagation of the gauge

This section is devoted to studying the consistency of the conformal and
coordinate gauge introduced in Section 3.5 by constructing a system of

homogeneous wave equations for the corresponding subsidiary fields.

3.6.1 Basic relations

Consider a set of coordinates x = (z#). Let g,, denote the components
of a metric g, in these coordinates. Similarly, R, denotes the compo-
nents of the associated Ricci tensor Ry, while R is the corresponding Ricci
scalar. We now investigate the requirements for R, and R to coincide, re-
spectively, with %, and R(z). In addition, we also need to investigate the
conditions under which L,, corresponds to the components of the Schouten

tensor. This can be expressed as the vanishing of the following fields:

QQ =R—R(x), (3.26a)
Q' =T — Fi(z), (3.26D)
Quw =Ry — X (3.26¢)

Below we make the following assumption:

Assumption 2. Let T, and T, be, respectively, the components of a
tracefree energy momentum tensor with vanishing divergence and its asso-

ciated rescaled Cotton tensor. Let g,,, and L, be solutions to the equations:

Ry = 2L + tR(T) Guv, (3.27a)
WL, = —22d,,mL" + 4L, L, — Ly, L g, + 1V, V,R(z)
+128d, T — EVAT, — 2T (uam V' E. (3.27b)

As a direct consequence of equation (3.27a), one can find that the gauge

zero-quantities (3.26a)-(3.26¢) are not independent of each other. Simple
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calculations yield

Qw, = V(MQV), (3.28&)
Q=0Q,/ =V,Q" (3.28b)

Furthermore, equation (3.22) and Definition 4 lead to

Rwlg) = R = VuQy), (3.292)
.LMV = DL,MV - (Q;w - VMQU)LUV - (Qua - quJ)La,u- (329}3)

Remark 20. Equations (3.28a)-(3.28b) show that if Q* = 0 then @ and
@, automatically vanish. In this sense, we will consider Q" as the basic

gauge zero-quantity of the system.

3.6.2 The gauge subsidiary evolution system

In this subsection we obtain a system of homogeneous wave equations for
the gauge subsidiary variables. This will be achieved via exploiting the
properties of the so-called Bach tensor which will play the role of an inte-

grability condition for the system.

3.6.2.1 The Bach tensor

Let g, be a 4-dimensional metric. The Bach tensor is defined as:
By = VoL — VVeLay — Coea L. (3.30)

From this definition it is easy to verify that By, is symmetric and tracefree.
Additionally, it satisfies the following identity, independently of the validity

of the Einstein field equations:
VB = 0. (3.31)

Remark 21. A straightforward calculation shows that the Bach tensor

can be expressed in terms of the geometric zero-quantities as

Bab = _LCdPacbd - %E’SdacdeCd + Ech’aCb + 2T(a|c|b)VCE-
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Consequently, if g, is a solution to the MTCEFE then the Bach tensor

vanishes if T, = 0.

Remark 22. In view of the fact that trivial initial conditions for the zero-
quantities imply the vanishing of P%,.; — see Proposition 5 — throughout
the remainder of this chapter, and for the sake of simplicity, our calculations

will assume that P%,.; = 0.

3.6.2.2 Wave equations for the gauge subsidiary variables

The Bach tensor can be conveniently expressed in terms of the gauge sub-
sidiary quantities. Terms containing 2, and R can be rewritten according
to definitions (3.26a) and (3.26c) along with (3.28a) and (3.29a). This

results in:

B == Edu, LY — £V, V,Q + ViV, L, + V'V, V,Qy — OL,,
- %V)\V/\V(MQV) + %guuv)\v)\Q - leEdu)\vapQ)\ - 7115 upx/)\v)\@p'

An expression for JL,, can be obtained combining (3.27b) and (3.29b).
Notice also that this term is the only one containing contributions from the

matter field. Direct substitution yields

B/.Ll/ :L)\pL)‘Pgw, — 4LH”LV)\ + %QWVAV’\Q . %V”VZ,Q B %V#VVR
+ QL)‘(“VV)QA + Edlt)\VpLAp - %Edu)\uprQA - %dupu)\vaA + N,uua

where

N,

%

Z3d vy T + 2T VE + EVAT,

1
2
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encodes the matter contributions. Commuting covariant derivatives and

making further suitable substitutions, a lengthy calculation gives

5) 1 )
B;w - - EQL,UJ/ - 2_5138627?'(‘%)9#1/ - _2L )\QV)A + _Q2g,u1/ - _Qquu
1
+ g REOVLQy +20,7,Q" - v ZVAVAQ, — —QV Qu
1 3 7
+ ER(SIJ)VVQH + —V Q)\VI/Q)\ + —(I)#)\VVQ/\ + gvuqu

+ iV)\V v Q, + 1 gu,,V,\V Q — —V,\V’\ V@) + Z(I)V/\VAQM
F VRN T + QT+ S0V @, — S, VR
T VQ §¢Apng Q0 VAQVQ
1169’”’ pAVPQ + Ny (3.32)

Next, we introduce the auxiliary field

M, =0Q,. (3.33)

Taking the divergence of equation (3.32), and after some direct manipula-
tions, equations (3.28a)-(3.28b) and (3.31) imply that

DMV = HV<VM7 VQ? VQ7 Q7 Q) + 4V#N,ul/7

where Q stands for @), and, for simplicity, H, represents a homogeneous
function of its arguments. On the other hand, we can rewrite the term
V#N,, in a suitable way by using the symmetries of T, along with the
help of equations (3.26¢), (3.29a) and the geometric zero-quantities. A

direct calculation shows that

VYN, = =T T — 23T\ A,

1
2
so the wave equation for M, takes the schematic form

OM, =H,(VM,VQ,VQ,Q,Q, T, A). (3.34)

Lastly, a wave equation for ) is required to close the system. This can
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be obtained by direct application of the [ operator on the definition of ()
along with the aid of equations (3.26a), (3.28b) and (3.29a), resulting in

0Q = —2L,V'Q" — V'Q"V (,Q.) — 5Q"V,.Q — 5Q"V,/R(x)
— 1R (2)Q + V"M, (3.35)

Remark 23. The gauge subsidiary evolution system, equations (3.33)-
(3.35), is homogeneous in M, Q,, @, Y., A, and their first derivatives.

The previous discussion leads to the following result:

Lemma 4. Assume that the hypotheses of Lemma 3 hold. Moreover, let
the quantities M, Q., @, Y, and A\ along with their first covariant
derivatives vanish on a fiduciary hypersurface S,. Then the unique solution
to the system (3.33)-(3.35) on a small enough slab of S, corresponds to
Q=0,Qu,=0 and M, = 0, which in turn implies that Q,, = 0.

Remark 24. It must be pointed out that these initial gauge conditions are
not equivalent, in the vacuum case, to those considered in [51] which only
require the vanishing of the gauge zero-quantities and their first derivatives
on the initial hypersurface. In the present case, the conditions require the

vanishing of third order derivatives via the definition of M,,.

3.7 Evolution equations for the matter fields

Having settled the analysis of the geometric part of the MTCEFE, we now
proceed to investigate the evolution of the subsidiary equations associated

to the matter models introduced in Section 2.4, namely the conformally
coupled scalar field, the Maxwell field and the Yang-Mills field.

3.7.1 The conformally coupled scalar field

First, we consider the conformally invariant scalar field defined in Sec-
tion 2.4.1. Notice that the second derivatives of ¢ in equation (2.23) will
lead to the appearance of second and third order derivatives of the matter

field in the expression of the rescaled Cotton tensor — see equation (2.8d)
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— which may affect the hyperbolicity of the system (3.25a)-(3.25¢). More-
over, T, is also coupled to the geometric sector via the Schouten tensor.

These difficulties will be addressed in the sequel.

3.7.1.1 Auxiliary fields and the evolution equations

We start the analysis by observing that the third order derivative terms in
the expression of the rescaled Cotton tensor for the conformally invariant
scalar field are of the form V|,V V. ¢. Using the commutator of covariant
derivatives, these terms can be transformed into first order derivative terms

according to the formula
v[avb]chS = _%Rabcdvdgb'

Thus, one is left with an expression for the Cotton tensor containing, at
most, second order derivatives. In order to eliminate second order deriva-
tive terms in the rescaled Cotton tensor which, potentially, could destroy
the hyperbolic nature of the wave equations, one needs to promote the first
and second derivatives of ¢ as further (independent) unknowns. Accord-

ingly, we define
¢a = va¢7 ¢ab = Vavb¢- (336)

Following the previous discussion, and exploiting equation (2.11c), one can

write the rescaled Cotton tensor for the conformally coupled scalar field as

-1
Tabe = <1 - 41152 2) (%E¢Lc[b¢a} + %E¢[b¢a]c - i5¢2dabcdvd5 - i52¢dabcd¢d

+ %Eﬁbgc[bLa]d + %Egc[aﬁbb]dﬁbd + gc[bTa]dVdE + 3Tc[bva]5) . (3.37)

We now proceed to construct suitable evolution equations for ¢, and
®ap by means of a set of integrability conditions for these fields. Firstly, the
identity V.o, = V¢, represents an integrability condition for ¢,. A wave
equation then readily follows after applying V°® and using equation (2.22):

1 1
D¢y = 2¢° Loy, + §R¢a + égbvaR. (3.38)
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On the other hand, an integrability condition for ¢4, can be obtained di-

rectly from its definition:
2v[c¢a}b = ¢dRcabd = _E¢ddacbd - 2¢[0La]b + 2¢dgb[cLa]d-

Applying V¢ to this expression and using equations (2.11c), (2.11d), (2.22)

and (3.38), a straightforward calculation leads to:

|:kbab :%qbabR - %R¢Lab - 2¢Cchdgab - %¢cgabch + %qbv(avb)R
— 256 d(a/eppyd + 80 Ly + 220 T(ajepp) + 20 Vi) R + 20V (o L)e
— 20°d,, "V 2. (3.39)

Remark 25. In equation (3.39) it is understood that the rescaled Cotton
tensor T, is expressed in terms of the auxiliary fields ¢, and ¢4, according

to (3.37), so does not contain second or higher derivatives of the fields.

Remark 26. When coupling the wave equations (2.22), (3.38) and (3.39)
to the system (3.25a)-(3.25¢) satisfied by the geometric conformal fields, it
is understood that the geometric wave operator [ is replaced by its reduced

counterpart W as discussed in Section 3.5.2.1.

3.7.1.2 Subsidiary equations

To verify the consistency of our approach in dealing with the higher order
derivative terms in the rescaled Cotton tensor for the conformally invariant

scalar field we introduce the following subsidiary fields:

Qa = (ba - Va(ba (340&)
Qab = ¢ab — Vavb¢- (340b)

A wave equation for (), can be obtained in a straightforward way: ap-
plying O to definition (3.40a) and with the help of relations (2.22) and
(3.38), a short calculation yields

0Q, = O¢ — Vo — Ry V0 = LRQ, + 2L, Q. (3.41)
Similarly, by applying [J to equation (3.40b), commuting covariant deriva-
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tives and using the definitions of the geometric zero-quantities, one obtains

|:|Cgab :%QabR - 2CBCchdgab — %chabch + ZQCVcLab - 2EQCddacbd
+ 8Q(a Luye — 20°Aajep) + 4ZQ T aep) + 4Q°Aajey) + 3Q@ Vi R
— 4Q° (e V i=. (3.42)

Remark 27. The system of wave equations (3.41) and (3.42) is homoge-
neous in Q,, Qu and Agpe.. Thus, it follows from general uniqueness results
for solutions to wave equations that if these quantities and their derivatives
vanish on an initial hypersurface S,, then necessarily ), = 0 and Q, = 0

at least on a small enough slab around S,.

3.7.1.3 Summary

The analysis of the conformally coupled scalar field can be summarised in

the following manner:

Proposition 6. The system of equations (3.25a)-(3.25e) with rescaled Cot-
ton tensor given by (3.37), together with the conformally coupled wave equa-
tion (2.22) and the auziliary system (3.38)-(3.39) written in terms of the
reduced wave operator B, constitute a proper system of quasilinear wave

equations — see Remark 18.

3.7.2 The Maxwell field

Continuing with the study of tracefree matter models, consider the Maxwell
field governed by equations (2.24a)-(2.24b). The strategy is similar to the
one in the previous section: first, a set of suitable wave equations for the
matter field will be constructed and then the propagation of the corre-

sponding subsidiary variables needs to be proved.

3.7.2.1 Auxiliary field and the evolution equations

Equation (2.24b) represents a direct integrability condition for Fg,. Ap-
plying V¢, commuting covariant derivatives and using equation (2.24a), a
calculation yields

OF . = 1FR — 2EF “dyepa. (3.43)
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From equation (2.8d) it follows that the rescaled Cotton tensor con-
tains first derivatives of Fy;,, which puts at risk the hyperbolicity of the
system (3.25a)-(3.25d). In order to deal with this problem we introduce
the auxiliary variable

Fope = VoL, (3.44)

satisfying Fupe = Fupg. By virtue of equation (2.24b) it also follows that
Fiapg = 0. In terms of this quantity, it can be readily checked that the

rescaled Cotton tensor for the Maxwell field takes the form

Tabc = EF’[bdFja]cd - %EchFdab + %Egc[aFder]de - 31_7’cd1_7’[advb]E
+F3e F o Vi = — Gepa o Fae VIE. (3.45)

From definition (3.44) it follows that Fj;. possesses two independent diver-
gences: V*Fy. is simply the right-hand side of wave equation (3.43) whilst
the other is given by

1
chabC = —‘FCddacbd — BRFab + QF[acLb]C, (346)

as a direct calculation confirms. In order to obtain an integrability con-
dition for Fy., consider the expression 3V(qF,p. Commuting covari-
ant derivatives and using the first Bianchi identity for the Weyl tensor,

a straightforward calculation results in:
Sv[dﬂ(ﬂbc] - _3EF[ded\ae\bc} + 6F[dch]a + 69a[deeLc]e- (347)

A geometric wave equation can be obtained by applying V¢ to the last
expression and commuting derivatives. Using equations (2.11c), (2.11d),
(2.10), (2.13), (3.46) as well as the symmetries of dypeq and Type to simplify

it, a long but direct calculation yields

OF e = —22F,Tyeq + 42Fp Toge) — 22F, “dpace — 4ZF 3 dyjead + 2 FupeR
+4F % Laa — 4F sy Lajg — 4F 0 g Lae + 5F5VaR — 2F*“dogeyV g2
— AZF*V yd jead — sFap VR — 2F°dejeaaVIE — FydaencVE
— 4F[bedc]daevd5 — F, dpeac VIE + 2F6f9a[bdc]edfvd5 + %ga[ch]dvdR-
(3.48)
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This equation can be further simplified via a pair of observations. First, by

multiplying equation (3.3) by F'% the following auxiliary identity is found:

2F, dijecaVE — 21 dgea VOE + 2F%eeda Vi = — 2F goadyea, V= = 0.
(3.49)

Secondly, from equation (2.13) we have the following relations:

4EFdev[bdc}ead = _2‘E‘EbcefFWde *Tadf + 2EFd€vedadbc7
E}TaleveCi(JLclbt: = _%EEadedee *Tbcf - %Epdevadbcde-
Combining them we readily obtain the identity

AZF*V ydgead = AZF Tajga — 2EF, "Thea + ZFV o dpee.- (3.50)

Making use of (3.49) and (3.50), the wave equation for Fy,. takes a simpler

form:

|:|Z71z1bc = 4EF[dec}da - 2EFadedbdce - 4Fd[bedc]ead + %FabcR + 4decLad
- 4Fda[ch}d - 4Fd[begc}a[/de + %FbcvaR - %Fa[bVC]R + %ga[ch]dvdR
- 4F1dedade[bvc]E - 4ﬂbedc]daevd5 - 2}710L66lbt:0lev6lE - EF1devobdbcde-
(3.51)

As remarked in the case of the conformally invariant scalar field, the geo-
metric operator J is to be replaced by B when equations (3.43) and (3.51)
are coupled to the system (3.25a)-(3.25¢).

3.7.2.2 Subsidiary equations

In order to complete the discussion of the Maxwell field it is necessary to

construct suitable evolution equations for the zero-quantities

M, = VFy, (3.52a)
Mabc = V[anc}a (352b)
Qabc = Fabc - Vanc- (352(3)
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Here, M. possesses the symmetries
Mape = Ma[bc] = M[ab}c - M[abc}' (353&)
Also, one can verify the following identities:

VM, =0, (3.54a)
VMape = =2V, My. (3.54b)

Remark 28. Following the spirit in the discussion of the previous section,
the zero-quantities M, and M. encode Maxwell equations (2.24a) and

(2.24b), respectively, while Q. does so for the auxiliary field F,.

Equation for M,. Observe that equation (3.54b) works as an integrability
condition for M,. Applying V?, using (3.54a) and exploiting the various

symmetries of My,., one obtains

OM, = tM,R +2M"Lg,. (3.55)

Equation for M,,.. In order to avoid lengthy expressions it is simpler to
consider the Hodge dual of My, defined as

1
M =V'E; = §eadeMde. (3.56)

Here, the second equality is a consequence of equations (3.44) and (3.52b).
From this definition it can be easily checked that M} is divergencefree

which, in turn, implies an integrability condition. More explicitly:
VM, =0 <= VMg = 0. (3.57)

Applying V¥ to (3.57) and commuting derivatives, a straightforward cal-

culation leads to
|:|]\4abc = %RMabc - 6Ed[adbeMC]de - 6L[adec}da (358)

where it has been used that V[aV|d|Mbc]d vanishes by virtue of equation
(3.54b).
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Equation for (),,.. A wave equation for the field Q). can be obtained
by direct application of the [J operator. Employing definitions (3.52a),
(3.52¢), along with equations (3.6¢), (3.6d), (3.43) and (3.51), one obtains

the expression

DQabc - 4EF[bdA|a\c]d - 2EQadedbdce - 2EQd[bedc}ead + %QabcR - 4M[ch]a
+ 4deCLad - 4Qda[ch}d + 6Ladecd - 4Qd[begc]aLde + Q-Fd(idbdcevaE
— 4F %Ay V g = — 6 Flu dpejae V= (3.59)

In order to show that the terms not containing zero-quantities vanish, ob-

serve that the first Bianchi identity implies that
2F%dy1ee Vo= — 4F “d ey Vo= = 3F*“dgefap Vg =

On the other hand, multiplying definition (3.10) by £F'%, a short calculation
yields the auxiliary identity

3F* ey Vg = — 6 Fjo dyejae VI = 0.
From the last two expressions it follows then that

DQabc = 4EF[bdA\a|c]d - 2EQadedbdce - 2562d[bedc]ead + %QabcR - 4M[ch]a
+ 4decLad - 4Qda[ch]d + 6Ladecd - 4Qd[begc]a[/de- (360)

Remark 29. Geometric wave equations (3.55), (3.58) and (3.60) are cru-
cially homogeneous in My, Mgpe, Qape and Agy.. Thus, if these quantities
and their first covariant derivatives vanish on an initial hypersurface S,, it

can be guaranteed that there exists a unique solution on a small enough
slab of S, and it corresponds to M, = 0, M. = 0 and Q. = 0.

3.7.2.3 Summary

The previous discussion about the coupling of the Maxwell field to the
MTCEFE can be summarised as follows:

Proposition 7. The system of wave equations (3.25a)-(3.25e) with rescaled
Cotton tensor given by (3.45), together with the wave equations (3.43) and
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(3.51) written in terms of the wave operator B, is a proper quasilinear

system of wave equations for the Einstein-Mazwell system.

3.7.3 The Yang-Mills field

The Yang-Mills field is the last example of an explicit tracefree matter
model we consider. Due to its similarities with the Faraday field, some of
the calculations will result analogous to the ones performed in the previous
subsection. However, one of the distinctive features of the Yang-Mills field
is the fact that, in order to obtain a hyperbolic reduction of the equations,
one needs to introduce a set of gauge source functions fixing the divergence
of the gauge potential. The consistency of this gauge choice will be analysed

towards the end of the section.

Remark 30. Due to the form of the energy-momentum tensor given in
(2.30), first derivatives of %, will appear in the rescaled Cotton tensor,
putting at risk the hyperbolicity of the system (3.25a)-(3.25¢). As in the
case of the Maxwell field, this will make necessary the introduction of an

auxiliary quantity.

3.7.3.1 Evolution equations for the Yang-Mills fields

Suitable wave equations for the Yang-Mills fields can be obtained by a
procedure analogous to the one used for the Maxwell field. Accordingly,

we introduce the auxiliary field
FCape = Vo F % + C% A" Floe. (3.61)

Moreover, the construction of a geometric wave equation for the Yang-Mills
gauge potentials requires the introduction of gauge source functions f(x)
depending in a smooth way on the coordinates and fixing the value of the

divergence of the potential. More precisely, in the following we set

VeAT, = f9(x). (3.62)

Equation for the field strength. The Yang-Mills Bianchi identity, equa-
tion (2.28c), represents an integrability condition for the field strength .
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Differentiating it and making use of equations (2.27) and (2.28a)-(2.28c¢),

a straightforward calculation results in

DFaab = - 2EFwwddacbd + %FuabR + 2Cachbachbc - 2Cmch‘ccobeleC
- CabececDFaabAbcAcc + Cabcfb(x>Fcab- (363)

Equation for the gauge potential. Equation (2.28a) provides a natural
integrability condition for the gauge potential field. After applying V°,

commuting derivatives and using equation (2.28b), one arrives to:

DA%, = LA R+ 2A% Loy + CpFap A™ + Coe f4() A%y — o APV, A°,
+ Vof(z). (3.64)

Equation for the auxiliary field. A suitable integrability condition for
the field F®. can be obtained from its definition. Using this and equation

(2.28¢), some manipulations yield

3V apg = — 3EF 1 djaclea) + 6F peLiaja) + 3F apeA g C%e
— 3F p F ) C % + 6F° 1, Lejeala)-

Proceeding as in the case of the wave equation for F'%y,.., as well as using the
Jacobi identity and definitions (3.61)-(3.62), a lengthy calculation results

m

|:|Pmabc = %FaabcR + 4FadbcLad + 2thchcad0abc - Fcabcfb(x)cabc
- FaabcAbdAchabeCeca + %FabcvaR - 2AAde’abcvd}?cabc
- F’adedaebcvdE - F‘aaedbcdevdE + 25Fmdevedadbc
— 4ZF " g e — 2EF % “dpjgge — AF ™ apLaa + AZF " Taq
+ AEF " Tagie) — F ap VR + AF° 03 F¢ aC%c — 4F* 4, LigeGal
- 25Fud6ﬂb|dega|c] - 4Fu[bdd|ad|c]ev65 - 2-Fa[bdd\a|ec]dveE
+ 2F oyl Vo= — 2F 1 101 VaR — 2F% 9o,V 4 Lyje-
(3.65)

In a similar manner to the two previous matter models, when equations
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(3.63), (3.64) and (3.65) are coupled to the system of wave equations for
the geometric conformal fields, the [ operator is to be replaced by its

counterpart W

3.7.3.2 Subsidiary equations

The next step in the analysis of the Yang-Mills field is the introduction of
the corresponding subsidiary quantities and the consequent construction of
suitable geometric wave equations for them. For this purpose define the

following set of zero-quantities:

M, = VPF%, + C® A" F,. (3.66a)
M = VA% — VA%, + C% A A% — F%y, (3.66b)
MC e = VigF g + C A Fhy, (3.66¢)
Q%be = Flape — VaF e — C%c A% Fye. (3.66d)

Notice that, unlike the analysis for the Maxwell field, an additional field
M*®,, must be considered due to the introduction of the gauge potentials.
From the above definitions, it follows that M*®,,. and M®%,, possess the

symmetries
Maabc = Maa[bc] = Ma[ab]c = Ma[abc]7 Maab = _Maba- (367)

Also, by combining (3.66¢) and (3.66d), an auxiliary relation is directly

obtained, namely
3Muabc + SQu[abc} - 3Fu[abc] = 0. (368)

Furthermore, direct calculations show that the Yang-Mills zero-quantities

satisfy the relations

VoM™ = —Co A" M*, + LC% F M, (3.69a)
ViM®,, = M°,, (3.69b)
VoMt = =3V, M — 2C A M — O A M ape — 5C% AP QF ape

—20% FO " M .. (3.69¢)

71



Equation for M*,. Consider the expression 3V M*,. Commuting co-
variant derivatives, substituting expressions (3.66¢), (3.66d) and exploiting
the Jacobi identity for the structure constants, the following integrability

condition is obtained:
BV M o) = —MCape — 3C%6c A% [, M 4. (3.70)

Applying V¢ to the last equation, a short calculation using equations
(3.69a) and (3.69c) yields

DMaab - 3AbccabcMCabc + 2Ab€Cﬂchccab + %RMaab - fb<'r)0abcMcab
- Abccahcchcab - 2Ed[acb]dMacd + 2Fb[acca|bc\Mcb]c
— 2C%MP V| A% (3.71)

Equation for M?®,. Equation (3.69c) constitutes an integrability con-
dition for the field M*®,. A suitable wave equation can be obtained by
first applying V¢, commuting derivatives and observing that V.V, M =
Ve VgM*%%. Then, using definitions (3.66a)-(3.66d) along with (3.69a),
(3.69b), (3.70), the Jacobi identity, and an appropriate substitution of

(3.68), a long but straightforward computation results in

OM® = 2Ly M + L RM®, + 2F 4 C% M — f°(2)C% M,
— APAS OO o My — S0 M e + BA* ACC (0 C% e M
+ 24" ACC 5 C e Q cba — 3C 6 M 4o M + 2F°,CC% M
— 20 Q" M g + FGC A C O M o — 2A%C%, Vo My
+ 240V oQ o — 3C e M o VEA™ + 20, Q%0 VEA™.
(3.72)

Equation for M®,.. In a similar fashion to the approach adopted for the
electromagnetic zero-quantity My,., and in order to simplify the calcula-

tions, we introduce the Hodge dual of M® .

M, = CO% F g A% + VP, = Le, MM %y (3.73)

Here, the second equality has been obtained with help of the definition of
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F*, and equation (3.66¢). With this expression we compute the diver-
gence of M**,. Making use of (3.66b) and the Jacobi identity, a calculation
yields

VQM*M — _CrabecrecaF*DabAbaAcb . OabeAbaM*ca + OabeF*cabvbAba
— _CabeAbaM*ca o icabefadeF*bachcd-

In terms of non-dual objects this takes the form of an integrability condi-

tion:

EadevdMaabc — CabceadeAbaMcbcd + %CabceadeFbachcd
= AV M peq) = 405 Al M o) + 2C% 6 O (0 M o (3.74)

From here, a suitable wave equation can be obtained by applying V¢
and commuting derivatives. After a long calculation in which definitions
(3.66a)-(3.66d), equations (3.68)-(3.70) and the Jacobi identity are em-
ployed, one finds that

OM e = %RMaabc - AbdAchabDCaceMeabc - Cabcfb(fﬂ)Mcabc
— 2A%C% Vg M gy — 6Zdje " M gae — 6L, " M %a
+ 2F ", C% e M ga — 6F° [, C% o M yeja — 2AC%V (0Q  appe)
+2C%: Q" (Vg AS g — 2C% Q" (s M  ga + F [y A“C® 6o C° ot M
— 2A%, AC% 5 C Q- (3.75)

Equation for Q°,.. Similar to the case for the Maxwell field, a wave
equation for Q%;. can be obtained by directly applying the [J operator to
its definition. Since the identity used in the deduction of equation (3.60)

has the same form for the Yang-Mills strength field, an analogous procedure
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can be followed. A long computation gives:

OQ%ape = 6L M%eq + 2RQ%be + 4L Q%ape — f°(2)C%6eQ  abe
— 2F°, 0% Q e — A AS4C 1 C% Q% b + 2A° A CO 5 C% e Q" ave
+ FeAMC O M g — 2F 4 AP O C° (e M g + 205 Q gy Vo A™
+ 4A™C% V1, Q appe + 2C%6 MV 4 F e + AZF A g
+ AZF 3 A jjga — 22dp" 0 Q% ade + 42d, 1 Q% d e + ALapM"

+ 4L Q% dalg + EF " Apjaealg + 4F° 1 C% 6cQ  ajeja + ALY Gap Q% /-
(3.76)

3.7.3.3 Propagation of the gauge

In this subsection we show the consistency of the introduction of the gauge
source functions f%(x) into the analysis of the propagation of the con-
straints for the Yang-Mills potential. For this purpose we introduce the

zero-quantity P° defined as:
Pt =V°*A", — fY(x). (3.77)

The computation of a wave equation for this field is straightforward: first,
a short calculation employing equations (3.64), (3.66a), (3.66b) and (3.69b)
gives

V,P* = —A%C%.P* — M®%, + VM

From here, application of a further covariant derivative directly results in
OP® = — f°C% P+ A*C% M — $F*C% My — A C%V, PC. (3.78)

Remark 31. Geometric wave equations (3.71), (3.72), (3.75), (3.76) and
(3.78) are homogeneous in M®,, M., M®upe, Q%bes P*, Agpe and their first
covariant derivatives. Thus, if these fields vanish on an initial hypersurface
S,, it can be guaranteed that there exists a unique solution on a small

enough slab of S, and it corresponds to the trivial one.
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3.7.3.4 Summary

The previous discussion about the Yang-Mills field coupled to the conformal

Einstein field equations leads to the following statement:

Proposition 8. The system of wave equations (3.25a)-(3.25e) with energy-
momentum tensor given by (2.30) coupled to wave equations (3.63), (3.64)
and (3.65) written in terms of the operator W, is a proper quasilinear system

of wave equations for the Einstein-Yang-Mills system.
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Chapter 4

Killing boundary data for

anti-de Sitter-like spacetimes

The material of this chapter is based on [13].

The problem of encoding (continuous) symmetries of a spacetime at
the level of initial data is an important classical problem in Relativity —
see e.g. [48]. A modern presentation of this issue and the related theory
can be found in [6, 17]. The key outcome of this theory is the so-called
set of Killing initial data equations, a system of overdetermined equations
for a scalar field and a spatial vector on a spacelike hypersurface — cor-
responding, respectively, to the lapse and shift with respect to the normal
of the hypersurface of a hypothetical Killing vector of the spacetime. If
these Killing equations admit a solution, a so-called Killing initial data set
(KID), then the development of the initial data will have a Killing vector.
The theory of KID for the Cauchy problem for the Einstein field equa-
tions can be also adapted to other settings like the (finite and asymptotic)
characteristic initial value problem [19, 50] and, more relevant for the pur-
poses of the present article, to the asymptotic initial value problem for the
de Sitter-like spacetimes [52], i.e. solutions to the vacuum Einstein field
equations with positive cosmological constant.

The purpose of this chapter is to present a theory of Killing initial and
boundary data in the setting of anti-de Sitter-like spacetimes. As Corol-
lary 1 states, this class of solutions have a timelike conformal boundary

so, in addition to satisfying the KID equations on some initial hypersur-
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face, one also needs a suitable Killing boundary data set (KBD) to ensure
the existence of a Killing vector in the spacetime. Additionally, these sets
have to satisfy some compatibility conditions at the corner where the initial
hypersurface and the conformal boundary meet. The use of a conformal
setting allows us to perform the analysis of the boundary conditions for the
Killing equations by means of local computations.

An alternative approach to the analysis of continuous symmetries in
anti-de Sitter-like spacetimes has been started in [38, 39]. In this work,
the objective is to encode the existence of a Killing vector solely through
conditions on the conformal boundary — in the spirit of the principle of
holography. The required analysis, thus, leads to the study of ill-posed
initial value problems for wave equations which require the use of methods
of the theory of unique continuation. Their analysis requires imposing both
Dirichlet and Neumann boundary conditions on the conformal boundary
while the discussion in the present work requires, as already mentioned,
only Dirichlet conditions. The trade-off is that our analysis also requires a
solution to the KID equation on a spacelike hypersurface and compatibility

conditions between the Killing initial and boundary data.

4.1 Conformal properties of the Killing vec-

tor equation

In this section we briefly review the theory of Killing vectors from a confor-
mal point of view, following the presentation in [52]. We begin by recalling
the relation between Killing vectors in the physical spacetime (M, §qp) and

conformal Killing vectors in the unphysical spacetime (M, gap):

Lemma 5. A vector field £ is a Killing vector field of (M, §ap), that is
@aéb + @béa =0,

if and only if its push-forward £* = gp*g‘l 18 a conformal Killing vector field
in (M, gap), i-e.
1
vaSb + nga = ivcfcgab (41)
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and, moreover, one has that
- 1
V2 = Z:Vafa. (4.2)

The proof of this result can be found in [52].

Remark 32. In the following we will call equations (4.1) and (4.2) the
unphysical Killing equations. Observe that if g, extends smoothly across
# , then the unphysical Killing equations are well defined on the conformal

boundary.

The above result naturally poses the question about the conditions for
the existence of unphysical Killing vectors. This will be addressed in the

remainder of this section.

4.1.1 Necessary conditions

For convenience set .
= -V, &
=g 3

Then one has the following result:

Lemma 6. Any solution to the unphysical Killing equations satisfies the

system
&, + R.b&, +2Vaen = 0, (4.3a)
1 1
On + gﬁaVaR + an =0. (4.3b)

The proof of the above result follows by direct computation from (4.1) and
(4.2).

Remark 33. The wave equations (4.3a) and (4.3b) are necessary condi-
tions for a vector £ to be an unphysical Killing vector. However, not every
solution to these equations is an unphysical Killing vector. In this sense,
a vector field satisfying (4.3a)-(4.3b) will be called an unphysical Killing

vector candidate.
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4.1.2 The unphysical Killing equation propagation sys-
tem

The sufficient conditions are now discussed. It will be convenient to define

the following zero-quantities:

Sab = V& + Vo — 2nGap,
Sabe = VaSe,

¢ =¢&"V.E - En,

Y =ns+E£'Vus — VnVeE,
Bay = LeLgy + Vo, Vi,

with £ denoting the Lie derivative along the direction of £, that is
EﬁLab - gcchab + chvaéc + Lacvbgc‘

In terms of these quantities, a lengthy computation leads to the following

result proved in [52]:

Lemma 7. Let £* and n be a pair of fields satisfying equations (4.3a)-
(4.3b). Then the tensor fields

Saba Sabca ¢7 ¢7 Bab7

satisfy a closed system of homogeneous wave equations. Schematically, one
has that

[0S, = Hya(S, B), (4.4a)
0Sue = Hune(S, B, VS, VB), (4.4b)
o = H(o,v,5), (4.4c)
Oy = K(¢, S, B, 1, V), (4.4d)
OBa = Ku(S, B, VS, VB, V2S), (4.4e)

where V.S and V%S represent VoSpe and V4 Sheq, respectively.

Remark 34. In what follows, the system consisting of equations (4.3a)-
(4.3b) together with (4.4a)-(4.4e) will be called the unphysical Killing equa-
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tion propagation system.

The homogeneity of the evolution system (4.4a)-(4.4e) together with
the theory of initial-boundary value problems for systems of wave equations
(see e.g. [14, 21]) suggests to consider a Dirichlet problem to ensure the
existence of a solution to the unphysical Killing vector equations. Let S,

be an initial spacelike hypersurface. The conditions for the problem are:

(i) Initial data

Sap = 0, Sapbe = 0, ¢ =0, ¢ =0, B =0, (45&)
VeSab =0, VeSwe=0, Veop=0, Vb=0, V.By =0, (4.5b)

(ii) (Dirichlet) boundary data

Sy =0, Swe=0, ¢=0, »=0, By=0. (4.6)

If the above conditions are satisfied, the homogeneity of the wave equations
(4.4a)-(4.4e) guarantees that the only solution of the system is the trivial
one. This means, therefore, that the solution to equations (4.3a)-(4.3b)
will actually be an unphysical Killing vector. Motivated by this, we will
refer to the fields Sy, Sape, @, ¥, Bay as the Killing vector zero-quantities.

Remark 35. Strictly speaking, the initial conditions require only the van-
ishing of the zero-quantities and of their normal derivatives to the initial
hypersurface. If these conditions hold then the full covariant derivative of

the zero-quantities vanish on §,.

4.2 The Killing vector zero-quantities

In order to study the Dirichlet problem, we first investigate the Killing
vector zero-quantities and the relations between them. This analysis can
be supplemented by the conformal constraint equations (2.15a)-(2.15h),
(2.16a) and (2.16b). More specifically, the constraints on the conformal
boundary (2.17a)-(2.17j) will become relevant for the subsequent analysis,
along with their solution in the particular case of vacuum — see Proposi-

tion 2.
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Let H C M be an either spacelike or timelike hypersurface with 3-
metric denoted by hg,, normal vector n®. In this respect, let us define the

following relevant quantities:
Cia Ca Sijv Sia Sa Sijk7 BZ] Bia B

as the respective pull-backs of the following projections of the Killing vector

candidate &, and the zero-quantities to H.:

habfbv nafau hachbdscda nchabsbcy nanbsaba hadhbehcf‘sdefa
hachdecda nchabBbcy naanab-

In the next subsection, the vanishing of the zero-quantities on S, and .

will be analysed using these objects.

4.2.1 Decomposition of ¢ and

From their definitions, a straightforward decomposition of the zero-quantities

¢, 1, and their normal derivatives, leads to the following expressions:

¢=("DiE+ (X — 1=, (4.7a)
n*V,¢ = —n% —ZDn + D¢'D;E + (/(D;Y — K D;=)
+e(¢CDY + XDC), (4.7b)
and
Y =ns+('D;s +e(Ds — DinD'E — eXDn, (4.8a)

nava¢ = 77DS + SDT] + DCZDZS + CZ(DZDS — KZJDJS) — D’n(DlE
—K{D,Z) — D;Z(D' Dy — K';D'n) + e(CD?s + DCDs
DDy — D). (4.8D)

4.2.2 Decomposition of S,,, B,, and their derivatives

Before performing a decomposition of the remaining zero-quantities, a few
observations can be made about the redundancy of some of their compo-

nents. For this task their explicit decompositions will not be required but
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expressions will be given in terms of functions which are homogeneous in
the zero-quantities and their derivatives; this will prove to be useful when

imposing the vanishing initial-boundary data.

Lemma 8. Let H C M be either a timelike or spacelike hypersurface.
Assume that Sij, DS;;, Bij and DB,; are known onH. Then, the remaining
components of the zero-quantities and their first-order derivatives can be

computed on H.

Proof. In the following, for ease of presentation, let f denote a generic
homogeneous function of its arguments which may change from line to

line. As pointed out in [52], equation (4.3a) implies the identity
a 1 a
VoS — §VbSa =0. (4.9)
Expressing S,; in terms of its components, a short calculation yields

DS, + %anS — /(Sy, DiSyp, DSyy). (4.10)

Multiplying this equation by h,°’, an equation for DS; is obtained. Simi-

larly, multiplying equation (4.10) by n® we obtain an analogous expression

for DS. Then, all the components of DS, can be computed on H and, in
consequence, Sgpe 18 known.

In order to analyse the fields derived from B, consider equation (4.4a)

which can be written in a more explicit way as:
DQSab = _4€Bab + f(Saba VcSaba DchSab)~ (411)

As it is assumed that B;; is known on H, one can solve for D281;j from this
last equation; in particular, D2S; can be computed. On the other hand,
by applying V. to (4.9), a lengthy but direct decomposition leads to the

following two relations:

DQS@' = f(Saba vcsab)> (4123“)
€D*S = D*S;" + f(Sap, VeSaup). (4.12b)

From here we observe that their right-hand sides are either known or com-
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putable on H so the components D?S; and D2S are determined. Thus,
(4.11) implies that the components B; and B can be computed.

Regarding the normal derivatives of By, we make use of the identity
VB — %VbBa“ = Seq(VeLy — %VbLCd),

whose validity is guaranteed by equations (4.3a) and (4.3b) — see [52].
Observe that its left hand side has the same form as equation (4.9), while
its right hand side is homogeneous on Sy;,. Then we conclude that DB; and

DB are computable.

Finally, the normal derivative of S,;. can be analysed from its definition.

Commuting derivatives, a short calculation yields:
DSabc = Da(DSbc> + EnaD2Sbc + f(SCLb7 chab)-

Since it has been proved that all the terms on the right-hand side are either
computable or part of the given data on H, the proof is complete.
O

Remark 36. Lemma 8 is valid either for a spacelike or timelike hypersur-
face, but given that it assumes certain normal derivatives, it is naturally
adapted to a spacelike hypersurface where first-order derivatives are as-
sumed as part of the initial data. If, on the other hand, H is timelike
and Dirichlet conditions are assumed, then DS;; plays the role of the only

necessary component of Sy, while DB;; is not required.

In view of the previous result, the explicit form of the remaining inde-
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pendent data under a decomposition on H is given by:

Sij = Di(; + D, + 2eC K — 2nhyj, (4.13a)
Si = D¢+ Di¢ — (' Ky, (4.13b)
S =2D¢ — 2en, (4.13c)
DS;; = 2D D¢y — 2K Dy Gy + 2¢F Dy Ki; — 2¢F D Ky + 2¢C DK
+2eK;;DC — 2hy; D, (4.13d)
Bij = (" Dybi; + 201D, C* + 2¢CK 0,1, + 2¢0:D5)C + eC DO
+D;Djn, (4.13€)

DB;j = Dy.0;;DC" + K;" Dy, Li; + Dy D0, + 2n° L™ Rjymer + 2K (70,1, D¢
+2CK ;" DOy + COx DK j* + 2D ;¢* DOy + 204:(D; DC* — Ky)°DeC*
+n°Ryyea”C?) + 2D0; D ¢ + 20D 5 D¢ — 20K " D¢ + 2¢ D0
+2D¢D8;; + D;D;Dn — 2K ;" Djy Dyn — DynD; K

—n°Rjicr” D). (4.13f)

4.3 Boundary analysis

We now proceed to discuss the explicit requirements a well-posed initial-
boundary problem with vanishing Dirichlet data imposes on the conformal
Killing vector candidate and the related quantities. In this subsection,
whenever the symbol ~ appears — see Section 2.3.1 — the quantities in-
volved will be assumed to be intrinsic to .# despite not being necessarily

crossed by a line.

4.3.1 Zero-quantities on .¥

Having obtained the decomposition of the zero-quantities, one can then
study them on the conformal boundary and, in particular, analyse the
consequences the vanishing Dirichlet conditions impose. As mentioned in
Remark 36, the independent data on .# are given by ¢, ¥, Su, PSq and
B,. Evaluating equations (4.7a), (4.8a) and (4.13a)-(4.13e) on .#, one
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obtains

¢ >~ Y, (4.14a)
~ns + (' P;s + (Ps — XD, (4.14b)
Sij =~ DG+ @]Q + 25l — 20y, (4.14c¢)
Sa = D¢+ DG — G, (4.14d)
S ~2)p¢ — 2n, (4.14e)

DSij = 2D DGG) — 22D Gy + 20;5C" Py — 203Dy + 20D K5
+22¢0;;10C — 201D, (4.14f)

Bij ~ (k@kli;‘ + 25k(¢@j)Ck + 25¢Clij — 2D ;5D ¢ + CPP Li;

+D:Din- (4.14g)

Imposing Dirichlet vanishing data on .#, equations (4.14a)-(4.14g) pro-
vide a number of conditions for the fields and their derivatives on the
conformal boundary. Using the definition of  and the solution in Propo-

sition 2, it follows that the set of independent conditions is given by:

¢~0, (4.15a)
DG ~ G, (4.15b)
DG+ DG = 2nl;, (4.15¢)
D=+ (P, (4.15d)
Ll +Pdpyn ~ 0. (4.15e)

Conversely, it is straightforward to check that equations (4.15a)-(4.15¢) are
sufficient to guarantee the vanishing of the equations (4.14a)-(4.14g). The

above discussion leads to the following:

Lemma 9. Let (M, ga) be a conformal extension of an anti-de Sitter
spacetime (/\?l,gab) with timelike conformal boundary . Let £ be a con-
formal Killing vector field candidate and ¢, ¥, Su, Bap and Sy be the
corresponding zero-quantities. Then, the zero-quantities appearing in equa-
tions (4.14a)-(4.14g) vanish on & if and only if the components (;, ¢ and
n satisfy the conditions (4.15a)-(4.15¢).

Remark 37. Equations (4.15a)-(4.15¢e) will be called the Killing boundary
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data equations. In particular, they acquire a simpler form if one makes use

of a gauge for which » = 0.

4.3.2 Existence of the intrinsic conformal Killing vec-

tor

As stated in Lemma 9, one of the necessary conditions under which the set
of zero-quantities vanish on .# is given by (4.15¢), i.e. the transversal com-
ponent (; of the conformal Killing vector candidate has to be a conformal
Killing vector with respect to the connection 2. In order to guarantee the
existence of a solution to this equation we consider an initial value prob-
lem on .#. Following the model of the spacetime problem, we construct a

suitable wave equation for (;. More precisely, one has the following:

Lemma 10. Let ¢; and n be a pair of fields satisfying equations (4.15¢)
and (4.15e) on Z. Then, it follows that

UeGi = _7/ij<j — D, (4.16a)
D= —tny — 1D, (4.16b)

Proof. The result is readily obtained by applying 2 to (4.15¢) and taking
the trace of (4.15e). O

Remark 38. Given that this system of wave equations propagates n and
(; along the conformal boundary, it must be provided with initial data at
the corner 0S,.

To prove that a solution to these wave equations also solves the confor-
mal Killing equation on the boundary, a suitable system of wave equations
for the corresponding 3-dimensional zero-quantities has to be constructed.

The desired relations are contained in the following lemma:

Lemma 11. Let S;5, Siji and B;j be the projections of the zero-quantities
Sabs Sape and By, into 7, respectively. Assume that there exist fields (;
and n on & satisfying the wave equations (4.16a) and (4.16b). Then, one
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has that

D[Sij ~ 2 /[(stj)k — 27ikjm8km — QBZ'j, (417&)
OeSmij = Vo Skis — 4 apumk S 9" — 5VSmij + 276" Simlik — 27t jnSm™
280" D5y Vot — 286" By Viym + 286" By ¥k — 3SiiPom ¥

—25"D,, Virjn — 2DBij, (4.17b)

DiBij = Oy + f(Bijs Sijs Sijky PeSijs PmSijn), (4.17c)
where

Oij = DrLeyi™s + 2P (nyi*5) (4.18)

and f is a homogeneous function of its arguments.

Proof. Relations (4.17a) and (4.17b) are obtained by direct application of
the [J; operator on the definitions of §;; and S;ji, respectively. Regarding

the wave equation (4.17c), an analogous approach yields

KBjj ~ LDy i+20D0,y° i+20myi” i+ F(Bijy Sijs Siies PoSigs PSiji)-

Now, the definition of S;; implies that the vector field ¢’ satisfies the fol-
lowing identity:

DG = =1 ikiC 4 206 Pn + LplDin + F(D:Six).

This relation allows us to write

LPiyi®s — PiLeyl®s = Ldiii P,
from where, the stated result follows. O

Remark 39. The system of wave equations in the previous lemma is ho-
mogeneous in the zero-quantities S;;, S;;, and B;; provided that the ob-

struction tensor O;; vanishes on .#.

Remark 40. If .# is conformally flat, then the obstruction tensor identi-

cally vanishes as y;;, = 0.

Lemmas 10 and 11 lead to the following proposition:
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Proposition 9. Let (M, g.) be a conformal extension of an anti-de Sitter-
like spacetime. Let (, and n be fields satisfying (4.15¢c) and (4.15¢), and
Yijk @ tensor with the symmetries of the magnetic part of the Weyl tensor.
Assume that S;j, Bi; and Siji vanish identically at 0S.. Then (; satisfies
the unphysical conformal Killing equation on % if and only if Oy =~ 0.

Remark 41. We stress that the vanishing of the obstruction tensor O;;
is a necessary and sufficient condition for the existence of a Killing vector
on the spacetime. The necessity follows from the fact that if a Killing
vector is present in the spacetime then all the zero-quantities associated to
the conformal Killing vector evolution system will vanish. This, in turn,
implies that the zero-quantities intrinsic to the conformal boundary have

to vanish. Equation (4.17c) implies then that O;; ~ 0.

Remark 42. It should be stressed that the analysis carried out in the pre-
vious sections is conformally invariant. More precisely, if the unphysical
Killing vector candidate is such that the zero-quantities associated to the
Killing equation conformal evolution system vanish for a particular con-
formal representation, then they will also vanish for any other conformal
representation. This follows from the conformal transformation properties
for the zero-quantities implied by the change of connection transformation
formulae. In particular, the reduced Killing boundary conditions (4.15a)-

(4.15e) have similar conformal invariance properties.

4.4 Initial data at 0S,

As mentioned in Remark 38, the system (4.16a)-(4.16b) must be comple-
mented with data at 0S,, that is to say, we have to bring into consideration
the conditions implied by the Killing vector zero-quantities on S, and make
them consistent with the ones obtained from the boundary analysis in the
previous section. The main difference between this section and the preced-
ing ones is the introduction of an adapted system of coordinates suited for

studying the corner conditions.

38



4.4.1 Set up

For simplicity, let us introduce a system of coordinates (z*) = (29, 2!, z4)
where 2° and x! correspond to the time and radial coordinates, respectively,
while the calligraphic indices will represent the angular ones. This system
of coordinates is adapted to our problem in the sense that S, and .# are

orthogonal and given by
S,={peM|2°=0} and F={peM|az'=0}

The corner is determined then by the condition 2% = 2! = 0.
Once coordinates have been introduced, the metric can be written ex-
plicitly in terms of the lapse and shift functions. Adopting a Gaussian

gauge we can write

g=—dr’®da’ + hopdr® @ da’ (o, 8=1,2,3), (4.19a)
g=dz' ®@da' +lsdr’ @da® (7,6 =0,2,3). (4.19Db)

where h is the metric of S,. From here, we find that the non-zero compo-

nents of the metric at the corner are:
goo =Lloo=—1, gnu=hu=1, ga=has="Las

4.4.2 Corner conditions

Finally, we describe how corner conditions can be obtained from the initial
data imposed on 7, (, and their first derivatives on the conformal boundary.
For convenience, let the symbol " denote quantities defined on S,. Let é’a
and CA be, respectively, the pull-backs of h,°¢, and t%¢, to S,. Although
this decomposition with respect to hy, is clearly different from the one
performed on the conformal boundary we can observe that, when expressed

in the adapted coordinates, the following relations hold at the corner:

~

(=¢=0, (=¢ Ci=Ca

In this way, the angular components (4 on .# are fixed by the initial data.

Similarly, if one requires the conformal factor = to have continuous first
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derivatives, it follows then that the conditions
NE=0E=0, OHE=02=3, IE=0,42=0,

must be satisfied at 0S,.

Regarding the remaining fields, values for n and the components of &,
on S, can be found by solving equations (4.7a)-(4.8b) and (4.13a)-(4.13f)
— the KID equations set — with ¢ = —1. Moreover, this system also
provides with all their derivatives. In particular, when the limit = — 0 is
taken, the corresponding solutions for 7, éo and é 4, along with their time

and angular derivatives, serve as initial data at S, for the wave equations
(4.3a) and (4.3Db).

4.5 Summary

Once the conditions for the existence of a conformal Killing vector on ¢
have been established, we can link Proposition 9 to the initial-boundary
problem in the spacetime via Lemmas 6 and 7. The main result of this

work can be formulated as follows:

Theorem 2. Let (M, g) be a conformal extension of an anti de Sitter-like
spacetime with conformal boundary .. Consider an spacelike hypersurface
S, C M which intersects & at 0S,. Suppose that & and n, satisfy the
conformal KID equations (4.5a) and (4.5b) on S,. Let (; and n be the
fields obtained from solving the wave equations (4.16a) and (4.16b) with
initial data given by the restriction of £uy and 1, to OS,. Assume that the
obstruction tensor Oy, defined in equation (4.18) vanishes. Then the Killing
vector candidate &, obtained from solving equations (4.3a) and (4.3b) with
miatial data &gy, My and boundary data (;, n pull-backs to a Killing vector
£, on M.
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Chapter 5

Construction of anti-de
Sitter-like spacetimes using the
metric conformal Einstein field

equations: the vacuum case

The material of this section is based on [12].

5.1 Introduction

A first analysis of the initial-boundary value problem for 4-dimensional
vacuum anti-de Sitter-like spacetimes by means of conformal methods has
been carried out by Friedrich in [29] — see also [31] for further discussion of
the admissible adS-like boundary conditions. This seminal work makes use
of the extended conformal Einstein field equations and a gauge based on the
properties of curves with good conformal properties (conformal geodesics)
to set up an initial-boundary value problem for a first order symmetric
hyperbolic system of evolution equations. For this type of evolution equa-
tions, one can use the theory of maximally dissipative boundary conditions
— see e.g. [36, 55] — to assert the well-posedness of the problem and to
ensure the local existence of solutions in a neighbourhood of the corner.
The solutions to these evolution equations can be shown, via a further ar-

gument, to constitute a solution to the vacuum Einstein field equations
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with negative cosmological constant.

Friedrich’s analysis identifies a large class of maximally dissipative bound-
ary conditions involving the outgoing and incoming components of the Weyl
tensor; as such, they can be thought of as prescribing the relation between
these components. These conditions are given in a very specific gauge and
thus it is difficult to assert their physical/geometric meaning. However, it
is possible to identify a subclass of boundary conditions which can be recast
in a covariant form. More precisely, they can be shown to be equivalent to
prescribing the conformal class of the metric on the conformal boundary
— see [29] and also [60]. The question of recasting the whole class of maxi-
mally dissipative boundary conditions obtained by Friedrich in a geometric
(i.e. covariant) form remains an interesting open problem. An alterna-
tive construction of anti-de Sitter-like spacetimes, which does not use the
conformal Einstein field equations and holds for spacetimes of dimension
greater than four, can be found in [24]. A discussion of global properties

of adS-like spacetimes and the issue of their stability can be found in [2].

Numerical simulations involving anti-de Sitter-like spacetimes is an ac-
tive area of current research — see e.g. [8, 9, 22, 23] which kick-started
some of the current flurry of interest. In particular, in [9] the evolution
of the spherically symmetric Einstein-scalar field with reflective boundary
conditions was considered; different boundary conditions for this system
have been considered in [1]. Alternative Cauchy-hyperbolic and character-
istic formulations of the spherically symmetric Einstein-scalar field system
have been discussed in [57, 58].

Friedrich’s results offer a natural and systematic approach to the numer-
ical construction of 4-dimensional vacuum anti-de Sitter-like spacetimes.
However, the numerical implementation of this result is not straightfor-
ward, among other things, because the equations involved are cast in a
form which is not standard for the available numerical codes and, more-
over, there is very little intuition about the behaviour of the gauges used
to formulate the equations. A further difficulty of Friedrich’s approach is
that it cannot readily be extended to include matter fields — see [46] for

an accomplishment in this direction.

In view of the issues raised in the previous paragraph, this chapter is
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dedicated to a conformal formulation of the initial-boundary value problem
for vacuum anti-de Sitter-like spacetimes, which is closer to the language
used in numerical simulations and exploits familiar gauge conditions. This
is achieved by means of the system of quasilinear wave equations derived
in Section 3.5. The PDEs theory for this type of systems is available in
the literature [14, 21]. The conformal constraint equations discussed in
Section 2.3 will permit us to construct suitable Dirichlet boundary data
for this system. We believe this scheme should be easier for its numerical
implementation — see Remark 9. In addition, we analyse the initial and
boundary data required for the system of wave equations for the zero-

quantities — see Section 3.4.

5.2 General set-up

In Chapter 2 a metric conformal formulation for the Einstein equations
coupled to a tracefree matter model was introduced. In particular, in the

absence of a matter component we end up with the simplified system

Vo VZ = —ZLay, + SGap, (5.1a)
Vs = —LyyV'ZE, (5.1b)
VaLlpe — ViLge = Vo ZdC ey, (5.1c)
Ved ape = 0, (5.1d)
6Zs — 3V.EVE = ), (5.1e)
R%eq = Zd%eq + 201" Layp + 2L1" gapo- (5.1f)

As discussed in Section 3.2, the above system enables us to construct
a system of quasilinear wave equations for the conformal fields. In view of

the condition T, = 0, we have the following relations:

W= = 45 — (2R (), )
Ws = —1sR(2) + EL,, LM — 1V, R(z)V'E, )
WL, = —22d,\ L + 4L, L,y — Ly L g + 2V, V,R(2), (5.2¢)
Wd,,, = —42d, 0 dyjovr — 22d,7, drpre + 3dun,R(2), (5.2d)
Ry = 2L, + %R(x)gw,. (5.2¢)
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DT (S, us™)
j-i-

Dt (S, \ 9S8,)

°
S, 0S.

Figure 5.1: Penrose diagram of the set-up for the construction of the anti-
de Sitter spacetime as described in the main text. Initial data prescribed
on S, \ 0S8, allows us to recover the dark shaded region D*(S, \ 9S,). In
order to recover DT (S, U .#T) it is necessary to prescribe boundary data

on #*. Notice that D*(S, U .#T) = JT(S,).

Since we aim to study these equations in the case A < 0, they must be
supplemented by a set of suitable initial and boundary data in order to be
able to make a statement about the existence and uniqueness of a solution
to the above equations — see Corollary 1. This problem will be addressed

in the sequel.

5.2.1 Coordinates

Let (M, gap, =) be a conformal extension of an anti-de Sitter-like spacetime
(M, Gav) Where g, and g, are conformally related metrics. Let S, € M
be a smooth, compact and oriented spacelike hypersurface with boundary
0S,. Furthermore, S, N .¢ = 08, is the so-called corner. The portion
of . in the future of S, will be denoted by .#*. In addition, it will be
assumed that the causal future J*(S,) coincides with the future domain
of dependence D (S, U #*) and that S, U T = S, x [0,1) so that, in
particular, #* & 0S, x [0,1) — see Figure 5.1.
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Using a set of coordinates adapted to S, and .#, we have that
S,={zeR2"=0}, I ={zeckR|z'=0}

Coordinates are propagated off S, via imposing the generalised wave coor-
dinate condition (3.21). Observe that this can always be locally solved: the
expression above provides the value of the coordinates on S, while their
normal derivatives are obtained from the requirement that (z*) are inde-
pendent, that is to say, the coordinate differentials dx* must be linearly

independent.

5.3 Initial and boundary data

5.3.1 Solutions to the conformal constraints on a space-

like hypersurface

The conformal constraint equations (2.15a)-(2.16b) enable us to obtain the
conformal version of the so-called Hamiltonian and Momentum constraints
on a spacelike hypersurface (¢ = —1). Ignoring the contributions from the

matter fields, a straightforward calculation shows that these take the form:

2

% (r+ K? — Ki;K7) = 2KQOY — 2QD;D'Q — 3%% + 3D,QD'Q + A, (5.3a)

Q(D;K/ — D;K) = 2(K;D'Q) — D;Y). (5.3b)

It follows that under a conformal approach, the collection of fields (h, K, 2,
Y) satisfying the previous equations must be prescribed on S,. This set of
functions will in turn constitute the basic initial data that will completely
determine the remaining fields on a spacelike hypersurface. Along with
the boundary data, this set will serve to evolve the wave equations for the

conformal fields. From the conformal constraints one obtains the following
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expressions for the initial data:

s = %(AQ + }19(7« + K?— Kj;K"7) — ZK), (5.4a)
Lij= % <shij + XKy — DZ-D]-Q> : (5.4D)
L= é(KﬁDkQ — D;%), (5.4¢)
dij = é( — Lij + I + (K (K — iKhij) — K K"
+iKleklhij)) : (5.4d)
dijr, = %(Djmﬂ — Dy Kji + hig Ly — hij Ly,). (5.4e)

The fact that these expressions are singular at {2 = 0 leads to the following:

Definition 5 (vacuum anti-de Sitter-like initial data). An anti-de
Sitter-like initial data set is understood to be a 3-manifold S, with boundary
08, ~ S? together with a collection of smooth fields (Q, hij, Kij,X) such
that:

(1) >0 onintS,;
(it) Q=0 and |dQ* = X2 — X > 0 on IS,;
(i11) the fields s, L;;, L;, d;; and d;;, computed from relations (6.2a)-(6.2¢)
extend smoothly to OS,.

Remark 43. Anti-de Sitter-like initial data sets are closely related to so-
called hyperboloidal data sets for Minkowski-like spacetimes — see [44]. By
means of this correspondence it is possible to adapt the existence results
for hyperboloidal initial data sets in [3, 4] to the anti-de Sitter-like setting.
In particular, this shows the existence of a large class of time symmetric
data, i.e. data for which K;; = 0.

5.3.2 Boundary conditions for the conformal evolu-

tion equations

In this subsection we discuss the boundary conditions to be imposed on the

various conformal fields. In [29] it has been shown that it is possible to for-
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mulate an initial-boundary value problem for anti-de Sitter-like spacetimes
in which the conformal class of the metric on the conformal boundary is
specified freely. In the following, we investigate whether it is possible to
make a similar prescription in our scheme. More precisely, we would like
to prescribe Dirichlet boundary data on # for the wave equations (3.25a)-

(3.25¢) from the conformal constraint equations.

5.3.2.1 Boundary data for the conformal factor

The evolution of the conformal factor = is described by the wave equa-
tion (3.25a). For this equation one naturally prescribes Dirichlet boundary

conditions such that

(1]

~ (.

In other words, one has that = = O(z!) close to .#. On S, one wants to
identify = with some 3-dimensional conformal factor €2 such that 2 = 0
and df2 #£ 0 at 9S,, consistent with Definition 5.

5.3.2.2 Boundary data for the Friedrich scalar

The evolution of the Friedrich scalar s is governed by the wave equation
(3.25b). As mentioned in Section 2.3.1, the boundary data for s are de-
termined once the scalar function s¢(z) has been prescribed according to
relations (2.18a)-(2.18b). Notice that the specification of s is independent
of the choice of the gauge source function R(z) associated to the Ricci
scalar — see the discussion in Remark 17; furthermore, s contains informa-
tion about the manner the conformal boundary embeds in the spacetime.
In particular, it is possible, say, to have two conformally related represen-
tations of the same physical solution with the same spacetime Ricci scalar,
one with a conformal boundary which is extrinsically curved and the other

is extrinsically flat.

Remark 44. Observe that equation (2.18¢c) implies that the particular
choice s(z) = 0 renders a conformal boundary which is extrinsically flat

with respect to the ambient spacetime.
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5.3.2.3 Boundary data for the components of the conformal met-
ric
In the following it is convenient to make use of the 3 + 1 decomposition of

the metric g, with respect to the unit normal to the conformal boundary,

namely
g = #°dz!t @ dat + ls(Ada’ +da") ® (ﬁ‘sdxl + dx‘s) (v, 6 =0,2, 3).

Here, (¢.5) denote the components of the intrinsic metric ¢;; of the confor-
mal boundary and ¢ and g7 are, respectively, the lapse and shift. As .7 is
timelike, ¢;; is a 3-dimensional Lorentzian metric with signature (—, +, +).

Accordingly, the components (g,,) are given by

4,8 P
) = g U 5.5
(910) ( 5 %) (5.5

so that the ones of the contravariant metric are

@ —4 B
(9") = 225 s 2 v s |-
—ATp O+ AP
Remark 45. In the sequel we regard the components ({,3) as our basic

boundary data.

Without loss of generality, we adopt a Gaussian gauge at the conformal
boundary so that
d~1, BT~ 0, (5.6)

and the metric g,, takes the form
g ~dz' ® da' + lopdr® @ da”.

Remark 46. The prescription of the gauge conditions on the conformal
boundary is independent of the generalised harmonic condition (3.21) and,

thus, consistent with each other. Indeed, a calculation shows that for a
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metric of the form given by (5.5) one has that

- %(31529 PO+ #K), (5.72)

o __ 5_&5 Y 2 i
[ =y 7 (Ovd — P10, + A°K) +

y 7 (W — P10, B° + 40’ ) (5.7b)

where 7° = (M+°, 5 denote the 3-dimensional contracted Christoffel sym-
bols. Therefore, the generalised harmonic condition (3.21) only prescribes
the propagation of the gauge fields ¢ and B7 off the conformal boundary
and does not constrain the components of the 3-metric ¢;;. Notice that in

the above expressions K =~ 3s¢(x) — see (2.18c).

5.3.2.4 Boundary data for the components of the Schouten ten-

sor

Given the 3-metric £;; of the conformal boundary, one can compute the
) of

the spacetime Schouten tensor on the conformal boundary using formulae

tangential components (/

87

5) and tangential-normal components (/,,

(2.18d) and (2.18¢). To compute the normal-normal component [;;, we

notice that

5 1
g,u, w o= éR
Thus, one has that
1~ ER(x) = 05+ 1 (2)lapl®”
~ IR (z) — ir + 254 (2). (5.8)

5.3.2.5 Boundary data for the rescaled Weyl tensor

The boundary data for the magnetic part of the rescaled Weyl tensor is
directly related to the Cotton tensor y;;; of the prescribed metric ¢;; via
formula (2.18f). Regarding its electric part, some information can be ex-
tracted by projecting equation (2.11d) with n®¢,%¢.° for T,, = 0. A calcu-

lation shows that one can write

Edij ~ Dy jik' (5.9)
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In consequence, Neumann data for d;; on the conformal boundary can be

obtained from the prescription of the 3-metric ;.

5.3.2.6 Summary

The analysis of this section can be summarised as follows:

Proposition 10. Let & be equipped with a smooth Lorentzian metric {;;
Moreover, let the fields

z, S, Kz‘ja I %‘Jw dijkv pdija

be constructed according to formulae (2.18a)-(2.18f) and (5.9). Finally, let
Yab, Ous Aube, Mape, A and Py be the zero-quantities defined by relations
(3.6a)-(3.6d). Then one has that

0,0, ~0, Z~0,
0 g Yap =0, f UL o = 0,
el g Dy = 0, PPLlp Dy ~ 0,
Bl Npeq = 0, YL Npeq = 0,
0TI Py, = 0, 9, 07 09 Py ~ 0,

where #° and £,° denote, respectively, the normal and projector of the con-

formal boundary.

5.3.3 Corner conditions

In the previous sections we have discussed the problem of the determination
of initial and boundary data. In particular, it is clear that once boundary
data have been provided on .#, time derivatives of the various conformal
fields can be directly calculated. However, these data do not necessarily
match smoothly with the ones corresponding to S, at the corner. The pur-
pose of this section is to analyse the compatibility conditions, at different
orders, arising from the conformal Einstein field equations and the wave
equations — these conditions are commonly known as corner conditions.

In the following, the subscript o will stand for a quantity evaluated at 0S,.
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5.3.3.1 Conditions for the metric

In terms of the adapted coordinates previously introduced, the corner 9S,
is defined by the conditions 2° = 0 and z' = 0. Exploiting the gauge
freedom, we adopt local Gaussian coordinates both on S, and .. Denoting
as hys and € 45 the intrinsic 3-metrics corresponding to these hypersurfaces,
respectively, this condition implies that the spacetime metric at dS, can

be written in the two following ways:

g=—-dr’®da’ + hsda” @da® (7,0 =1,2,3),
g =dz! @ da! + Lupde?t @ da® (A,B=0,2,3).

Zero order conditions. Comparing the two last expressions for the met-

ric, one readily finds that

(loo)o = =1, (hu)o =1, (lap)o = (hap)o, (5.10)

while the remaining components vanish at 9S,.

First order conditions. In Gaussian coordinates, we can express the
normal derivatives of the metric in terms of the corresponding extrinsic

curvature. Explicitly, one has:

K’Y5|S* = %80h75|$* = F0’7(5|3*7 (511&)
Koap =~ 101lap ~ —T" 45. (5.11Db)

As K. is part of the initial data, this establishes a corner condition for
Oohs; in particular, the angular components must satisfy the condition
(Gohap)e = (Oolan)e-

Recall that in Gaussian coordinates the propagation of the timelike
vector (0p)* along itself implies that I'fy|;, = 0; similarly, for the normal
to .# one has that T%; ~ 0. The previous conditions on the Christoffel
symbols, along with equations (5.11a) and (5.11b), imply that K, and K,
vanish at the corner. Furthermore, the traces of the extrinsic curvature can

be related to the gauge functions F*(z) as follows:

Ko = (hABKAB)Q = }—O(I)@ K= (gABKAB)Q = _-7:1(95)@
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Finally, given that V is a Levi-Civita connection and the acceleration is

zero, our coordinate choice determines the remaining partial derivatives:
(8090u)® = —(Fgu)ca =Y.
Second order conditions. Second order conditions can be extracted

in a straightforward way from the wave equation for the metric, equation

(3.25¢), namely

gkpakapg;w =2 (gkpgaﬁrr)\aurpry + 2F0Apg>\7—ga(urpy)7 - ga(pvu)fa<x)
— 2Ly — égwR(ﬂf))-

Using the conditions discussed above for the first order derivatives, the

wave equation for the components g,,, can be written schematically as:

(886,43)@ = (8%]1,43)@ + (hCDaCaDhAB)Q + fAB(97 KaK7T(x)> La R(Q?))@

Apart from the components of the Schouten tensor (to be discussed below),
the second order condition can be expressed in terms of the initial data,
lower order corner conditions and gauge functions at the corner. Further

application of 0y enables us to obtain higher order conditions.

5.3.3.2 Conditions for the conformal factor

As, by definition, = = 0 on the conformal boundary, all its intrinsic deriva-
tives of any order will vanish. In particular, dS, automatically inherits
these conditions. Its normal derivative, on the other hand, is given by
(2.18a). When smoothness is imposed, higher order partial derivatives

both on S, as well as on ¢ are forced to coincide at 0S,.

5.3.3.3 Conditions for the Friedrich scalar

Zero order condition. The Friedrich scalar s is determined on the con-
formal boundary by the gauge function s(z). Nevertheless, when the 00
component of equation (2.11a) is evaluated at the corner, our choice of

Gaussian coordinates implies that
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First order conditions. Equation (2.15c) determines the intrinsic deriva-

tives of s on the boundary. In particular, one has that

(D08)e = —L(Lo1)w,

which is simply solution (2.18d).

Second order conditions. The second order condition for s can be ex-
tracted from the wave equation (3.25b) expressed in Gaussian coordinates.

The evaluation of this equation at the corner yields
(058)0 = (078)e + (W*P0405S)o — (F*(2)0us + E(sR(z) + LOR(2))e.

Here, the spatial derivatives of s can be computed from the restriction of
the initial data to 0S, while 0ys corresponds to the first order condition.
The functions F*(z) and R(z) are gauge-dependent prescribed quantities.
Furthermore, notice that d3s is written in terms of the first order deriva-
tives, indicating then a recursive procedure. Higher order conditions can
be found by further application of dy to (3.25b).

5.3.3.4 Conditions for the Schouten tensor

Zero order corner conditions. The value of the components L 5 and
Loa at the corner can be obtained from the initial data (6.2b) and (6.2c)
by taking the limit €2 — 0. Imposing smoothness, they must match the
boundary data given by equations (2.18d) and (5.8) at dS,. An analogous

condition is imposed for Lgg.

First order corner conditions. First time derivatives of the components

Lap and Lo can be read from equation (2.11c). More explicitly one has:

(aOLAB)Q = Z(dlBOA)Q + fAB(La h7 K’K)Qa
(BoLao)e = X(d'o0a)e + fa(L,h, K, K)eo.

As will be seen below, the components of the Weyl tensor appearing here are
part of the data satisfying zero-order conditions, so they must be consistent
with the last equations. On the other hand, a condition for (JyLgo)e can

be obtained via the contracted Bianchi identity.
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Second order corner conditions. Second order time derivatives of L,
are to be obtained by evaluating the wave equation (3.25c) at dS,. For

L o5 one has
(03 Lag)o = (07 Lap)o+(h“P0cOpLap)o+fas(h, L, K, K,0F (), R(z))o.
Similar expressions can be obtained for the rest of the components.

5.3.3.5 Conditions for the Weyl tensor

Information about the Weyl tensor is encoded in the electric and magnetic
parts, which are given on S, by equations (6.2d) and (6.2e). Since these
data have been obtained using different projections, their components must
be carefully made compatible. One can check that they share the compo-
nents dop1o1, doio4, do1a1, doras and doa1p which, when matched, represent

the zero-order conditions.

First order corner conditions. Given the structure of equation (2.11d),
only certain conditions can be extracted from it. Ultimately, when it is

evaluated at the corner it takes the form:
(0d’\)o = Fruw (K, K, d)o.

Second order corner conditions. Second order time derivatives of the
rescaled Weyl tensor are given by the wave equation (3.25d). As = van-
ishes at the corner, the equation is significantly simplified. Expanding the

reduced wave operator B it takes the schematic form
(agd)\uua)Q = (8%d/\uw7)® + (aAaBd;u/)\U)@ + f)x/u/d (g7 Ka K7 d)@

5.3.3.6 Concluding remarks regarding the corner conditions

The discussion in the previous paragraphs provides a recursive procedure
to compute the corner conditions to any required order. Given this pro-
cedure, it is natural to ask whether there exist any examples of pairs of
initial data and boundary conditions which satisfy the corner conditions
to any arbitrary order; the inherent difficulties in this task have been dis-

cussed in [31]. A way of satisfying corner conditions to an arbitrary order
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is to make use of the gluing constructions for asymptotically hyperbolic
initial data sets in [18]. Given an asymptotically hyperbolic initial data
set satisfying certain smallness conditions, these constructions allow to de-
form the data by a deformation which is supported arbitrarily far in the
asymptotic region, to ones which are exactly Schwarzschild-anti de Sitter
in the asymptotic region. This class of data is naturally supplemented
by Schwarzschild-anti de Sitter boundary initial data, and thus trivially
satisfies the corner conditions to any order. The resulting spacetime has,
accordingly, a very special behaviour near the corner. In particular, the
metric ¢;; must be conformally flat near the corner. It is of interest to
analyse whether it is possible to construct a more general class of initial-
boundary data for adS-like spacetimes satisfying the corner conditions at

any order.

5.4 Propagation of the constraints

Proposition 10 establishes a link between the boundary data for the con-
formal fields and a number of components of the geometric zero-quantities.
In this sense, the purpose of this section is to analyse the boundary data
for the system of wave equations (3.15)-(3.20) in order to establish the

uniqueness and existence of its trivial solution.

5.4.1 Boundary data for the subsidiary equations

Boundary data for P%,.4. By construction, the field P%,4 inherits the
symmetries of the Riemann tensor. This makes it possible to decompose it

into three main components:
Puped = Lo LI, P, Puye = pUOI 0O Pegpy, Puy = fER 0 P,
abed = ta tb tc"td Lefgh, abc = Vi a b te Ledfg ab = Vi Vi a b Lecfd-

The first two vanish by virtue of the constraints (2.171) and (2.17j), while
a calculation shows that Pab ~ P — W, %byicgfidPeced. From equation
(3.12b) it follows that Py, ~ 0.

Boundary data for Y,,. The zero-quantity Y,, can be decomposed with

respect to #® by defining the projections Yoy = £aly?Yed, Yo = #laYhe
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and v = %%’ Y. Accordingly, we can write

Tab = Yab + ’Ya%b + ’Yb%a + 7%(1 Vib'

The prescription of the boundary data discussed in the previous section
implies that v, ~ 0 and 7, ~ 0. Then, equation (3.12a) implies that
v~ v, >~ 0.

Boundary data for ©,. Consider the projections 6, = ¢,°0, and 0 =
7#"0,. Then we have that

O =0, + 9,0.

The boundary data for I/, are equivalent to 6, ~ 0. In order to prove the
vanishing of 6 we use the identity (3.12c). Using that v, ~ 0, a short

calculation yields
0 =~ 3Dy~ —3D7.°,

where the second equality is readily obtained from taking the normal deriva-
tive of equation (3.12a). On the other side, from the definition of 7, one

can write

D"~ (37 — 32 (2)) 2.
Without loss of generality, it is always possible to, under a further conformal
rescaling of the form ¢/, = w2gap, choose a conformal representation for

which s ~ 0 — see Proposition 3. Similarly, the Ricci scalar associated to

a 3-dimensional hypersurface satisfies the following transformation rule:

D;,D'w = %Tw - %T’WB.

Providing suitable initial data at 0S, for this wave equation, it is seen
that one can freely prescribe the value of r. In particular, considering the
conformal boundary, one can choose a representation for which r ~ 0. This

means that [0v,% ~ 0 and, in turn, implies that 6 ~ 0.

Boundary data for Ag.. Consider the system of wave equations for
the geometric fields (3.25a)-(3.25¢). As initial and boundary data sets for

the system have already been established, a solution can then be locally

106



obtained in a neighbourhood of 0S,. In particular, d%.q and its derivatives
are well-defined, meaning that all the components of Ay, are regular. On
the other hand, it can be checked that the trivial data for P%,., imply that
VaPu.? ~ 0. Thus, from equation (3.12i) we conclude that Ay ~ 0.

Boundary data for A,,.. In the case of Ay, we introduce its relevant
components: Agpe = Lo, 0.7 Ndeg, Aap = LN ge, Napy = B N gee

and A, = Vib 1l Nyeq. In terms of these we have:
Aabc = )\abc + >\bc %a + 2Aa[c Vib} + 2A[c Vib} %a‘ (512)

The boundary data for the electric and magnetic parts of d%,.4 are equiv-
alent to Ay, ~ 0 and Ay ~ 0. Next, we proceed to prove that the two
remaining components vanish as well. First, consider the normal deriva-
tive of the identity (3.12i) and project all its free indices onto .#. This

results in

Z)‘abc = _@5017(:7
where Sgpe = 0,40,0,. 1 Ages. Furthermore, projecting the integrability con-
dition (3.13c) with #*¢;*¢.’¢;¢ and using the vanishing of Y., and A, on

4, a calculation yields
@&lbc = Oa

which then implies that A, >~ 0.

To complete the proof, define a further component of Age: A, =
#0 Y0, Apge.  Observe that multiplying (3.12¢) by 7 one readily finds
that DA, ~ 0. On the other hand, taking the normal derivative of (3.12i)
and then multiplying it by #?#°(,9 we obtain

DAy~ =T,
from where we conclude that A, ~ 0.
The above results can be summarised as:

Lemma 12. Assume that the wave equations (3.1a)-(3.1d) and (2.14) are
valid. If the boundary data for the geometric fields are given as in Propo-

sition 10, then the zero-quantities vanish on & .
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Remark 47. Regarding the zero-quantities on S,, the components corre-
sponding to projections on this hypersurface vanish by the way the anti-de
Sitter-like initial data has been constructed. Components with a transver-
sal (i.e., timelike) projection can be read as a first order evolution system
for the geometric conformal fields. Thus, in order to ensure the vanishing
of the zero-quantities on S, one needs, firstly, to produce a solution to
the conformal constraint equations. Secondly, one reads the transversal
components of the zero-quantities as definitions for the normal derivatives
of the conformal fields which can be readily computed from the solution
to the conformal constraints. In this sense, the transversal components of
the zero-quantities vanish a fortiori. Furthermore, as a consequence of this

procedure, the normal derivatives of the zero-quantities trivially vanish on

S..

5.4.2 Boundary conditions for the subsidiary gauge

evolution system

The final piece in the construction is the analysis of the propagation of
the gauge. In Section 3.6, it was shown that the fields @, @, and M,
satisfy the system of homogeneous geometric wave equations (3.33)-(3.35).
Lemma 4 establishes the vanishing of the gauge fields on the spacetime
provided that trivial initial and boundary conditions are imposed. In this

regard, this subsection analyses the data

M, =0, Q, =0, Q =0, V.M, =0,
V,.Q, =0, V,Q=0 on &,

along with

First, the fundamental subsidiary field @, can be decomposed with
respect to #“ in terms of the projections ¢, = ¢,"Q, and ¢ = $#"Q,.
Accordingly,



From here we notice that the system (5.7a)-(5.7b) is equivalent to ¢, ~ 0
and ¢ ~ 0. Conditions ) ~ 0 and M, ~ 0, on the other hand, involve a

number of additional higher order normal derivatives of ¢, namely

pMg~0, P ~0, n=1,2 (5.13)

Following the same approach to study the data on S, one finds that
adopting a Gaussian system to the initial hypersurface as in Section 5.2, it
follows that (), = 0. As vanishing first order derivatives of the subsidiary
fields need to be prescribed, a series of straightforward calculations shows

that the projections ¢ = n*Q, and ¢, = h,” @), must satisfy
¢q=0, ¢=0 DWg=0, D"g, =0, n=1,23. (5.14)

Invoking Lemma 4 with T, = 0, we have the following result:

Lemma 13. If conditions (5.13) and (5.14) are satisfied on & and S,,
respectively, then Q, Q, and Q. vanish identically in a neighbourhood of
S,

5.5 The local existence result

We are now in the position of formulating the main result of this chapter: a
local in-time existence result for anti-de Sitter-like spacetimes. This result
can, in turn, be patched together with the domain of dependence of open
subsets of S, away from 0S5, to obtain a solution on a slab around &, —
see e.g. [60], Section 12.3.

One has the following;:

Theorem 3. Let S, be a 3-dimensional spacelike hypersurface with bound-
ary 0S, and smooth anti-de Sitter-like initial data defined on it. Let ;; be
a smooth 3-dimensional Lorentzian metric defined on .. Assume that the
data on S, and & satisfy, up to some order, the corner conditions at OS,.
Then, there exists a smooth solution to the vacuum Einstein field equations
with A < 0 in a neighbourhood of OS.
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Proof. Consider initial data on S, given as in Definition 5. Given a 3-
dimensional Lorentzian metric ¢;; on the boundary, the data given by
(2.18a)-(2.18f) along with (5.8)-(5.9) can be directly computed. If these
two sets of data satisfy the corner conditions at 0S,, then the theory of
initial-boundary value problems, as given in e.g. [14, 21], guarantees the ex-
istence of a unique solution to the system of wave equations (3.25a)-(3.25¢)

in a neighbourhood of 9S,.

Given the boundary data described above, Lemma 12 implies that the
geometric zero-quantities vanish on .#. In addition, we also have vanishing
initial data on S, — see Remark 47. Thus, by virtue of Lemma 3, we can
guarantee the existence and uniqueness of the trivial solution to the system
(3.15)-(3.20). In consequence, any solution to the system of wave equations
(5.2a)-(5.2e) is also a solution to the conformal field equations (5.1a)-(5.1f).
Therefore, Proposition 1 implies that the metric g, = = 2gq is a solution
to the vacuum EFE (1.8) with A < 0 for = # 0.

O
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Chapter 6

Construction of anti-de
Sitter-like spacetimes using
the metric conformal Einstein
field equations: the tracefree

matter case

The material of this section is based on [11]

6.1 Introduction

Having dealt with the problem of the construction of vacuum anti-de Sitter-
like spacetimes, we now proceed to generalise the result to the case of trace-
free matter. As a preamble, models with a tracefree energy-momentum
tensor are preferred given that their conformal properties are more suit-
able for study in a systematic way. In [46], for example, a result of local
existence for the Einstein-Yang-Mills system has been obtained under the
assumption of spherical symmetry. Despite the complications from consid-
ering non-trivial matter fields, advances have been made under a conformal
scheme in a variety of scenarios — see, for example, [28, 32, 33]. Never-
theless, an approach allowing us to encompass more general matter models

and whose equations have better structural properties for its numerical
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analysis is ideal.

The strategy to be pursued is an extension to the one in Chapter 5,
with particular emphasis on the three models introduced in Section 2.4.
This means that the material and results from chapters 2, 3 and 5 will be
intensively exploited. Moreover, given the complications that the coupling
of a matter sector brings, some pieces of the construction will need further
work. Most significantly, the problem of prescribing boundary data for the
matter fields under consideration does not have a straightforward solution.

In the following we will consider the system of quasilinear wave equa-
tions for the conformal fields given by (3.25a)-(3.25¢). In order to give
initial and boundary data, we will use a system of coordinates adapted to

S, and .# which satisfies the generalised wave coordinate condition.

6.2 Initial and boundary data

6.2.0.1 Solutions to the conformal constraints on a spacelike hy-

persurface

In the presence of a tracefree matter component, the Hamiltonian and Mo-
mentum constraints need to be generalised to include the relevant matter
fields which, in turn, also become part of the basic initial data. Proceeding
in the same way as in Section 5.3, it can be shown that the Hamiltonian

and Momentum constraints on a spacelike hypersurface take the form

02 g . ,
+A+ Q*p, (6.1a)

Q(D,;K{ — D;K) = 2(K;;D’Q — D;Y) + Q3. (6.1b)

Accordingly, the fields h, K, Q, ¥, p and j satisfying the previous

equations represents the initial data. Using the conformal constraints we
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obtain expressions for them, namely

1 1 g 1
s=3 (AQ + ZQ(T + K? - K;;K7) — SK + §Q3p), (6.2a)
1 1,
Lij = Q shij + XK — Dy DjSY | + 59 T3, (6.2b)
1 1
L; = E(KikaQ — DiZ) + 592jz‘, (6.2¢)
1 1
dij = 5 ( — Lij+ L + (K (K — ZKhij) — K, K"
1
+1Kszklhij))> (6.2d)
1
diji = Q(Diji — DipKji + hip Ly — hijLy.). (6.2¢)

Analogous to the vacuum case, the collection of fields for which the above
expressions are regular on S, will be called a tracefree anti-de Sitter-like

initial data set.

6.2.1 Boundary conditions for the conformal evolu-

tion equations

Regarding the boundary data, it is not difficult to notice that, with the
exception of the data for the electric part of the rescaled Weyl tensor, the

conformal constraints prescribe identical data for the remaining fields on
4. Regarding d

1]
the corresponding Neumann data, provided the matter model has been

the inclusion of matter terms in equation (2.11d) yields

specified:
Edij ~ Dy, jik —Ti;. (6.3)

Remark 48. Adding the field T}; to the hypotheses of Proposition 10, the
same conclusion about the geometric zero-quantities follows immediately
in the tracefree matter case. Also notice that the analysis of the bound-
ary data for these fields — see Section 5.4.1 — remains unchanged in the

tracefree case.
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6.3 Data for the matter fields

Prescription of boundary data for the conformal fields does not result suffi-
cient for the system (3.25a)-(3.25¢) due to the appearance of terms depend-
ing on Ty, and its derivatives. This section will be devoted to analysing the

way boundary data for the matter fields can be given on .#.

6.3.1 Data for the conformally invariant scalar field

The fields ¢, ¢, and ¢, satisfy the system of wave equations (2.22), (3.38),
(3.39), for which we prescribe suitable Dirichlet boundary data. Notice that
¢ can be freely prescribed as its value is not constrained by any equation
intrinsic to .#, which in turn determines its derivatives on the boundary.
Moreover, the normal derivative is not independent since (2.22) can be
written as an equation constraining D¢. Alternatively, observe that the
prescription of Neumann boundary conditions, instead of Dirichlet ones,

also yields a well-posed problem.

6.3.1.1 Boundary data for the evolution systems

In order to analyse the Dirichlet boundary data for the auxiliary fields it

is convenient to introduce the following projections

Pa = éabgbba ¥ E;Viagba, Q_Sab = Eacgbdgbcda Q_Sa Eﬁcgabgbbc'

From the discussion above, ¢, and ¢ can be obtained directly once the
basic data have been imposed. These represent the boundary data for ¢,.

On the other hand, observing that ¢, satisfies ¢,* = %qu), we can write

(bab = anb"_ %a&b"" %b(ga + (%R¢ - éaa) %a %b-

Since ¢4 and ¢, can, via commutation of covariant derivatives, be deter-
mined from ¢ on the conformal boundary it follows that the boundary data

for ¢q is completely determined from the basic data.
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6.3.1.2 Data for the subsidiary fields

In the same spirit as in Section 5.4, we now investigate the relation between
the boundary data for the conformally invariant field and their associated
subsidiary variables (3.40a) and (3.40b). It can be easily seen that the

prescription of boundary data for ¢ is equivalent to
(a’Qy =0, #'Qu =0, L0 Qua >0, #laQpe 0.

Exploiting the fact that Q,* = 0, it readily follows that #*#’Qu, ~
—0Q, ~ 0, implying the vanishing of @, and Qg on .Z.

Remark 49. Similarly, we prescribe initial data consisting of ¢ and D¢
on S, in an analogous manner as on .. Accordingly, vanishing initial data
for ), and @), are obtained, which in turn implies that their intrinsic first
derivatives vanish. Additionally, from definitions (3.40a) and (3.40b) it can
be checked that their normal derivatives vanish too. Hence, V,Q, = 0 and

Vach =0on S*.

6.3.1.3 Summary

The material of this subsection can be summed up as:

Lemma 14. Let ¢ be the conformally invariant scalar field satisfying equa-
tion (2.22) with energy-momentum tensor given by (2.23). Then, ¢ repre-
sents the supplementary basic boundary data required by the system (3.25a)-
(3.25e) coupled to the wave equations for the fields ¢, ¢, and ¢up.

6.3.2 Data for the Maxwell field

The Faraday tensor accepts a simple decomposition with respect to a vector
v® normal to S,. Defining the electric and magnetic parts, respectively, as

F, = v°h,'Fy. and FF = l/chang‘c we have
Fab = ZF[bI/a] + €abCFc*, F;b = 2F[>£Va] — EabCFC, (64)

where €44 = V%€ 4qpe is the 3-volume form induced by v®. It follows that the

Faraday tensor and its dual are completely determined by F, and F.
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Unlike the conformally invariant scalar field, these components cannot

be freely prescribed, but a number of constraints are imposed by Maxwell

equations:
D'F; =0, (6.5a)
D'Fr =0, (6.5b)
DF, = e D' F** (6.5¢)
DFf = —e;, D' FF. (6.5d)

The initial data set for this field consists of fields f; and f;* which are solu-
tions to (6.5a)-(6.5b). These, in turn, imply data for the normal derivatives
of the electric and magnetic fields via equations (6.5¢)-(6.5d). Regarding
the boundary data, by performing a further decomposition with respect to
the normal #“ we can identify that the basic boundary data correspond
to f; = s/F;. The remaining data can be obtained as follows. Equa-
tion (6.5a) provides Neumann data for the component f = #'F;. Relation
(6.5d) allows us to compute, along with the corresponding initial data, the
field f* = #'F*. Finally, using this information and (6.5c) one directly
obtains Neumann data for f} = s,/ F}. Following an analogous procedure,

using (6.5b) instead of (6.5a), shows that one can alternatively prescribe
1 instead of f;.

6.3.2.1 Data for the subsidiary fields

As done with the conformally invariant scalar field, we are now required to
prove that the boundary data for the electric and magnetic fields implies
trivial data for the subsidiary variables (3.52a)-(3.52c). First, boundary
data for the fields obtained from the constraints (6.5a)-(6.5b) is equivalent
to

pOM, =0, 6,200 Myep ~ 0.

Additionally, we also have that Q.. ~ 0, which is a direct consequence

from the way the data for Fj,. were constructed. The vanishing of the
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remaining boundary data for the subsidiary fields is proved as follows:

gabe - éab(Fccb - Qccb> ~ fcczz + Fa = 07 (66&)
%cgadgbe cde — Vicgadgbe(F[cde} - Q[cde}) = %(fab + 2f[ba}) ~ 0. (66b)

Remark 50. A direct calculation shows that the vanishing of the sub-
sidiary variables on S, follows directly from the prescription of the initial
data. Moreover, their normal derivatives vanish as a consequence of the
wave equations (3.43) and (3.51).

6.3.2.2 Summary

Now we sum up the main results from this subsection:

Lemma 15. Let F,;, be the Faraday tensor satisfying the Maxwell equa-
tions (2.24a)-(2.24b) with energy-momentum tensor given by (2.26). Then,
the components of the field f; represent the basic boundary data required
for the systems (3.25a)-(3.25¢) coupled to Fy.

6.3.3 Data for the Yang-Mills field

We end this section by working out a similar analysis for the Yang-Mills
field. The identification of the corresponding boundary data will result
similar to the one for the Maxwell field.

First, by introducing the projections F°, = v°h,’F%. and F°, =
Veh,"F*%,, the fields F%,; and F*°,, accept decompositions that are anal-
ogous to the ones in (6.4). On the other hand, for the gauge potential we
define A%, = h,’A% and A* = 12A4°,. Accordingly, we have

A%, = A%, — oA, (6.7)

Equations (2.28a)-(2.28¢) provide a set of relations from which the basic

data can be extracted. The projections defined above enable us to write
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them as follows:

D'F; = C% A F™, (6.8a)
DiF*, = C% A F*Y (6.8D)
DF®; = ¢, D'F*™* — C%eijp AY F** 4 C* A F*, (6.8c¢)
DF*; = —€;x DI F™ + 2C% A" F*; + 2C %€ A F*, (6.8d)
DA% — DA% = €™l P, — Oy AN A, (6.8¢)
DA% — DA = F — C% AP A%, (6.8f)

This system is supplemented with the corresponding decomposition of

equation (3.62), namely
DAY+ DA = f(x). (6.9)

A set of fields F*%;, F*%;, A% and A® which are solution to equations
(6.82)-(6.8b) and (6.8e) constitute the initial data set for a given set of
gauge source functions f%(x); the corresponding time derivatives can be
obtained from the remaining expressions. Next, we discuss the boundary
data by following a similar approach to the one in the Maxwell case. Ad-
ditional to the components f; = s';F"*;, we also prescribe the components
A and 'A% of the gauge potential. Using this information, and the initial
data set, equation (6.8f) allows us to compute the components s;/ Aj. On
the other hand, data for the component f = #'F*%; can be extracted from
(6.8a). Relation (6.8d) yields an evolution equation from where the compo-
nent f* = #'F° can be obtained. Finally, a direct calculation shows that
expression (6.8¢c) establishes boundary data for f**; = s, [**. In similarity
to the Maxwell field, one can also prescribe the field f*%; instead of f¢;.

6.3.3.1 Data for the subsidiary fields

The final piece in the analysis of this matter field corresponds to proving
that the basic data on .# implies vanishing data for the relevant subsidiary
fields. The system (6.8a)-(6.8b) and (6.8e) represents the relations

ViaMaa = 07 gadgbegchadef = 07 gacgbdMacd ~ 0.
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Analogous to the Maxwell field, the construction of the data for F°,,. im-
plies that Q°.. >~ 0. The parallelism between the Yang-Mills and Maxwell
fields makes clear that the components £,°M®%, and #%°¢,%¢,¢ M® 4. vanish
on the conformal boundary. Concerning M*,;,, combining equations (3.69a)
and (3.69b), we obtain the identity

%Cachbachab o CabcAbaMca = 0.

As it has been shown that M*%, ~ 0, it then follows that for an arbitrary
field F%,, the condition M*%,, ~ 0 must be satisfied. To conclude, recall
that the Yang-Mills coupling has required the introduction of the field P*
— see (3.77). Trivially, equation (6.9) implies that P* ~ 0.

Remark 51. Vanishing data for the subsidiary variables on S, follows from

an argument similar to the one in Remark 50.

6.3.3.2 Summary

Next, we summarise the above discussion:

Lemma 16. Let F°,, and A%, be the fields satisfying the Yang-Mills equa-
tions (2.28a)-(2.28¢) with energy-momentum tensor given by (2.30), and
a set of gauge source functions given by (3.62). Then, the fields f%;, A*
and V'A% defined on & represent the basic boundary data required for the
system (3.25a)-(3.25¢).

6.4 The local existence result

After having analysed each matter field, we can now state the main result
regarding the construction of anti-de Sitter-like spacetimes coupled to one

of the tracefree matter models introduced in Section 2.4.

Theorem 4. Let S, be a 3-dimensional spacelike hypersurface with bound-
ary 0S, and smooth tracefree anti-de Sitter-like initial data defined on it.
Let C;j be a smooth Lorentzian 3-metric defined on .. Assume that the
data on S, and on & satisfy, up to some order, compatibility conditions at

0S,.. Consider suitable initial and boundary data for either the conformally
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wnwvariant scalar field, the Mazwell field or the Yang-Mills field. Then, there
exists a smooth solution to the Finstein field equations with A < 0 coupled

to one of the aforementioned matter models in a neighbourhood of OS,.

Proof. The result is obtained following a reasoning similar to the one in
Theorem 3, so here we just emphasise the differences. The determination of
Dd,; in the tracefree matter case needs, additional to /;;, the prescription
of the field T;; on .#. These basic data allow us to establish a well-posed
problem for the system (3.25a)-(3.25¢) coupled to the corresponding wave
equations for each matter model. While the vanishing of the geometric
zero-quantities has been established in Section 5.4.1, it has also been proven
that the basic data for the matter fields imply trivial data for subsidiary
variables associated to them on .#. Thus, this permits us to link solutions
to the system of wave equations for the conformal fields to solutions to
the MTCEFE which, in turn, provide a solution to the EFE with tracefree

matter. O
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Chapter 7

Final remarks

In this work, the tools from conformal geometry have been exploited to
analyse several properties of the EFE and, in particular, of anti-de Sitter-
like spacetimes. The relation between the MTCEFE and the system of wave
equations they imply has been established via a system of homogeneous
wave equations for the corresponding zero-quantities; these, remarkably,
arise from a set of integrability conditions along with a number of relations
showing the manner these fields are intertwined. As the existence of these
relations is non-trivial, nor the homogeneous character of the resulting
evolution system is, this seems to point towards some more fundamental
properties of the EFE related to their symmetry group. Ideally, a further
analysis might provide a practical criterion for the existence of integrability
conditions based on the structure of the equations.

Regarding the Killing boundary data problem in anti-de Sitter-like
spacetimes, the analysis has shown how the problem on the “bulk” can
be reduced to a simplified version contained on the conformal boundary.
Furthermore, the obstruction tensor emerges as the main object determin-
ing the existence of a continuous symmetry on this type of spacetimes,
as its vanishing enables the obtention of a homogeneous system for the
corresponding zero-quantities. It was pointed out that a conformally flat
hypersurface trivially yields a vanishing obstruction tensor; in this sense,
the next natural step is to find larger families of 3-dimensional timelike
hypersurfaces with this property.

The construction of vacuum and tracefree matter anti-de Sitter-like

spacetimes heavily relied on the second order evolution system implied by
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the MTCEFE, along with the number of formulae relating the subsidiary
variables to each other. The other main ingredient allowing us to establish
a well-posed problem has been the systematic construction of initial and
boundary data. In particular, it has been found that the boundary data
set can be fully determined by prescribing the metric on the conformal
boundary. However, a complete characterisation of suitable boundary data
for this class of spacetimes is still an open question. A successful solution
to this problem might, potentially, shed some light on the issue of the con-
jectured instability of the anti-de Sitter spacetime, as previous studies only

assume a restricted class of boundary conditions.
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