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#### Abstract

The research work comprises of two parts. Part one is using an Arbitrary CRCW PRAM algorithm for sorting integers into a linked list. There are various algorithms and techniques to sort the integers in LinkedList. Arbitrary CRCW PRAM model, being the weakest model is able to sort n integers in a LinkedList in "constant time" using nlogm processors and if we use nt processors, then it can be sorted in $\mathrm{O}(\log \operatorname{logm} / \mathrm{log} t)$ time by converting Arbitrary CRCW PRAM model to Priority CRCW PRAM model.


Part two is Chaining on a Trie. This research paper solves the problem of chaining on a Trie by providing more efficient complexity. This Algorithm takes "constant time" using $\mathrm{n}(\operatorname{logm}+1)$ processors to chain the nodes on a Trie for n input integers on the Arbitrary CRCW PRAM model.
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## CHAPTER 1

## INTRODUCTION

Algorithms and their complexities play a vital role in determining the efficiency of software to perform day-to day task on computer. The serial processing takes more time to perform the same task than Parallel processing because in serial processing, one task is completed at a time and the remaining tasks are executed in a sequence by the processor whereas in Parallel processing, multiple tasks are completed at the same time by using different processors. This research work is based on PRAM (Parallel Random-Access Machine). This is used by parallel-algorithm designers to model parallel algorithm performances which are their time and space complexities. There are four PRAM models that is EREW (Exclusive read exclusive write), CREW (Concurrent read exclusive write), ERCW (Exclusive read concurrent write) and CRCW (concurrent read concurrent write). CRCW is the strongest model among all of them. Arbitrary PRAM CRCW is used in both the papers to increase the efficiency of existing algorithms. Concurrent write is further divided into Common, Arbitrary and Priority. Common concurrent write allows all processors to write the same value, Arbitrary concurrent write allows only one arbitrary attempt to be successful to write in memory and Priority concurrent write decide on processors rank who will write in memory cell. This research includes Arbitrary CRCW which have been used in the both the papers indicating that it assigns any processor to write randomly in the memory cell. We have used a binary trie to show the results.

For any sequential algorithms to sort the integers in a linked list, take O (nlogn) time. $\Omega(\log n / \log \log n)$ is a time lower bound for sorting integers [1]. This time lower bounds does not need to hold to sort integers into the linked list. Sorting always allows smaller integers to come earlier followed by the larger integers in the LinkedList. The n integers can be sorted into a linked list in constant time using nlogm processors on the priority CRCW PRAM model and they can be sorted into a linked list in $\mathrm{O}(\log \log m / \log t)$ time using nt processors [12]. This [12] paper was published as a research paper to "International Conference on Foundations of Computer Science (FCS'19), Las Vegas, USA." The Paper was accepted and presented in the conference with Paper Id FCS2478. This paper was published in Computer and Information Science, Vol 13 journal.

In Paper 1, to solve the same problem [12], sorting the integers in linked list has been done using Arbitrary CRCW PRAM model. We have converted the Arbitrary CRCW PRAM model to Priority CRCW PRAM model. The time complexity of the problem remains the same. As Arbitrary CRCW is the weakest model, it is better than Priority CRCW model.

In Paper 2, a binary trie, a data structure which has been used for the chaining problem to chain 1 's in the input of $\mathrm{n} 0-1$ bits following the orders of the input. In a binary trie, root node is empty. Radge has proven that chaining algorithms can be solved in $\alpha(\mathrm{n})$ time with linear operations using PRAM models [14]. Hagerup's algorithm [10] shows chaining in $\mathrm{O}(\log \operatorname{logm} / \log t)$ time using nt processors on the priority CRCW PRAM model. In this paper, it is shown that it is possible to do it in a constant time using $\mathrm{n}(\operatorname{logm+1})$ processors on the Arbitrary CRCW PRAM. We have used a trie of height logm which induces a tree of integers and chain each node in the trie with its two children plus the leaves of the tree to their ancestor with two children or the root on the trie.

## CHAPTER 2

## AN ARBITRARY CRCW PRAM ALGORITHM FOR SORTING INTEGERS INTO A LINKED LIST

### 2.1 Introduction

This chapter explains about the algorithm which we have worked upon under the guidance of Dr. Yijie Han. I have submitted the paper [12] to "International Conference on Foundations of Computer Science (FCS'19), Las Vegas, USA". The Paper was accepted and presented in the conference with Paper Id FCS2478. In coming few sections, we will discuss more about my research work algorithm.

Several algorithms are there to sort the integers into the linked list. It is difficult to find the most efficient algorithm. Sorting Integers in the linked list usually takes $\Omega$ (nlogn) time if we are considering linear processing of algorithm. If we consider the parallel computation, it takes $\Omega(\operatorname{logn} / \log \log n)$ time which is a lower bound for sorting integers [1]. However, this lower bound need not hold, if we sort integers into a linked list. Sorting integers into a linked list is to let smaller integers precede larger integers. In this paper, we are using Arbitrary PRAM model to sort the integers into the linked list by converting Arbitrary CRCW PRAM model into the Priority CRCW PRAM model.

Priority CRCW model is a strictly stronger model than the Arbitrary CRCW PRAM. Algorithms run on the Arbitrary CRCW PRAM cannot run on the Priority CRCW PRAM. If we have a Priority CRCW algorithm and an Arbitrary CRCW PRAM algorithm for the same problem and both algorithms have the same complexity, then the arbitrary CRCW PRAM algorithm is better than the Priority CRCW PRAM algorithm.

We know a Priority CRCW PRAM algorithm for sorting n integers in $\{0,1, \ldots, \mathrm{~m}-1\}$ in $\mathrm{O}(\log \operatorname{logm} / \log t)$ time using nt processors [12]. In this thesis, we show that this algorithm can be converted into an Arbitrary CRCW PRAM algorithm and therefore achieve an Arbitrary CRCW PRAM algorithm for the same problem. Because Arbitrary CRCW PRAM algorithm is better than the Priority CRCW PRAM algorithm, therefore our algorithm shown here is better than the previous algorithm [12].

There are many computation models like CRCW, EREW, CREW and ERCW. CRCW (Concurrent Read and Concurrent Write) computation model has been used for my research work which is the PRAM (Parallel Random Access Machine) model[8]. CRCW PRAM memory is a strongest model out of all the above. When we consider, Arbitrary CRCW PRAM model it indicates that the multiple processors try to write in the same memory cell, any random processor can win the write and write the data in the memory cell.

Arbitrary CRCW is a weaker model than the Priority CRCW PRAM model. We show an Arbitrary CRCW PRAM algorithm for sorting integers into a linked list using nt processors in $\mathrm{O}(\log \log m / \log t)$ time. We have used a trie of height logm to sort the $n$ integers in the range $\{0,1,2 \ldots, m-1\}$ into a linked list. A trie of logm height is a full binary tree with $m$ leaves labeled by binary numbers from 0 to $\mathrm{m}-1$ from left and right. A trie of 16 leaves have been shown in the Fig 1.


Fig1: Example of a Trie

We have a binary trie in the Fig 1. which is similar to binary tree[12]. It has left and right child. We take child as a node in the trie. The left is labeled with 0 and right is labeled with 1 . The path from root to leaf node indicates the path that integer can follow. A trie has empty string on the top.

### 2.2 Forming a Trie

We have taken an input array of n integers in $\{0,1, \ldots, \mathrm{n}-1\}$. I have taken random distinct integers, for instance, $0,5,3,9,4,8$ unsorted integers with their index number in an array. We cannot take duplicate integers. This figure has been taken in the reference of paper[12]. I have mentioned index number as a Processor number in an array,

| Integer | 0 | 5 | 3 | 9 | 4 | 8 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Processor | 0 | 1 | 2 | 3 | 4 | 5 |
|  |  |  |  |  |  |  |

Fig 2: Integers with their index numbers

I have marked the input integers and form the trie in the Fig3. In arbitrary CRCW model, an arbitrary processor among the processors writing into the same memory cell at a step can win the write in memory cell. In Fig 3, we used 3 processors for each integer and for an integer, integers are dropped in the bucket at a leaf "a" in the trie, used a k-th processor to write at the ancestor of "a" at level k [6].


Fig 3: Integers are marked on a trie

Fig 3 depicts an arbitrary model in which at the bottom level any random integer from 4 and 5 can win at that node. We are assuming that 4 wins at that node at the bottom level. Similarly, for 8 and 9 integers, any integer can win and write in memory cell.

We assumed that 9 wins in the race of 8 and 9 . If we go one level up in the trie, from 0 and 3, we assume 3 wins. This is how a trie is built from bottom to top and each integer wins randomly.

### 2.3 Finding the lowest winning node

To find the lowest winning node in the trie, we will take the lowest wining node of each integer. In the Fig4, bold highlighted wins show that the lowest winning nodes for each of the node in the trie. The wining ones is represented as (a) wins where a is an integer.


Fig 4: Lowest wining node

### 2.4 Finding the lowest Branch

Each lowest winning node will compare itself with all its ancestors and will find the lowest branching point. In Fig 4, 0 is compared with 3,4 and 8. The lowest branching point of 0 is at 3 . Similarly, 3 is compared with all its ancestors which are 4 and 8 . The lowest branching point of 3 is at node 4 .


Fig 5: Finding the lowest branch

In Fig 5 all the branching points of each integer at winning node is shown. The branching point of 5 is at the top of the trie. To find the lowest branch for each winning node, we have to compare with all the ancestors above it.

### 2.5 Draw path to leaf node

The lowest branch point of each node is connected to its leaf. To show this, we have drawn a path from each branching point to its integers leaf. In Fig 6, red line is drawn to show the connection of branching point (5) to its integer at leaf node 5. Similarly, the branching points (3),(0),(4),(9) have been connected to their respective integers at leaf nodes.


Fig 6: Connecting branching point integers to leaf

### 2.6 Finding the Highest Priority

The highest Prority was given to the node which is at the top of trie. The priority of each node was determined by starting from the top of the trie going to the bottom. So highest priority is of 5 as you can see in the Fig 7. So, it goes in the order 5,3,0,4 and 9.


Fig 7: Highest priority of integers

We have converted the Arbitrary CRCW PRAM model into the Priority CRCW PRAM model. Now, the sorting of integers can be possible in the linked list using nt processors in $\mathrm{O}(\log \operatorname{logm} / \log t)$ [12].

## CHAPTER 3

## CHAINING ON A TRIE

### 3.1 Introduction

The $0-1$ chaining problem is to chain 1 's in the input of $\mathrm{n} 0-1$ bits following the orders of the input. We study the parallel algorithm for this problem on the CRCW (Concurrent Read Concurrent Write) PRAM (Parallel Random-Access Machine) model [13].

On the CRCW PRAM model memory is shared among all processors and any processor can read or write to any memory cell in a step. When multiple processors write to the same memory cell in a step an arbitration mechanism is needed to decide what is written in the memory cell. On the Arbitrary CRCW PRAM model when multiple processors write to the same memory cell in a step an arbitrary one of them wins the write and writes its data into the memory cell. On the Priority CRCW PRAM when multiple processors write to the same memory cell the highest indexed processor wins the write. The Priority CRCW PRAM is a strictly stronger model than the Arbitrary CRCW PRAM model and therefore algorithm designed on the Arbitrary CRCW PRAM with the same complexity is better than the algorithm designed on the Priority CRCW PRAM.

Parallel algorithms can be measured by their time complexity $\mathrm{T}_{\mathrm{P}}$ and processor complexity P. They can also be measured by their time complexity and operation complexity O which is the time processor product, i.e. $\mathrm{O}=\mathrm{PT}_{\mathrm{P}}$. A parallel algorithm is called an optimal algorithm if $\mathrm{PT} \mathrm{P}_{\mathrm{P}}=\mathrm{O}\left(\mathrm{T}_{1}\right)$, where $\mathrm{T}_{1}$ is the time of the best serial algorithm.

Ragde has shown that the chaining problem can be solved in $\alpha(\mathrm{n})$ time with linear operations [14] on the CRCW PRAM model, where $\alpha(\mathrm{n})$ is the inverse Ackermann function. In this paper we will study the chaining problem on the trie. The input in this problem is a set of $n$ integers in $\{0,1, \ldots, m-1\}$ placed at the leaves of the trie of height logm. The trie induces a tree of these integers and we want to chain each node in the trie on this tree with two children plus the leaves of the tree to their ancestor with two children or the root on the trie. This problem is intimately related to integer sorting. Hagerup's algorithm [10] will enable such chaining in O (loglogm) time with n processors on the ARBITRARY CRCW PRAM. Our recent results [11][12] shows how to do it in $\mathrm{O}(\log \operatorname{logm} / \log t)$ time using nt processors on the Priority CRCW PRAM. In this paper we show that it can be done in constant time using $\mathrm{n}(\operatorname{logm}+1)$ processors on the Arbitrary CRCW PRAM.

### 3.2 The Algorithm

A trie is a full binary tree in which the root node is labeled with the empty string $\varepsilon$. A trie T with $\mathrm{m}=2^{\mathrm{k}}$ leaves can be represented by array A . $\mathrm{A}[0][0 . . \mathrm{m}-1]$ are the m leaves of the trie. For $\mathrm{i}>0$ and $0 \leq \mathrm{j}<\mathrm{m} / 2^{\mathrm{i}}, \mathrm{A}[\mathrm{i}][\mathrm{j}]$ is an internal node of the trie with $\mathrm{A}[\mathrm{i}-1][2 \mathrm{j}]$ as its left child and $\mathrm{A}[\mathrm{i}-1][2 \mathrm{j}+1]$ as its right child. The edge from a parent to its left child is labeled with 0 and the edge from the parent to its right child is labeled with 1 . We label node $A[i][j]$ with a binary number j of $\operatorname{logm} / 2^{\mathrm{i}}$ bits. The root is labeled with $\varepsilon$. The height of a trie with m leaves will be logm.

The leaf nodes of the tris are labeled with $0,1, \ldots . \mathrm{m}-1$. We assume that logm is an integer. So, each leaf is represented by logm bits and the trie $T$ has height logm and has logm+1 level. For example, suppose we have 3-bit integer so, $\operatorname{logm}=3, m=2^{3}=8$. The trie will contain 8 leaf nodes. Fig. 1 shows such a trie with 8 leaf nodes, having height 3 and 4 levels.


Fig 1.

Fig 1: Example of Trie

We assume that n out m leaves in the trie have objects in them and other leaves are empty. We use the Arbitrary CRCW PRAM model with $\mathrm{n}(\operatorname{logm+1)}$ processors with logm+1 processor allocated to each nonempty leaf of the trie. Fig. 2. gives 4 integers and assumed that they are placed at the leaves of a trie with 8 leaves. 4 processors are allocated to each of them. This is shown in Fig. 3.

| Integers | 5 | 3 | 1 | 7 |
| :---: | :---: | :---: | :---: | :---: |
|  | $0,1,2,3$ | $4,5,6,7$ | $8,9,10,11$ | $12,13,14,15$ |
|  |  |  |  |  |

Fig. 2

Fig 2: Assigning random Processors to integers


Fig. 3.

Fig 3: Processor allocation shown in trie

In Fig. 3. Integer 001 uses a processor at 001 , a processor at 00 , a processor at 0 and a processor at the root. Integer 011 uses a processor at 011 , a processor at 01 , a processor at 0 and a processor at the root. Integer 101 uses a processor at 101, a processor at 10, a processor at 1 and a processor at the root. Integer 111 uses a processor at 111 , a processor at 11 , a processor at 1 and a processor at the root. A tree T on the trie for these nonempty leaves can be envisioned as shown in Fig. 4. Each internal node of the tree has two children (possibly except the root). Our task is to let every node in the tree link to its parent in the tree provided that in the input the tree has not been built yet.


Fig 4: Two children shown on trie

Using Arbitrary CRCW PRAM, each integer at a leaf of the trie will use one of its processors allocated to write at an ancestor in the trie of this leaf node. Fig. 5 shows a situation where processors win the write at the node of the trie.


Fig. 5.

Fig5: Processors wins the write

Let $\varepsilon->b_{1}->b_{1} b_{2}->b_{1} b_{2} b_{3}->\ldots->b_{1} b_{2} b_{3} . . b_{\text {logm }}$ be a path from the root of the trie to a leaf, where $b_{i}$ 's are binary bits. Because we use Arbitrary CRCW PRAM and therefore it is possible that processors for an integer wins at nonconsecutive nodes on $b_{1}, b_{1} b_{2}, b_{1} b_{2} b_{3}, \ldots$, $b_{1} b_{2} b_{3} . . b_{\text {logm }}$. For each integer at a leaf of the trie we will find the node at the highest level of the trie that it wins. For integer i let $\mathrm{h}(\mathrm{i})$ be the node in the trie at the highest level that processor for i wins. For example, in Fig. 5., $h(3)=0, h(1)=\varepsilon, h(5)=10$ and $h(7)=1$. Next integer $i$ will do exclusive-or between $i$ and each integer $j$ with $h(j)$ being an ancestor of $h(i)$ in the trie. This exclusive-or will give the branch level between i and j .

This information is obtained from the most significant bit that is 1 of the exclusive-or. For example, $h(3)$ has 1 at its ancestors. 001 xor $011=010$. This indicates that 3 and 1 branch at at level $2 . \mathrm{h}(5)$ has 7 and 1 at its ancestors. 101 xor $111=010$ so 5 and 7 branch at level 2.101 xor $001=100$ so 5 and 1 branch at level 3.

Next each integer finds, among these exclusive or operations with its ancestors, the lowest branch level. So, 3 finds its lowest branch level at level 2, 5 finds its lowest branch level at level 2 (minimum of level 2 and level 3 ) and 7 finds its lowest branch level at level 3 . Because 1 wins the write at the root and therefore it needs not to find its lowest branch level as it has no ancestors. This situation is shown in Fig. 6.

Now, the root will use the four processors of 7 (because 7 finds its lowest branch branches out of the root $\varepsilon$ ) to find the node of the tree at the highest level along the path of 7 (i.e. $\varepsilon, 1,11,111$ ) to be 1 and therefore link 1 to $\varepsilon$. Integer 1 at the root will also use the four processors of 7 to find the node of the tree at the highest level along the path of 1 (i.e. $\varepsilon$, $0,00,001)$ because 1 is at the root.

Here, 1 finds that 0 is the node at the highest level and therefore it links 0 to $\varepsilon$. Because integer 3 founds its lowest branch level at level 2 and it branches out of node 0


Fig. 6.

Fig 6: Finding the lowest branch

Thus node 0 will use the four processors of 3 to find the highest level node along the path of $0,01,011$ (this path is generated by 3 ) to be 011 (note that all leaves of the tree are nodes in the tree and all internal nodes except the root have two children).

Thus 011 is linked to 0 . Node 0 will also use the four processors of 3 to find the highest-level node along the path of $0.00,001$ (this path is generated by 1 as 1 wins the node 1 in the trie) to be 001 . Thus 001 is linked to 0 . Because the lowest branch of 5 branches out of node 1 in the trie and therefore node 1 in the trie will use the four processors of 5 to find the highest level node along the path of $1,10,101$ (this path is generated by 5) to be 101 . Thus 101 is linked to 1 . Also, node 1 in the trie will use the four processors of 5 to find the highestlevel node along the path of $1,11,111$ (this path is generated by 7 because 7 won at node 1 ) to be 111. Therefore 111 is linked to 1 . All these operations take constant time by using the constant time algorithm for finding integer maximum among n integers in $\{0,1, \ldots, \mathrm{n}\}$ using n processors.


Fig. 7.

Fig 7: Chaining the nodes

## CHAPTER 6

## CONCLUSION

The chaining algorithm presented in this paper has some desirable characters. Both the models, the Arbitrary CRCW PRAM model and the Priority CRCW PRAM model take the same amount of time to sort the integers in the linked list. Converting Arbitrary model into the Priority model is, design being the weaker model, it is better than Priority CRCW model. On the positive side, the algorithm is simple and easy to program. It has no hidden factors and is fast in practical terms.

To understand the chaining problem in the second paper, we studied parallel algorithms. Several researchers have shown their research work and the most recent work done in this algorithm is simple and more efficient. This paper has shown that,n integers can be chained on the trie in constant time using $\mathrm{n}(\operatorname{logm}+1)$ processors on the Arbitrary CRCW PRAM models. This problem was difficult to solve. The facts mentioned in paper indicates that it is feasible in a practical term.
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