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ABSTRACT
Object vibrations and movements can be detected through changes in its luminance. In this
paper, we demonstrate that we can obtain the vibration frequency of all vibrating targets in the
sequence simultaneously through the analysis of local neighborhoods. The study is completed
with a short-time Fourier analysis so that changes in the movement frequencies are also
accounted. We also show that this information can be displayed like a color frequency map that
can be superimposed to the video sequence providing-a whole description of the analyzed
sequence. The method can be used to analyze complex structures since their different vibrating
parts can be visualized at a glance. The main algorithms, methods and some sequences are freely
downloadable so that new applications and procedures can be implemented by the scientific

community.

GRAPHICAL ABSTRACT
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Figure Color map showing the vibration frequencies of the different parts of a pedestrian bridge.
Notice the cable, deck and vertical beam vibrating at 10, 13 and 19 Hz respectively.
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1.- Introduction

Movement detection and frequency measurements are of great importance in
many fields including Physics and Engineering. Contact sensors are often
preferred and, among them, accelerometers are the most used for vibration
monitoring. Although their really good performance, in some occasions the
complexity or accessibility of the specimen to be measured increases the
installation cost and may be even hazardous for the test crew safety. Because of
this, non-contact methods such as laser vibrometers are becoming more popular
and are being applied to new fields [1]. Nevertheless, their high cost is still a big

drawback that restricts their use to only some particular cases.

Computer vision systems have been demonstrated to be a reliable alternative to
traditional methods. In the last years, thanks to the decreasing prices of high-
speed cameras together with the increased capabilities of storage systems and
computers, several proposals, methods and applications have appeared in
several areas such as Biomedical Sciences, Surveillance or Civil Engineering [2-
14]. With independence of the application area or the proposed method, the
common hypothesis of these papers is that object movement can be perceived

through changes in the light reflected or diffused by a moving target.

In references [8-10], the authors use object recognition techniques in order to
determine the vibration of different structures. Although these methods provide
accurate results, they require of high contrast images in order to facilitate the
image analysis and also tend to be very demanding in computational time and
resources. Vibration measurement techniques without object recognition have
been also proposed in the literature. In [11], the authors analyze video
sequences of objects placed close to a loudspeaker. Video analysis is done
through decomposition of the video signal into the local spatial amplitude and
phase using a complex-value steerable pyramid filter bank [12]. Through image
analysis they are able to speech capturing and recognition even through
acoustically isolating windows. The method does not require that the vibrating
surface be specular, diffusive or fulfill any special property to obtain a reliable

signal. The obtained impacting results received much attention from public and



media. The same approach has been used later by some of the authors to magnify
the motion of simple structures and facilitate the modal identification and
analysis [13]. Unfortunately, the algorithm presented requires complex image
transformations and may result in a slow and heavy algorithm. This problem was
later addressed in [14]. There, the authors present a reformulation of the idea in
terms of image correlation. They claim that their method is much faster than the
original one and is able to resolve movements up to 0.16 px on the CCD sensor.
Although this may seem a minor detail, resolutions below the pixel limits are of
fundamental importance for measuring small vibrations or from far distances. It
results evident that large movements can be easily detected by noticeable
changes in the image. On the contrary, small amplitude movements are not so
easy to detect since changes in the image will be subtle and affect to very few
unconnected pixels. Therefore, reliable methods for vibration measurements

need to achieve sub-pixel resolutions.

In [15], the authors demonstrated the possibility of measuring the vibration
frequency of objects in a high-speed video sequence just by counting luminance
changes in local regions. The object does not have to fulfill any specific
requirement and no especial feature is detected or matched. Although the
method may not be as fast as the one proposed in [14], it is able to measure
oscillation amplitudes of 0.013 px, as we will show below. This means an
improvement of one order of magnitude with respect to similar papers cited
above without performing any interpolation or image transformation.
Additionally, the method is developed without any specific application in mind
so it can be easily adapted to different experiments. Unfortunately, this
technique is only capable of measuring the movement frequency since no direct
connection has been found between pixel luminosity changes and vibration
amplitude. Even though, frequency determination with simple and cheap non-
contact method can be applied in a lot of areas and problems such as structural

engineering, industrial mechanics and modal analysis.

In [15], an interesting idea was outlined: the possibility to extend the method for

simultaneous multipoint calculation. This feature is of great interest since it



would permit multiple measurements from a single experiment. Therefore, with
a simple excitation, one could measure and compare the vibration frequency
between different parts of an object, or even different objects, and obtain

valuable information about the system dynamics.

Multipoint measurements have been implemented in Laser Vibrometers through
a scanning mechanism but it may result very expensive, slow and measurements
are taken asynchronically so, strictly speaking it is not a multiple point device.
Other authors have proposed the use of radar interferometry in.order to
measure vibrations in structures and buildings [16-18]. The method is fast and
accurate but it is still expensive and requires of special properties of the
vibrating object in order to produce a clean signal. In [19], the authors propose
the use of a Kinect sensor to obtain the time variation of vibrating three-
dimensional surfaces. The system permits simultaneous measurement of
multiple points in real time with a cheap device, but it is limited by the hardware

to frequencies below 15 Hz.

In this paper, we propose a simple and low cost method for simultaneously
measuring the vibration frequencies in all the points of a captured video
sequence. The idea is developed from the algorithms presented in [15], which
consisted of selecting a local neighborhood or region of interest (ROI) and
applying a multilevel binary threshold to the image within this region. By proper
combination and analysis of all binary levels the authors are able to obtain the
vibration frequency of the part of the object within the ROI. Here, we exploit the
idea and propose to extend the method and to analyze the frequency information
in' the entire scene and through the whole sequence. Therefore, the frame is
subdivided in overlapping ROIs that are individually analyzed. Each ROI contains
all the voxels through the sequence and thus allows the calculation of the
vibration frequencies of each local neighborhood. With this information, a
frequency map of the sequence can be built and represented. As we will see in
the examples provided, this allows identifying different vibrating parts of a

complex object and even recognize the source of the detected frequencies.



Finally, we will implement a Short-Time Fourier transform algorithm so that we

can obtain the frequency changes and variations occurring in a single sequence.

Compared with [19], our proposal is restricted to 2-D movements but it can be
easily implemented with any camera. In fact, it has been used both with a high-
end and a pocket camera with satisfactory results in both cases. Because of this
versatility, the method is mainly limited by the camera configuration. In the
following pages, we will show the capabilities of our proposal. The reader will
notice that although the same example can be used for all the experiments, we
decided to present different vibrating objects so that the performance and

capabilities of the method is better understood.

The structure of the paper is organized as follows. In Section 2, we will recall the
basic principles and algorithms that allow the calculation of the vibration
frequency in a ROI from a high-speed video sequence. In Section 3, we will show
the capabilities of the method for detecting and resolving frequency changes in
the object within the ROIL In Section 4, we will extend the method to the whole
frame to obtain a frequency map identifying different parts of an object vibrating
simultaneously at different frequencies. Combination of the mapping option with
the short-time Fourier transform will allow us to build a time-varying frequency
video map, that is capable of detecting different objects vibrating both
simultaneously or at different times. Finally, in the last Section, we will outline

the main conclusions.

2.-METHOD

In'[20], the authors presented a discussion about the theoretical limits of object
tracking with sub-pixel resolution. The paper proposed a theoretical approach to
an optimal target design that would maximize the detection probabilities but,
unfortunately, the proposal had not realistic possibilities of being implemented
in real experiments. However, in [15], the authors showed that part of the
condition could be fulfilled for almost any object whose contour is not aligned
with the CCD array. With this, they proposed a method that allows obtaining the

vibration frequency of a moving object through illumination changes of the



pixels within a ROI in a temporal sequence. Since the results here presented are
derived from those in [15], we include a review of the method with many

improvements that have been added since it was published.

The method was implemented in the following way: we determined the
minimum and maximum luminance levels within each ROI and calculated several
equidistant levels between these two. Then, the image within the ROI was
thresholded and binarized at each level so that we obtained different binary
sequences. The number of white pixels at each frame was then counted and a
numerical sequence was obtained for each ROI. Our hypothesis was that any
change in the object position can be detected as a local variation in the image
luminance, thus it will be seen as a change in the number of active pixels in some

(or many) binary levels.

Let us consider a temporal sequence of images I(i,j,¢) being i and j the
coordinates of the image pixels, and consider that in each frame, we select a

rectangular ROI of size (NX,NY) located by its central pixel (io,jo) inside the

frame. Therefore a signal B[(io,jo,t) codifying the movement within a ROI at

each level l is constructed in the following way:

ig+N,/2-1 jo+N,/2-1

B (i jot)= 2 2, [I(mn1)] (1)

m=ig=N /2 n=j,—N,/2

with:

0 if](m,n,t)Zl

L0 =3 i) < @

Notice that the signal B, (io,jo,t) can be further processed and analyzed in order

to obtain the main frequency peaks or other information about the movement. In
Figure 1, we show a video sequence of a vibrating tuning fork designed for
vibrating at a frequency of 440 Hz. We also show there its correspondent binary
version thresholded at level 128. By running the video, one can see some
changes in the gray-scale sequence, but not recognizable movement. Conversely,

in the binary sequence, periodic changes can be clearly appreciated thus



revealing the movement pattern of the tuning fork. As we showed in [15], simple
counting of active (white) pixels through the sequence, as it is expressed in eq.

(1) provides the vibration frequency of the object within the displayed ROI.

Figure 1 (video). a) Extreme of a tuning-fork prong vibrating at 440 Hz. b) Sequence binarized
atlevel 128. (See the video at https://goo.gl/2vdmg4)

With independence of the number of levels, two different options can be
followed when implementing the method. The first one consists of taking the
absolute maximum and minimum of the ROI through the whole the sequence and
applying the same thresholds for all frames. This approach implies loading all the
frames in the computer memory, which results in a very inefficient algorithm.
The alternative approach consists of calculating the threshold levels according to
the ROI's maximum and minimum intensity in each frame. In this case, the sub-
index l<n expression (1) refers to the threshold ordinal (i.e. first binary level,
second, etc.) and not the binary level itself. This approach has the advantages
that is faster and automatically adapts to the general illumination over the scene.

In any case, we tried both implementations and results did not differ very much.

The signal obtained from equation (1) through any of the procedures just
described tends to be very noisy. Any change in the scene, independently of its
cause, will be detected through the luminance variation, thus degrading the
signals. Fortunately, if the movement is repeated, a peak will appear above the
noise level, and the frequency of the movement will be determined, provided

that the signal to noise ratio is high enough.



In order to increase the signal quality, several procedures were implemented.
The first one consisted of selecting the ROI size in order to be sure that majority
of changing pixels belong to the vibrating object and not to the noisy
background. Proper election of a ROI depends on many issues, and a general rule
is difficult to establish. In general, the ROI must be selected in a high contrast
region and be large enough to contain moving pixels and also static parts to
provide contrast in each binary level. As a rule of thumb, we recommend to
consider ROIs that are double size that the image detail whose movement is
being tracked i.e. In the case we are observing a bar of 10 pixels width whose
expected transversal movement is 2 pixels, a scanning area of 20x20 pixels
should fit. In this case, almost have of the pixels are occupied by the moving

objects and the other half by the static background

Second procedure consisted of convenient combination of the information
obtained for each binary level. The movement of the object will probably affect
to different brightness levels. Therefore, the numerical signals obtained from the
binary sequences in equation (1) will show some redundancy that can be
exploited to improve the signal and decrease the noise. In [15], the authors took
eight binary levels between the minimum and maximum luminance levels and
then calculated the average of the eight frequency spectra obtained for each ROL
Although other options can be explored, we also take 8 levels in all the examples
that are‘described below. Unfortunately, for subtle vibrations, some binary
sequences may only contain noise and thus degrade the result when all the
signals are combined. Therefore, instead of just calculating the mean value of the
signals, we decided to calculate their weighted sum so that the signals carrying
relevant information are enhanced whereas the others are attenuated.
Calculation of the weight coefficients must be simple enough to not increase the
computational cost, which may be very high. According to this, we decided to
implement the variance of the signal as the weight function. Since all signal
energies have been normalized to the unit, higher variances imply lower signal-
to-noise ratio and thus a noisier signal [21]. Therefore, if we consider the binary

sequences B, (t) in one RO], the final signal describing the activity in the area is:
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with ¢* being the variance of the signal B, (t), and L,, and L, the minimum

and maximum luminance levels respectively. This final signal will be processed

in order to obtain the frequency of the movement.

All the processes just explained have been implemented using our own code in
Matlab and is freely downloadable from [22]. This software permits selection
and calculation of vibration frequencies in four regions simultaneously. Although
copyright laws restrict commercial use [23], we encourage the readers to use our

software and ask the community to check and improve our proposals.

3.-METHOD VALIDATION: MEASUREMENT OF A SINGLE ROI

In order to show the performance of the method, we have measured the
movement of a complex pattern situated on a vibrating platform. In our case, we
use a “Vibe-Tribe Troll” vibrating loudspeaker connected to a computer. The
speaker is installed upside-down on an isolating Sorbothane foam. On the
moving platform, we put a frame with an attached target showing a QR-code.
Finally, a ceramic shear ICP accelerometer with a sensitivity of 1000 mV /g and a
frequency range from 0.5 to 3 kHz was glued at the top of the frame in order to
check the vibration frequency. Additionally, since our method does not provide
the .amplitude of the movement and due the stationary character of this
movement, we will use signal from accelerometer to obtain, through double

integration, an estimation of the movement, and infer the sub-pixel accuracy.

The video sequence was captured in non-compressed AVI format with an AOS X-
PRI camera, working at 1000 fps and situated at 50 cm from the target. A 50 W
standard halogen lamp connected to a stabilized AC/DC converter illuminated
the scene. In Figure 2, we show the scene with the QR target on it. The target side

is of 40 mm length with a frame size of 800x600 thus giving a resolution of 3.60



px/mm. The vibrating platform was set to a frequency of 330 Hz. We also show

in the figure the ROI used for the calculation with our method.

Since the signal registered by the accelerometer was clean and soft, we decided
to adjust it to a sum of sines and, from that, obtain an estimation of the
movement amplitude. The simplest expression that provided a correlation

coefficient above 0.95 was a sum of two sinuses so we adjusted our data to:

A(t)=a, xsin(b, Xt +¢,)+a, xsin(b, Xt +c,) (4)
with A being the acceleration in g units and ¢ the time. The result of the fit was:

a, = 1.598 (1.592, 1.603) g units
b, = 2073 (2073, 2074) rad/s
c, = 68.74 (67.51, 69.98) rad

o
Il

, = 0.2079 (0.2023,0.2136) g units
b, = 4146 (4144, 4149) rad/s
, = 138.2 (128.8, 147.5) s

(5)

¢
Il

R*=0.99690
RMSE = 0.06412

with the amount between brackets being the confidence intervals at 95%, Notice

that b, =2% b, so result in (5) is just showing the fundamental (2073 rad/s or

equivalently, 329,93 Hz) and first harmonic (659,70 Hz) of the oscillating
movement. Equation (5) can be easily double-integrated so, substituting the

obtained coefficients, we obtain that the movement amplitude is of 3.6 um.

In Figure 3 we show the signal obtained according to equation (3) from a ROI of
50x50 px in the center of the QR code. Notice that this signal is composed by
adding the number of active pixels within the ROI in different thresholded levels.
Therefore, the signal carries the information about the movement but localized
peaks may not have a direct correspondence with the movement itself. In Figure

4, we show the frequency spectrum obtained through our method and from the

10



acceleration signal. We can appreciate that, as we predicted before, the signal
coming from the video is noisier than that coming from the accelerometer. The
reader should also notice the presence of low frequency components that is
masked in the accelerometer signal by the higher frequencies. (Fig. 4c) In the
Figure 4b, we show a magnification of the low frequency region of the
acceleration pectrum with is eight orders of magnitude lower than the one
represented in the general view. One can see there the presence of the peak at
7.8 Hz that has been detected by the camera, although its amplitude in signal
from accelerometer is much lower and noisier. Use of seismic accelerometers
may improve the performance of the system in the low frequencies range, but
even so, it is known that accelerometers response depends on the frequency
squared so the dominant high frequency peaks mask the low frequencies
components. This effect was already observed previously [24] and may be
further explored or neglected depending on the a priori information about the

particular system that is being measured.

B00 x GO0 {1000 fps [/ 1000 us
Frame 1L 0000 =

Figure 2. QR-code on the top of the vibrating speaker. The red square marks the analyzed ROI of
50x50 px.
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Finally, we would like to underline that, according to the resolution of the system
and the movement amplitude, our method is capable to detect vibrations of
0.012 px of amplitude without applying any interpolation, transform or
recognition method over the images. This resolution is one order of magnitude

higher than the one obtained by the one claimed in [14].
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Figure 3. Signal obtained applyingeq. (3) to the ROI selected in Figure 2
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Figure 4. a) Fourier spectrum obtained with our method b) Low components of the Fourier
spectrum obtained with the accelerometer. Notice the vertical scale. c) Fourier spectrum
obtained from the accelerometer in the range [0-500 Hz]

The proposed method can be slightly modified so that additional results can be

obtained from the binarized sequences. Up to know, we have implicitly assumed

12



that the frequency of the movement is constant, but this is not a requirement for
our purpose to work. In our algorithm, the Fourier transform can be substituted
by a short time Fourier transform (STFT) [25] and thus, changing frequencies

inside a ROI can be measured in the same sequence.

In short, the STFT is a particularization of the general Fourier transform where
the function to be transformed is multiplied by a temporal window function,
which is non-zero during a short time. Therefore, the Fourier transform is
calculated as the window is displaced along the time axis. The result. is a two-

dimensional time-frequency (z,®) representation:
STFT{S(1)}(7.0)= X(r.0)= [ S(t)W (- 7)exp(~jor)dt ; (6)

where W (¢) is the time window function, and S(¢) is the function to be

transformed, which is obtained following equation (3). In the discrete time case,
the above written expression converts into:
STFT{S[t, |}t @)= X (t.0)="Y, S[t,|W|t, 1, ]exp(-jor,) ; (7)
k=—c0

being S[tl.] the signal obtained for the ROI evaluated at the frame corresponding

to the instant ¢,.

One of the issues of the STFT is related to the time-frequency resolution
limitations. The shortest the time-window is, the higher time resolution, but,
since we have fewer bins, the frequency resolution will be worse. And vice versa:
the longer the time window is, the poorer temporal resolution is obtained.
Therefore, windows width selection depends on the particular experiment and
the expected results. Additionally, the window is usually selected with smooth
borders in order to avoid the Gibbs phenomenon. In our case, we took a Hann

window [25].

In Figure 5, we show a time-frequency chart obtained for the QR code and ROI
already shown above in Figure 2. The target has been excited during two seconds

with two frequencies consecutively. During the first second the frequency of

13



vibration was 330 Hz and then was suddenly changed to 445 Hz. The calculation
of the STFT has been done in Matlab using the tfrstft function from the Time
Frequency Toolbox [26] with the predefined parameters. The window function

that has been used was the one suggested by the authors:

27t
Wz, )=0.54-0.46 £ 8
(1) cos(”l) (8)

with T being the total time length of the signal.

The picture clearly shows in yellowish colors the detection of the two
frequencies and the time span while they are acting on the target. One can also

see the presence of a low frequency band, just as it happened in the previous

case.

W NN

00

Frequency [Hz]

w
o
=3

1
Time [s]

Figure 5. Time frequency chart obtained for the ROI in Figure 2 when two consecutive excitation
frequencies (330 and 445 Hz) are applied. Yellowish colors show the frequency and the duration
of the frequency peaks. Color scale is arbitrary so it has not been added to the map.

3.- CALCULATION AND REPRESENTATION OF FREQUENCY MAPS

Up to now, the procedure has been applied on a single region of interest.
However, it can be extended to different regions in the scene so that we can
obtain simultaneous measurement of different areas vibrating at different
frequencies or even different objects. Moreover, the whole image can be divided
in adjacent blocks and thus perform a local analysis of the movement.
Overlapping of the regions may be adjusted depending on the computer
capabilities: less overlapping implies fewer regions on the image so the

calculation will be faster but less accurate. Each of these local neighborhoods is



analyzed according to the method exposed above, i.e. multilevel thresholding,

pixel counting, signal composition and Fourier analysis of the resulting signal.

With this, each region is reduced to a vector containing the frequency spectrum
obtained for this area. Therefore, we have a matrix containing the frequency
spectrum for all the ROIs positions. With this information we construct a map for
each frequency component. Notice that the smaller ROIs we select, the more
accurate information will be obtained from the scene, but also the larger will be

the resulting matrix.

One must bear in mind that the final aim of full-frame frequency analysis is to
provide information about vibrating objects in a scene at a glance. Therefore, we
decided to select, for each region the highest peak and represent the dominant

frequency at each ROI defined in the scene.

In the following figures, we present an example of the method applied for a
complex image analysis. In Figure 6, we display a pedestrian bridge inside a
University building. A person jumping excited the bridge and caused its free
oscillation for some seconds. For this example, we took a sequence of 2.5 s
captured at 120 fps. After the visualization of the sequence, only a sequence of 1
s after the person falls down is analyzed. This provides a frequency resolution of
1 Hz, which is enough for our proposal but may be not accurate for modal
analysis of the structure. We would like to underline here that the resolution of
the method is linked to the ratio between the number of samples of the sequence
and the Nyquist limit. Therefore, higher accuracy is just obtained by taking

longer video sequences,.

In this experiment, the sequence was captured with a pocket camera CASIO
Exilim ZR-1000. Since this is a low-cost camera, the only option for capturing
was AVI-JPEG format so some noise from the compression algorithm is

introduced in the sequence.

15



In Figure 7, we show a section of the bridge with a superimposed frequency
color map with the corresponding numerical value. Notice that, because of the
limitations on image quality and resolution of the low cost camera, the zoom and
the view has changed with respect to Figure 6. According to the ROI size
criterion above sketched about the size of the ROI and the vibrating elements in
the scene, local neighborhoods have been taken of 8x8 px (Block size) with an

overlap of 6 px in both vertical and horizontal directions.

In t Figure 7 we can observe that the region around the cable, deck and vertical
beam provide clear results. Majority of local border neighborhoods around these
areas give a consistent result. Additionally, we can appreciate some noise in the

image, which may come from jpeg compression noise.

Figure 6. General view of the pedestrian bridge used for the experiment. A person jumping in
the center excites the structure. An accelerometer in the upper part of the deck will register the
main vibration.
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Figure 7. Color map showing the vibration frequencies of the different parts of the bridge. Notice
the three main parts vibrating at 10, 13 and 19 Hz, respectively

The main drawback of this representation is that each ROI is considered
independently and only the main peak is selected and depicted, with
independence of its value or the value of the surrounding neighborhoods’ peaks.
Nevertheless, this procedure can reveal “false” peaks coming from noise,
transient phenomena or any other non-controlled origin. Therefore, only the
stronger peaks, whose height is above 5 times the standard deviation of the
spectrum signal, are considered. Even so, spurious peaks still may appear in the
map, as we can appreciate in Figure 7. These peaks seem not to be associated to
any specific object so they can be ignored or even filtered for cleaner

representations.
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Figure 8 (video). Video sequence with the areas vibrating at a specific frequency highlighted in
red. Notice the three main areas, cable, deck and vertical beam, vibrating at 10, 13 and 19 Hz, in
accordance with the map in Figure 6. (See the video at https://goo.gl/D60saN)

In order to better understand the results in Figure 7, we have represented in
Figure 8 the peaks location within the frame for each frequency. Since
information is arranged in a three-dimensional matrix, the representation is
displayed in a video sequence where each frame displays the map for one
specific frequency. In this video, one can clearly see now the vibrational
structure of bridge: the cable is vibrating at 10 Hz while the deck is vibrating at
13 Hz. The vertical ' beam attached to the deck is vibrating at 19 Hz. For the
remaining frequencies up to the Nyquist limit at 60 Hz, only spurious dots
appear but since they are isolated and not-connected to any significant part of

the bridge, they may be classified as noise and neglected.

In the same experiment, the vibration was also measured with a uniaxial
accelerometer in the center of the deck. In Figure 9, its frequency spectrum up to
100 Hz is depicted. Notice that, as it appears in the picture, in this example we
are considering 120 frames at 120 fps so our accuracy is of =1 Hz. Therefore, we
can conclude that the three main vibration frequencies detected by the

accelerometer coincide with the peaks detected by our method.

We would like to underline that, since the accelerometer is a single point device,

all frequencies are registered at the same location and one cannot distinguish the



origin of the vibration. The method proposed here is not only able to register the
vibration, but also to locate its origin, thus providing valuable information about

the structure behavior.
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Figure 9. Accelerometer signal obtained from the bridge vibration. Notice the coincidence
between the three peaks detected in the center of the deck and those obtained for the cable, deck
and beam respectively in Figures 6 and 7.

Finally, and going one step further, we can combine both the frequency mapping
feature with the time-frequency analysis in order to detect the changing
vibration of an object and construct a dynamic frequency map. To this end, we
have selected a different object, so that different frequencies can be excited at

different times.

The object selected is a guitar and the sequence has been captured with an AOS
XPRI camera at 1000 fps. In the video depicted on Figure 10, we show three
strings of a guitar that are played sequentially. A black card behind the strings
covers the resonance box of the guitar in order to avoid that its vibration

overlaps the vibration of the strings and distorts the map.

In this case, the map has been calculated using ROIs of 6x6 px with an
overlapping of 3 px. It has been overlapped to the video so that one can see the
frequency value together with the movement, and thus obtain complete
information about the scene at a glance. At the beginning of the sequence, there

is some localized noise in the background, but when the strings start to vibrate,
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this noise is cancelled and the correct frequencies appear. Notice that the ROIs
are displaced form the object. This is because the algorithm takes a sub-sequence
of frames to calculate the short-time Fourier transform and the peak is assigned

to an average location.
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Figure 10 (video). Sequence showing the time-frequency map of three guitar strings vibrating
at 367, 305 and 492 Hz, respectively (the guitar is not in tune).
(See the video at https://goo.gl/Pnf707)

Again, we would like to emphasize that the method is able to measure different
vibrations that are happening simultaneously, and detect where and even when
this vibration is produced, which is not possible with a microphone, or an

accelerometer or even a laser vibrometer.

CONCLUSION
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In this paper, we have developed a method for simultaneous multipoint
measurement of vibration frequencies through the analysis of a high-speed video
sequence. A complete algorithm for multipoint application is described and
modifications to measure time-varying frequencies are also proposed. A
convenient application of our method allows plotting a full-frame vibration map

describing the frequency of vibration of all the objects in a scene.

Our method is demonstrated through different examples, also showing some of
its potential applications. As we said through the text, with our proposal we are
able to measure not only the vibration frequency but also to separate the
element or even the part of it that is vibrating with a certain frequency and
segment it from other vibrating parts or even elements vibrating at a different

moment.

The method has been implemented with scientific mid-end cameras and also
with pocket cameras, with relatively poor quality and image-compression noise.
Therefore, it showed to be versatile and robust against some noise level in the

image.

In order to facilitate the analysis and further development of our work, the main
algorithms for multi-ROI measurement is freely disposable in Matlab format at
[20]. The algorithms for calculating and displaying the maps are still under
development but beta versions will also be distributed under personal

requirement to the authors.

Finally, we want to underline that although other more precise methods exist,
they are limited to single point measurements (accelerometer, laser vibrometer)
or to large areas integration (microphone). Therefore, our proposal may be a
reliable complement to these devices and provide useful information about

complex problems.
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Highlights

- Simultaneous multipoint measurement of vibration frequency
- Calculation and display of a frequency map over a scene

- Time-frequency analysis of video sequences

- Analysis of complex-object’s vibration at a glance

- Easy implementation

- Free access to main algorithms

- Wide applicability.
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