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Abstract

Given a bent function f(x) of n variables, its max-weight and min-weight functions are intro-

duced as the Boolean functions f+(x) and f−(x) whose supports are the sets {a ∈ Fn
2 | w(f⊕ la) =

2n−1 + 2
n
2 −1} and {a ∈ Fn

2 | w(f ⊕ la) = 2n−1 − 2
n
2 −1} respectively, where w(f ⊕ la) denotes the

Hamming weight of the Boolean function f(x)⊕ la(x) and la(x) is the linear function defined by

a ∈ Fn
2 . f+(x) and f−(x) are proved to be bent functions. Furthermore, combining the 4 minterms

of 2 variables with the max-weight or min-weight functions of a 4-tuple (f0(x), f1(x), f2(x), f3(x))

of bent functions of n variables such that f0(x) ⊕ f1(x) ⊕ f2(x) ⊕ f3(x) = 1, a bent function of

n+ 2 variables is obtained. A family of 4-tuples of bent functions satisfying the above condition is

introduced, and finally, the number of bent functions we can construct using the method introduced

in this paper are obtained. Also, our construction is compared with other constructions of bent

functions.

Keywords: Boolean function, linear function, bent function, support, minterm, max-weight func-

tion,

AMS subject classifications: 06E30, 94A60

1 Introduction

Boolean functions are components of S-boxes used in different types of cryptographic applications

such as block ciphers, stream ciphers and hash functions [3, 5, 22] as well as in coding theory [1, 17],

among others.

A fundamental condition for these functions is to render high resistance to differential and linear

cryptanalyses, which are the main attacks on block ciphers. A variety of criteria for choosing Boolean

functions are determined by its portability in the sense that they can be needed in different applica-

tions. The functions achieving the maximal possible nonlinearity possess the best resistance to the
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linear attack and they are called bent functions [28, 30]. Bent functions have been the subject of some

interest in coding theory [19, 20], in logic synthesis [32] and in cryptography [22].

Bent functions constitute a fascinating issue in cryptography (as evidenced by the abundant litera-

ture, see for example [6, 9, 14, 15, 16, 22, 29, 33] and the references included), but unfortunately there

is a mist hovering over their properties, their classification and their actual number. A general method

for generating all bent functions is not known to exist yet, except for some particular cases; for n = 2

there are only 8 bent functions, for n = 4 there are 896 bent functions and for n = 6, Preneel [26]

and Chang [10] proved that the number of bent functions is 5 425 430 528. Langevin and Leander [18]

proved recently that the number of bent functions is 99 270 589 265 934 370 305 785 861 242 880 ≈ 2106.

Nevertheless, the classification and the number of bent functions for n ≥ 10 is still an open problem.

The origin of bent functions goes back to a theoretical article of McFarland [21] on sets of finite

differences in finite non-cyclic groups. One year after, Dillon [13] in his doctoral thesis systematized

and extended the ideas of McFarland, proving a great quantity of properties. The name bent for these

functions is due to Rothaus [27].

Our main effort has been made in designing a method to construct a great number of new bent

functions. There are different methods to obtain bent functions, most of them are based on the

algebraic normal form (ANF) of a Boolean function and the Fourier (or Walsh) transformation; see,

for example, [8, 30]. Nevertheless, we use the classical representation of Boolean functions by minterms

to construct bent functions of n+2 variables from some bent functions of n variables (with n a positive

even integer). Moreover, given a bent function of n variables and using the linear functions, we generate

two new bent functions of n variables, introducing their properties.

The use of the ANF or the truth table (equivalently, the expression as a sum of minterms), both

have its advantages and disadvantages. For example, the ANF of a Boolean function f(x) of n

variables provides directly its degree and, if it is greather than n/2 we can state that f(x) is not a

bent function (see [27]); nevertheless we do not know the cardinality of its support (that is, the number

of its minterms). On the other hand, if we know the truth table of f(x), we know if its support has

the necessary number of minterms to be a bent function, though we do not know its degree.

The rest of the paper is organized as follows. Firstly, in Section 2 we introduce some basic

definitions and notations that are used here after. In Section 3, we define two new bent functions

of n variables constructed from a bent function of n variables and using linear functions, and then,

we derive some properties, along with other relevant results that are necessary to prove the main

theorems. Furthermore, we present a general method to construct bent functions of n + 2 variables

from bent functions of n variables. In section 4, we introduce the necessary results to count the number

of bent functions we can construct according to the method introduced in Section 3. In Section 5,

we show, with some examples, that our construction generate bent functions which are not Rothaus,

Maiorana-McFarland or Carlet type (see, for example [7, 16, 27]).

2 Preliminaries

We denote by F2 the Galois field of two elements, 0 and 1, with the addition (denoted by ⊕) and

the multiplication (denoted by juxtaposition). For any positive integer n, it is well-known that Fn2 is

a linear space over F2 with the addition (denoted also by ⊕) given by

a⊕ b = (a1 ⊕ b1, a2 ⊕ b2, . . . , an ⊕ bn)
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for a = (a1, a2, . . . , an) and b = (b1, b2, . . . , bn) in Fn2 ; also, we consider the inner product

〈a, b〉 = a1b1 ⊕ a2b2 ⊕ · · · ⊕ anbn

of a and b.

For each a = (a1, a2, . . . , an−1, an) ∈ Fn2 we consider the nonnegative integer

a = a12
n−1 + a22

n−2 + · · ·+ an−12
1 + an20 ∈ Z2n .

We call a the binary expansion of n digits of a. With this representation, we have that Fn2 =

{a | a ∈ Z2n}.
A Boolean function of n variables is a map f : Fn2 −→ F2. The set Bn of all Boolean functions

of n variables is a linear space over F2 with the usual addition of functions given by

(f ⊕ g)(x) = f(x)⊕ g(x), for f, g ∈ Bn.

If f ∈ Bn, we call truth table of f (see, for example, [23, 24]) the binary sequence of length 2n

given by

ξf = (f(0), f(1), . . . , f(2n − 1))

that is, the i-th component of ξf is equal to f(i) for i = 0,1,2, . . . ,2n − 1. The truth table of a

Boolean function can be obtained by its minterms. A minterm on n variables x1, x2, . . . , xn is an

expression of the form

m(u1,u2,...,un)(x1, x2, . . . , xn) = (1⊕ u1 ⊕ x1)(1⊕ u2 ⊕ x2) · · · (1⊕ un ⊕ xn).

For practical reasons, we write mu(x) or mu(x), as appropriate, where u ∈ Fn2 is the binary expansion

of u ∈ Z2n .

For i = 0, 1, 2, . . . , 2n − 1, it is obvious that mi(x) = 1 if and only if x = i. So, the truth table

(mi(0), mi(1), . . . , mi(2
n − 1))

of mi(x) has a 1 in the ith position and 0 elsewhere. Consequently,

2n−1⊕
i=0

mi(x) = 1, for all x ∈ Fn2 . (1)

Moreover, for any f ∈ Bn it is well-known that

f(x) =

2n−1⊕
i=0

f(i) mi(x). (2)

We call the support of f , denoted by Supp (f), the set of vectors of Fn2 whose image by f is 1;

that is,

Supp (f) = {a ∈ Fn2 | f(a) = 1}.

Therefore, according to expression (2), Supp (f) is the set of the indices corresponding to the minterms

of f(x).

The Hamming weight of a binary sequence α, denoted by w(α), is the number of 1s in α. The

Hamming weight of a Boolean function f(x), denoted by w(f), is the Hamming weight of its truth
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table ξf ; that is, w(f) = w(ξf ), and consequently, w(f) is the number of minterms in the expression

of f(x) taken as a sum of minterms. In this paper, we consider 0 and 1 as elements of F2 or Z,

indistinctly, therefore

w(f) =
∑
x∈Fn

2

f(x).

If f ∈ Bn, the complementary function of f is the function g ∈ Bn given by g(x) = 1 ⊕ f(x)

for all x ∈ Fn2 . We write g = 1⊕ f . It is easy to see that

Supp (1⊕ f) = Fn2 \ Supp (f)

and therefore, w(1⊕ f) = 2n − w(f).

The following result, which proof can be found in [11], provides four minterms of n + 2 variables

from one minterm of n variables.

Lemma 1 (Lemma 1 of [11]): Suppose that a ∈ Z2n and b ∈ Z22. If ma(x) is a minterm of n

variables and mb(y) is a minterm of 2 variables, then mc(y,x) = mb(y)ma(x) is a minterm of n+ 2

variables where

c = b12
n+1 + b22

n + a and b = b12 + b2.

The previous lemma tells us that the four minterms of n+2 variables, which can be obtained from

the minterm ma(x) of n variables, are

ma(y,x), m2n+a(y,x), m2n+1+a(y,x), and m2n+2n+1+a(y,x).

Note that if we use the vector representation for the indices of the minterms, the four minterms of

n+ 2 variables obtained from the minterm ma(x) of n variables, are

m(0,0,a)(y,x), m(0,1,a)(y,x), m(1,0,a)(y,x), and m(1,1,a)(y,x).

We say that f ∈ Bn is an affine function if it takes the form

f(x) = la(x)⊕ b

where a ∈ Fn2 , b ∈ F2, and la(x) = 〈a,x〉. If b = 0, f is called a linear function.

The nonlinearity of a Boolean function f of n variables is defined as (see [25])

NL(f) = min{d(f, ϕ) | ϕ ∈ An}

where An is the set of all affine functions and d(f, ϕ) = w(f ⊕ϕ) is the Hamming distance between f

and ϕ. The nonlinearity of f is upper bounded (see [30]) by

NL(f) ≤ 2n−1 − 2
n
2
−1.

The Boolean functions that achieve the maximum nonlinearity are called bent functions (see [30]).

As a consequence, bent functions only exist for n even.

The following result (see [30]), that we quote for further references, gives us a characterization of

bent functions.

Theorem 1: Let f(x) be a Boolean function of n variables. f(x) is a bent function if and only if the

number of 1s in the truth table of the Boolean function f(x)⊕ la(x) is 2n−1 ± 2
n
2
−1 for all a ∈ Fn2 .
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Given this, and as a consequence of the previous theorem, if f(x) is a bent function, then the

number of 1s in its truth table is 2n−1±2
n
2
−1, or equivalently, f(x) is expressed as sum of 2n−1±2

n
2
−1

minterms. Also, 1⊕ f(x) and f(x)⊕ la(x) are bent functions.

As we mentioned in Section 1, there is no known any method that provides all bent functions of n

variables for any even positive integer n. However, there are different methods that allow us to obtain

bent functions of n + 2 variables from bent functions of n variables, or bent functions of n variables

from functions (not necessarily bent) of n/2 variables.

Next we discuss briefly the constructions of Rothaus, Maiorana-McFarland and Carlet. We can

consider such constructions as classical constructions of bent functions, and we will compare these

constructions with the construction introduced in Section 3.

Rothaus construction [27]: Assume that n is even. Let A(x), B(x) and C(x) be bent

functions of n variables such that A(x)⊕B(x)⊕ C(x) is also a bent function. Then

R(x, xn+1, xn+2) = A(x)B(x)⊕B(x)C(x)⊕ C(x)A(x)

⊕ (A(x)⊕B(x))xn+1 ⊕ (A(x)⊕ C(x))xn+2 ⊕ xn+1 xn+2

is a bent function of n+ 2 variables.

The main difficulty of this construction lies in the impossibility of determining the triples (A(x), B(x), C(x))

of bent functions of n variables such that A(x) ⊕ B(x) ⊕ C(x) is also a bent function of n variables

(see [27]), so it is impossible to determine, for the different values of n, how many bent functions of

this type exist.

Note that in the construction of Rothaus appears the monomial xn+1xn+2, that is, the product

of the two variables that we added to the n variables that we had initially. Therefore, the Boolean

functions that do not contain this monomial are not of Rothaus type.

Maiorana-McFarland construction (see for example [13, 16]): Assume that n = 2k. If

x,y ∈ Fk2, π is any permutation of Fk2, and f is a Boolean function of k variables, then

M(x,y) = 〈x, π(y)〉 ⊕ f(y)

is a bent function of n variables.

It is easy to check that the number of bent functions of 2k variables of the Maiorana-McFarland

type is (2k)! 22
k
.

Carlet contruction [7]: If f0(x) and f1(x) are bent functions of n variables and g0(y)

and g1(y) are bent functions of m variables, then

C(y,x) = f0(x)⊕ g0(y)⊕ (f0(x)⊕ f1(x)) (g0(y)⊕ g1(y))

is a bent function of n+m variables.

Unlike what happens with the Maiorana-McFarland construction, we can not count how many

bent functions we can construct using the Carlet construction. This is because using two different

4-tuples of bent functions,

(f0(x), f1(x), g0(y), g1(y)) and (f ′0(x), f ′1(x), g′0(y), g′1(y)),
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we can obtain the same bent function, that is,

C(y,x) = f0(x)⊕ g0(y)⊕ (f0(x)⊕ f1(x)) (g0(y)⊕ g1(y))

= f ′0(x)⊕ g′0(y)⊕
(
f ′0(x)⊕ f ′1(x)

) (
g′0(y)⊕ g′1(y)

)
= C ′(y,x)

as we can see in the following example.

Example 1: Consider the 4-tuple of bent functions of 2 variables

(f0(x), f1(x), g0(y), g1(y)) = (m0(x),m3(x),m0(y),m1(y)⊕m2(y)⊕m3(y)) .

Then, using Lemma 1 and expression (1), we have that

C(y,x) = m0(x)⊕m0(y)⊕ (m0(x)⊕m3(x)) (m0(y)⊕m1(y)⊕m2(y)⊕m3(y))

= m0(y,x)⊕m1(y,x)⊕m2(y,x)⊕m7(y,x)⊕m11(y,x)⊕m15(y,x).

Consider now the 4-tuple of bent functions of 2 variables

(f ′0(x), f ′1(x), g′0(y), g′1(y)) = (m1(x),m3(x),m0(y),m1(y)⊕m2(y)⊕m3(y)) .

Proceeding as before, we have that

C ′(y,x) = m1(x)⊕m0(y)⊕ (m1(x)⊕m3(x)) (m0(y)⊕m1(y)⊕m2(y)⊕m3(y))

= m0(y,x)⊕m1(y,x)⊕m2(y,x)⊕m7(y,x)⊕m11(y,x)⊕m15(y,x).

Therefore, using two different 4-tuples of bent functions, we can get the same bent function of

Carlet type. �

Before moving on to the next section, remember that two Boolean functions f(x) and g(x) are

called affine equivalent if there exists an n× n invertible matrix A, two vectors a, b ∈ Fn2 and a bit

c ∈ F2 such that g(x) = f(xA⊕ a)⊕ lb(x)⊕ c. It is know (see for example [2]) that affine equivalent

functions are both bent or both not bent. So, many authors work in the problem of finding the number

and representatives of affine equivalent classes of bent functions. Nevertheless, we are interested in

the problem find how many different bent functions there exists or we can construct, because not all

affine equivalent bent functions are different as we can see in the following example.

Example 2: Consider the bent function

f(x) = m0(x)⊕m1(x)⊕m2(x)⊕m4(x)⊕m8(x)⊕m15(x)

of 4 variables, the invertible matrix

A =


0 0 0 1

0 0 1 1

0 1 0 1

1 1 1 0


the vectors a = (0, 0, 0, 1) and b = (0, 0, 0, 0) and the bit c = 0. It is easy to check that both functions

f(xA⊕a)⊕lb(x)⊕c and f(x) have the same truth table and, consequently, that are the same Boolean

bent function. �
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3 Main results

Suppose that f(x) is a bent function of n variables, then, according to Theorem 1, we know that

w(f ⊕ la) = 2n−1 ± 2
n
2
−1 for all a ∈ Fn2 . This fact motivates the following definition.

Definition 1: Let f(x) be a bent function of n variables. We call the max-weight function asso-

ciated to f(x) the Boolean function of n variables f+(x) such that

Supp
(
f+
)

= {a ∈ Fn2 | w(f ⊕ la) = 2n−1 + 2
n
2
−1}.

Analogously, we call the min-weight function associated to f(x) the Boolean function of n variables

f−(x) such that

Supp
(
f−
)

= {a ∈ Fn2 | w(f ⊕ la) = 2n−1 − 2
n
2
−1}.

Note that, since f(x) is a bent function, by Theorem 1 we have that

Fn2 \ Supp
(
f+
)

= Supp
(
f−
)

and by expression (1), we have that

1⊕ f+(x) =
⊕
a∈Fn

2

ma(x)⊕
⊕

a∈Supp(f+)

ma(x) =
⊕

a∈Supp(f−)

ma(x) = f−(x) (3)

that is, the min-weight function of f(x) is the complementary function of the max-weight function of

f(x).

Our first goal consists in proving that f+(x) and f−(x) are also bent functions. But, as a conse-

quence of expression (3) and the comment after Theorem 1, it is sufficient to prove that f+(x) is a

bent function. However, we need beforehand some technical lemmas which will simplify the proof of

the above mentioned result.

Lemma 2: Let f(x) be a bent function of n variables and consider its associated max-weight function

f+(x). For a, b ∈ Fn2 consider the Boolean function of n variables

ga,b(x) = f(x)⊕ la(x)⊕ la(b). (4)

Then f+(a)⊕ la(b) = 1 if and only if w(ga,b) = 2n−1 + 2
n
2
−1.

Proof: Firstly, assume that f+(a) ⊕ la(b) = 1, then f+(a) = 1 and la(b) = 0, or f+(a) = 0 and

la(b) = 1. In the first case, a ∈ Supp (f+) and from expression (4) we obtain

w(ga,b) = w(f ⊕ la) = 2n−1 + 2
n
2
−1.

In the second case, a /∈ Supp (f+) and, again from expression (4), we have that

w(ga,b) = 2n − w(f ⊕ la) = 2n − (2n−1 − 2
n
2
−1) = 2n−1 + 2

n
2
−1.

Reciprocally, assume now that w(ga,b) = 2n−1 + 2
n
2
−1. If la(b) = 0, from expression (4) we obtain

ga,b(x) = f(x)⊕ la(x);

so, w(f ⊕ la) = 2n−1 + 2
n
2
−1 and, consequently, a ∈ Supp (f+), that is, f+(a) = 1. If la(b) = 1, from

expression (4) we obtain

ga,b(x) = f(x)⊕ la(x)⊕ 1

and so, w(f ⊕ la) = 2n−w(ga,b) = 2n−1− 2
n
2
−1, therefore, a /∈ Supp (f+), that is, f+(a) = 0. In any

case, f+(a)⊕ la(b) = 1. �
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Note that, with the notation of the previous lemma, we also get that

f+(a)⊕ la(b) = 0 if and only if w(ga,b) = 2n−1 − 2
n
2
−1.

Therefore, we can state that w(ga,b) = 2n−1± 2
n
2
−1. But this fact does not guarantee that ga,b(x)

is a bent function. It only ensures that ga,b(x) has the number of minterms required so that it can

be.

Now, as an immediate consequence of the previous lemma we have the following result that

establishes the relationship between the weight of the Boolean function ga,b(x) and the value of

f+(a)⊕ la(b).

Lemma 3: Let f(x) be a bent function of n variables and consider its max-weight function f+(x).

For a, b ∈ Fn2 consider the Boolean function ga,b(x) defined by expression (4). Then

f+(a)⊕ la(b) =
w(ga,b)− (2n−1 − 2

n
2
−1)

2
n
2

.

Next we introduce the latest technical lemma needed to prove that the max-weight function asso-

ciated to a bent function is also a bent function.

Lemma 4: Let f(x) be a bent function of n variables. Then∑
a∈Fn

2

w(ga,b) = 22n−1 ± 2n−1 for all b ∈ Fn2

where ga,b(x) is the Boolean function defined by expression (4).

Proof: From expression (4) we obtain

∑
a∈Fn

2

w(ga,b) =
∑
a∈Fn

2

∑
x∈Fn

2

(f(x)⊕ la(x)⊕ la(b))


=
∑
a∈Fn

2

f(b) +
∑
x∈Fn

2
x6=b

∑
a∈Fn

2

(f(x)⊕ la(x⊕ b))

 (5)

because la(b)⊕ la(b) = 0 and la(x)⊕ la(b) = la(x⊕ b).
Furthermore, considered as a function in the variable a,

f(x)⊕ la(x⊕ b) = f(x)⊕ lx⊕b(a), for x 6= b,

is an affine function; therefore ∑
a∈Fn

2

(f(x)⊕ lx⊕b(a)) = 2n−1

and replacing it in expression (5) we get

∑
a∈Fn

2

w(ga,b) = 2nf(b) + (2n − 1)2n−1 =

22n−1 + 2n−1, if f(b) = 1,

22n−1 − 2n−1, if f(b) = 0. �

Now, we have the necessary conditions to prove that the max-weight function of a bent function

is also a bent function.
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Theorem 2: If f(x) is a bent function of n variables, then its max-weight function f+(x) is also a

bent function of n variables.

Proof: If b ∈ Fn2 , from Lemmas 3 and 4 and the identity lb(a) = la(b) we get that

w(f+ ⊕ lb) =
∑
a∈Fn

2

(
f+(a)⊕ lb(a)

)
=
∑
a∈Fn

2

w(ga,b)− (2n−1 − 2
n
2
−1)

2
n
2

=
22n−1 ± 2n−1 − 2n(2n−1 − 2

n
2
−1)

2
n
2

= 2n−1 ± 2
n
2
−1

and f+(x) is a bent function by Theorem 1. �

Now, as an immediate consequence of the previous theorem we have the following results which

establish some properties of the max-weight and min-weight functions associated with a bent function.

Firstly, we establish that the max-weight of the complementary function of a bent function is the

complementary of the max-weight of the bent function.

Corollary 1: Let f(x) be a bent function of n variables. If g(x) = 1⊕f(x), then g+(x) = 1⊕f+(x).

Proof: From Definition 1, we have that

Supp
(
f−
)

=
{
a ∈ Fn2 | w(f ⊕ la) = 2n−1 − 2

n
2
−1
}
,

Supp
(
g+
)

=
{
a ∈ Fn2 | w(g ⊕ la) = 2n−1 + 2

n
2
−1
}
.

If a ∈ Supp (g+), then

2n−1 + 2
n
2
−1 = w(g ⊕ la) = w(1⊕ f ⊕ la) = 2n − w(f ⊕ la)

therefore, w(f ⊕ la) = 2n−1 − 2
n
2
−1, that is, a ∈ Supp (f−) and so Supp (g+) ⊆ Supp (f−).

Now, assume that a ∈ Supp (f−), then w(f ⊕ la) = 2n−1 − 2
n
2
−1, and therefore

w(g ⊕ la) = w(1⊕ f ⊕ la) = 2n − w(f ⊕ la) = 2n−1 + 2
n
2
−1,

that is, a ∈ Supp (g+) and then Supp (f−) ⊆ Supp (g+).

So, we can conclude that Supp (g+) = Supp (f−) and, therefore, g+(x) = f−(x).

Finally, from expression (3), we have that g+(x) = 1⊕ f+(x). �

The following result establishes that the max-weight function associated to the max-weight function

associated to a bent function is the same bent function.

Corollary 2: If f(x) is a bent function of n variables, then f+
+

(x) = f(x).

Proof: We will prove that Supp
(
f+

+
)

= Supp (f).

If b ∈ Supp
(
f+

+
)

, then, according to Definition 1, w(f+ ⊕ lb) = 2n−1 + 2
n
2
−1. Now, from

Lemma 2,

w(f+ ⊕ lb) =
∑
a∈Fn

2

(
f+(a)⊕ lb(a)

)
=
∑
a∈Fn

2

w(ga,b)− (2n−1 − 2
n
2
−1)

2
n
2
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=

∑
a∈Fn

2

w(ga,b)− 2n(2n−1 − 2
n
2
−1)

2
n
2

,

where ga,b(x) is the function defined by expression (4); therefore∑
a∈Fn

2

w(ga,b) = 2
n
2 (2n−1 + 2

n
2
−1) + 2n(2n−1 − 2

n
2
−1) = 22n−1 + 2n−1.

But then, according to the proof of Lemma 4, f(b) = 1; that is, b ∈ Supp (f). So, we have proved

that Supp
(
f+

+
)
⊆ Supp (f).

Now assume that b ∈ Supp (f). Then f(b) = 1 and, from the proof of Lemma 4,∑
a∈Fn

2

w(ga,b) = 22n−1 + 2n−1,

but then, proceeding as in the proof of Theorem 2, we obtain

w(f+ ⊕ lb) =
∑
a∈Fn

2

(
f+(a)⊕ lb(a)

)
=
∑
a∈Fn

2

w(ga,b)− (2n−1 − 2
n
2
−1)

2
n
2

=
22n−1 + 2n−1 − 2n(2n−1 − 2

n
2
−1)

2
n
2

= 2n−1 + 2
n
2
−1

and, from Definition 1, b ∈ Supp
(
f+

+
)

. Therefore, Supp (f) ⊆ Supp
(
f+

+
)

.

So, we can conclude that Supp
(
f+

+
)

= Supp (f). �

Next result establishes that the max-weight functions associated with different bent functions are

also different.

Corollary 3: Let f(x) and g(x) be bent functions of n variables. If f(x) 6= g(x), then f+(x) 6=
g+(x).

Proof: If f+(x) = g+(x), then by Corollary 2, we have that

f(x) = f+
+

(x) = g+
+

(x) = g(x)

which is a contradiction. So f+(x) 6= g+(x). �

Note that, as a consequence of expression (3) and the comment after Theorem 1, we have that

Theorem 2 and Corollaries 1, 2, and 3 are also valid for min-weight functions.

Note also that, in general,

f+ 6= f 6= f−, w(f+) 6= 2n−1 + 2
n
2
−1 and w(f−) 6= 2n−1 − 2

n
2
−1

as we can see in Table 1 which shows the relationship between f , f+ and f− when f runs the eight

bent functions of 2 variables.

Now we are ready to establish the main result of this paper that allow us to construct two bent

functions of n+ 2 variables from 4 bent functions of n variables.
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f f+ f−

m0 m1 ⊕m2 ⊕m3 m0

m1 m2 m0 ⊕m1 ⊕m3

m2 m1 m0 ⊕m2 ⊕m3

m3 m3 m0 ⊕m1 ⊕m2

m0 ⊕m1 ⊕m2 m0 ⊕m1 ⊕m2 m3

m0 ⊕m1 ⊕m3 m0 ⊕m2 ⊕m3 m1

m0 ⊕m2 ⊕m3 m0 ⊕m1 ⊕m3 m2

m1 ⊕m2 ⊕m3 m0 m1 ⊕m2 ⊕m3

Table 1: Max-weight and min-weight functions of the 8 bent functions of 2 variables

y1 y2 x m0(y) m1(y) m2(y) m3(y) F(b,a)(y,x)

0 0 τ I 0 0 0 ξ+0 ⊕Λa

0 I τ 0 I 0 0 ξ+1 ⊕ b2I ⊕Λa

I 0 τ 0 0 I 0 ξ+2 ⊕ b1I ⊕Λa

I I τ 0 0 0 I ξ+3 ⊕ b1I ⊕ b2I ⊕Λa

Table 2: Truth table of F(b,a)(y,x)

Theorem 3: Let f0(x), f1(x), f2(x), and f3(x) be four bent functions of n variables such that

f0(x)⊕ f1(x)⊕ f2(x)⊕ f3(x) = 1. (6)

If σ is a permutation of {0, 1, 2, 3} and y = (y1, y2) is a vector of two variables, then

F (y,x) = mσ(0)(y) f+0 (x)⊕mσ(1)(y) f+1 (x)⊕mσ(2)(y) f+2 (x)⊕mσ(3)(y) f+3 (x)

is a bent function of n+ 2 variables.

Proof: It is sufficient to prove, according to Theorem 1, that the number of 1s in the truth table

(that is, the number of minterms) of the Boolean function

F(b,a)(y,x) = F (y,x)⊕ l(b,a)(y,x)

is 2n+1 ± 2
n
2 for all (b,a) ∈ F2

2 × Fn2 .

Firstly, assume that σ is the identity permutation. If b = (b1, b2), then

F(b,a)(y,x) = m0(y) f+0 (x)⊕m1(y) f+1 (x)⊕m2(y) f+2 (x)

⊕m3(y) f+3 (x)⊕ b1y1 ⊕ b2y2 ⊕ la(x).

If 0 and I are the columns of length 2n with all the entries equal to 0 and 1 respectively; τ is the

2n × n array whose ith row is i; ξ+j is the truth table of f+j (x), for j = 0, 1, 2, 3; and Λa is the truth

table of the linear function la(x), then the last column of Table 2 is the truth table of F(b,a)(y,x),

where bt I, for t = 0, 1, is the column of length 2n with all the elements equal to bt. Therefore, each

11



b1 = 0 b2 = 0 b1 = 0 b2 = 1 b1 = 1 b2 = 0 b1 = 1 b2 = 1

ξ+0 ⊕Λa ξ+0 ⊕Λa ξ+0 ⊕Λa ξ+0 ⊕Λa

ξ+1 ⊕Λa ξ+1 ⊕ I ⊕Λa ξ+1 ⊕Λa ξ+1 ⊕ I ⊕Λa

ξ+2 ⊕Λa ξ+2 ⊕Λa ξ+2 ⊕ 1⊕Λa ξ+2 ⊕ I ⊕Λa

ξ+3 ⊕Λa ξ+3 ⊕ I ⊕Λa ξ+3 ⊕ I ⊕Λa ξ+3 ⊕Λa

Table 3: Truth table of F(b,a)(y,x) for the different values of b = (b1, b2)

column of Table 3 represents the four blocks of the truth table of F(b,a)(y,x) for the different values

of b.

Now, if for some j ∈ {0, 1, 2, 3} is fj(a) = 1, then, by Corollary 2, also f+j
+

(a) = 1 and, according

to Definition 1, we get that w(f+j ⊕ la) = 2n−1+2
n
2
−1; that is, the number of 1s in the block ξ+j ⊕Λa is

2n−1 + 2
n
2
−1; nevertheless, if fj(a) = 0, using the same argument, we get that the number of 1s in the

block ξ+j ⊕Λa is 2n−1 − 2
n
2
−1. Since from expression (6) we have that in (f0(a), f1(a), f2(a), f3(a))

there are a 1 and three 0s or a 0 and three 1s, we conclude that the number of 1s of each column of

Table 3 is

2n−1 + 2
n
2
−1 + 3(2n−1 − 2

n
2
−1) = 2n+1 − 2

n
2 or 3(2n−1 + 2

n
2
−1) + 2n−1 − 2

n
2
−1 = 2n+1 + 2

n
2 .

Finally, if σ is a permutation of {0, 1, 2, 3} different of the identity, then the four blocks of the

truth table of F(b,a)(y,x) given in Table 3 are permuted according to σ and, therefore, we obtain the

same result. �

Note that as a consequence of Lemma 1 we can identify the permutation σ with the permutation(
0 2n 2n+1 2n + 2n+1

a0 a1 a2 a3

)
of the set {0, 2n, 2n+1, 2n + 2n+1}; so, according to Theorem 3, we have

that

Supp (F ) = {a0 + a | a ∈ Supp
(
f+0
)
} ∪ {a1 + a | a ∈ Supp

(
f+1
)
}

∪ {a2 + a | a ∈ Supp
(
f+2
)
} ∪ {a3 + a | a ∈ Supp

(
f+3
)
} (7)

if we use the decimal notation for the indices of the minterms. Nevertheless, if we use the vector

notation for the indices of the minterms, then

Supp (F ) = {(a0,a) | a ∈ Supp
(
f+0
)
} ∪ {(a1,a) | a ∈ Supp

(
f+1
)
}

∪ {(a2,a) | a ∈ Supp
(
f+2
)
} ∪ {(a3,a) | a ∈ Supp

(
f+3
)
} (8)

where

(
0 1 2 3

a0 a1 a2 a3

)
is a permutation of the set {0,1,2,3}. The sets of expression (7) (respec-

tively, expression (8)) are pairwise disjoints by Lemma 1.

The following examples show that all hypotheses of Theorem 3 are necessary. So, if we use the

functions fj(x) in Theorem 3, instead of the functions f+j (x), for j = 0, 1, 2, 3, then the function

F (y,x) is not necessarily a bent function as we can see in the following example.

Example 3: Consider the bent functions of 4 variables

f0(x) = m0(x)⊕m1(x)⊕m2(x)⊕m5(x)⊕m11(x)⊕m13(x),
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f1(x) = m2(x)⊕m4(x)⊕m5(x)⊕m7(x)⊕m8(x)⊕m12(x),

f2(x) = m1(x)⊕m5(x)⊕m6(x)⊕m7(x)⊕m10(x)⊕m15(x),

f3(x) = m1(x)⊕m2(x)⊕m3(x)⊕m7(x)⊕m9(x)⊕m14(x).

From expression (1), it is easy to check that

f0(x)⊕ f1(x)⊕ f2(x)⊕ f3(x) = 1.

Nevertheless, the function

F (y,x) = m0(y)f0(x)⊕m1(y)f1(x)⊕m2(y)f2(x)⊕m3(y)f3(x)

is not a bent function because, according to Lemma 1,

F (y,x) = m0(y,x)⊕m1(y,x)⊕m2(y,x)⊕m5(y,x)⊕m11(y,x)⊕m13(y,x)

⊕m18(y,x)⊕m20(y,x)⊕m21(y,x)⊕m23(y,x)⊕m24(y,x)⊕m28(y,x)

⊕m33(y,x)⊕m37(y,x)⊕m38(y,x)⊕m39(y,x)⊕m42(y,x)⊕m47(y,x)

⊕m49(y,x)⊕m50(y,x)⊕m51(y,x)⊕m55(y,x)⊕m57(y,x)⊕m62(y,x)

has only 24 minterms and the bent functions of 6 variables must have 28 or 36 minterms (see comment

after Theorem 1). �

The condition expressed by equation (6) about the functions fj(x), for j = 0, 1, 2, 3, is also neces-

sary as we can see in the following example.

Example 4: Assume that n = 2 and consider the bent functions

f0(x) = m1(x)⊕m2(x)⊕m3(x), f1(x) = m1(x), f2(x) = m2(x) and f3(x) = m3(x).

It is easy to check that

f0(x)⊕ f1(x)⊕ f2(x)⊕ f3(x) = 0

and so, these functions do not satisfy equation (6). Now, we get that

f+0 (x) = m0(x), f+1 (x) = m2(x), f+2 (x) = m1(x), and f+3 (x) = m3(x)

but

F (y,x) = m0(y)f+0 (x)⊕m1(y)f+1 (x)⊕m2(y)f+2 (x)⊕m3(y)f+3 (x)

= m0(y,x)⊕m6(y,x)⊕m9(y,x)⊕m15(y,x)

is not a bent function because it has only 4 minterms and the bent functions of 4 variables must have

6 or 10 minterms (see comment after Theorem 1). �

Finally, note that as a consequence of expression (3) and the comment after Theorem 1, the above

results are also valid if we change the max-weight functions for the corresponding min-weight functions.

However, this fact does not guarantee that the bent functions obtained using max-weight functions are

different from those bent functions obtained from min-weight functions. For example, if fi(x), for i =

0, 1, 2, 3, are bent functions and gi(x) = 1⊕ fi(x), from Corollary 1 and expression (3), it follows that
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g−i (x) = f+i (x). Moreover, if f0(x)⊕f1(x)⊕f2(x)⊕f3(x) = 1, then g0(x)⊕g1(x)⊕g2(x)⊕g3(x) = 1,

and therefore

mσ(0)(y) f+0 (x)⊕mσ(1)(y) f+1 (x)⊕mσ(2)(y) f+2 (x)⊕mσ(3)(y) f+3 (x)

= mσ(0)(y) g−0 (x)⊕mσ(1)(y) g−1 (x)⊕mσ(2)(y) g−2 (x)⊕mσ(3)(y) g−3 (x).

Consequently, any bent function that we may obtain from Theorem 3 by using max-weight functions,

may also be obtained by using min-weight functions.

4 Counting bent functions

In this section we introduce some results in order to compute the number of different bent functions

we can construct using Theorem 3. Note that as a consequence of the results in previous sections, all

results in this section will be valid for max-weight and min-weight functions, although to simplify the

presentation, we only will use max-weight functions.

4.1 The general case

Assume that f(x) is a bent function of n variables and consider

(f0(x), f1(x), f2(x), f3(x)) = (f(x), f(x), f(x), 1⊕ f(x)) . (9)

It is evident that equality (6) holds and therefore, by Theorem 3 and Corollary 1, we have the following

result.

Theorem 4: If f(x) is a bent function of n variables and i ∈ {0, 1, 2, 3}, then

Af,i(y,x) = f+(x)⊕mi(y)

is a bent function of n+ 2 variables.

Now, assume that f(x) and g(x) are different bent functions of n variables and consider

(f0(x), f1(x), f2(x), f3(x)) = (f(x), f(x), g(x), 1⊕ g(x)) . (10)

It is also evident that equality (6) holds. So, by Theorem 3 and Corollary 1 we have the following

result.

Theorem 5: Let f(x) and g(x) be two bent functions of n variables such that

g(x) 6= f(x) and g(x) 6= 1⊕ f(x).

If σ is a permutation of {0, 1, 2, 3}, then

Bf,g,σ(y,x) =
(
mσ(0)(y)⊕mσ(1)(y)

)
f+(x)⊕mσ(2)(y)g+(x)⊕mσ(3)(y)

(
1⊕ g+(x)

)
is a bent function of n+ 2 variables.
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We can observe that the previous particular cases are the same constructions of bent functions

introduced in Corollaries 2 and 3, respectively, of [11] using max-weight functions. Note that starting

with a bent function f(x) of n variables, Theorem 4 provides a different bent function that Corollary 1

of [11], because, in general, f+(x) 6= f(x); nevertheless, the total number of bent functions provided

by both corollaries are the same. The same argument is valid for the bent functions constructed by

Corollary 2 of [11] and Theorem 5. So, the construction of bent functions introduced in [11] is a

particular case of the construction introduced here.

According to the previous comments, the next theorem establishes the number of bent functions

of n+ 2 variables we can construct using Theorems 4 and 5.

Theorem 6 (Theorem 3 of [11]): If νn is the number of bent functions of n variables, then

6ν2n − 8νn (11)

is the number of different bent functions of n+ 2 variables we can construct using Theorems 4 and 5.

Outside the two cases provided by Theorems 4 and 5, it is difficult to count how many different

4-tuples (f0(x), f1(x), f2(x), f3(x)) of bent functions satisfy equation (6). Therefore, if we denote by

ωn the number of 4-tuples of bent functions that satisfy equation (6), excluded the corresponding to

Theorems 4 and 5, we can construct 4!ωn bent functions of n + 2 variables. Consequently, we have

the following result.

Theorem 7: If νn is the number of bent functions of n variables and ωn is the number of 4-tuples of

bent functions that satisfy equation (6), excluded the corresponding to Theorems 4 and 5, then

6ν2n − 8νn + 24ωn

is the number of bent functions of n+ 2 variables we can construct using Theorem 3.

In the next section we introduce a family of 4-tuples of bent functions that satisfies expression (6)

and we establish a lower bound for ωn.

4.2 A lower bound

Let f(x) and g(x) be bent functions of n variables, assume that a, b ∈ Fn2 , and consider the 4-tuple

of bent functions

(f(x), f(x)⊕ la(x), g(x)⊕ lb(x), 1⊕ g(x)⊕ la⊕b(x)) . (12)

Since la⊕b(x) = la(x)⊕ lb(x), it is evident that this 4-tuple satisfy expression (6). Before to continue,

note that if we take a = b = 0, then the 4-tuples (9) and (10) are a particular case of the above

4-tuple for g(x) = f(x) and g(x) 6= f(x) respectively. So, we only need to consider the following two

cases (we will justify this affirmation later).

Theorem 8: Let a, b ∈ Fn2 \ {0} with a 6= b. If f(x) is a bent function of n variables and σ is any

permutation of {0, 1, 2, 3}, then

Cf,a,b,σ(y,x) = mσ(0)(y)f+(x)⊕mσ(1)(y)(f ⊕ la)+(x)

⊕mσ(2)(y)(f ⊕ lb)+(x)⊕mσ(3)(y)
(
1⊕ (f ⊕ la⊕b)+(x)

)
is a bent function of n+ 2 variables.
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Theorem 9: Let a, b ∈ Fn2 \ {0} with a 6= b. If f(x) and g(x) are bent functions of n variables such

that f(x) 6= g(x) and σ is a permutation of {0, 1, 2, 3}, then

Df,g,a,b,σ(y,x) = mσ(0)(y)f+(x)⊕mσ(1)(y)(f ⊕ la)+(x)

⊕mσ(2)(y)(g ⊕ lb)+(x)⊕mσ(3)(y)
(
1⊕ (g ⊕ la⊕b)+(x)

)
is a bent function of n+ 2 variables.

The proof of both results is an immediate consequence of Corollary 1 and Theorem 3.

Note that not all the bent functions provided by Theorem 8 are different as we can see in the

following example.

Example 5: Assume that n = 2, consider the vectors a = 1 = (0, 1) and b = 2 = (1, 0), and the

bent function of 2 variables f(x) = m1(x)⊕m2(x)⊕m3(x). It is easy to check that

l1(x) = m1(x)⊕m3(x), l2(x) = m2(x)⊕m3(x) and l1⊕2(x) = m1(x)⊕m2(x).

If we consider the permutation σ =

(
0 1 2 3

0 2 1 3

)
, then, according to Theorem 8, Table 1, and

expression (1) we have that

Cf,a,b,σ(y,x) = m0(y)f+(x)⊕m2(y)(f ⊕ l1)+(x)⊕m1(y)(f ⊕ l2)+(x)

⊕m3(y)
(
1⊕ (f ⊕ l3)+(x)

)
= m0(y)m0(x)⊕m2(y)m2(x)⊕m1(y)m1(x)⊕m3(y) (1⊕m3(x))

= m0(y,x)⊕m5(y,x)⊕m10(y,x)⊕m12(y,x)⊕m13(y,x)⊕m14(y,x).

On the other hand, if we consider the vectors u = 1 = (0, 1) and v = 3 = (1, 1), the bent function

g(x) = m2(x) of 2 variables, and the permutation τ =

(
0 1 2 3

1 0 2 3

)
, then, proceeding as in the

previous case, we have that

Cg,u,v,τ (y,x) = m1(y)g+(x)⊕m0(y)(g ⊕ l1)+(x)⊕m2(y)(g ⊕ l3)+(x)

⊕m3(y)
(
1⊕ (g ⊕ l2)+(x)

)
= m1(y)m1(x)⊕m0(y)m0(x)⊕m2(y)m2(x)⊕m3(y) (1⊕m3(x))

= m0(y,x)⊕m5(y,x)⊕m10(y,x)⊕m12(y,x)⊕m13(y,x)⊕m14(y,x)

which evidently coincides with Cf,a,b,τ (y,x). �

Note that in the previous example {1,2} and {1,3} are bases of the same linear subspace {0,1,2,3}
of Fn2 . In order to avoid this situation, we will consider only vectors a, b ∈ Fn2 such that {a, b} is a

Gauss-Jordan basis of Fn2 of cardinality 2. Recall that the set {u1,u2, . . . ,uk} ⊆ Fn2 is a Gauss-

Jordan basis of cardinality k if the matrix whose rows are u1,u2, . . . ,uk is in reduced row echelon

form (see also [4, 12]).

The following result establishes that the bent functions constructed according to Theorem 8 are

different if {a, b} is a Gauss-Jordan basis of Fn2 of cardinality 2.

16



Lemma 5: Let f(x) and p(x) be two bent functions of n variables. Assume also that Cf,a,b,σ(y,x)

is the bent function of n + 2 variables constructed according to Theorem 8 using f(x), the Gauss-

Jordan basis {a, b} of Fn2 of cardinality 2 and the permutation σ of {0, 1, 2, 3}. Assume also that

Cp,u,v,τ (y,x) is the bent function of n + 2 variables constructed according to Theorem 8 using p(x),

the Gauss-Jordan basis {u,v} of Fn2 cardinality 2 and the permutation τ of {0, 1, 2, 3}. If f(x) 6= p(x),

then Cf,a,b,σ(y,x) 6= Cp,u,v,τ (y,x).

Proof: If ξ and η are the truth tables of f(x) and p(x) respectively, then the truth tables of

Cf,a,b,σ(y,x) and Cp,u,v,τ (y,x) have four blocks (not necessarily in that order and not the same

order for all):

Cf,a,b,σ : ξ+ (ξ ⊕Λa)+ (ξ ⊕Λb)+ I ⊕ (ξ ⊕Λa⊕b)+

Cp,u,v,τ : η+ (η ⊕Λu)+ (η ⊕Λv)+ I ⊕ (η ⊕Λu⊕v)+

where Λa, Λb, Λa⊕b, Λu, Λv, and Λu⊕v are the truth tables of the linear functions la(x), lb(x),

la⊕b(x), lu(x), lv(x), and lu⊕v(x) respectively, and I is the truth table of the constant function 1.

If Cf,a,b,σ(y,x) = Cp,u,v,τ (y,x), then the four blocks of the second row are a permutation of the

four blocks of the first row. But, if we consider the 4! cases corresponding to these permutations we

obtain, using Corollaries 2 and 3, that f(x) = p(x), or that lc(x) = 1 for some c ∈ Fn2 which depend

on the vectors a, b, u, and v, or that

(u,v) ∈ {(a,a⊕ b), (b,a⊕ b), (a⊕ b,a), (a⊕ b, b)} . (13)

In any case, we have a contradiction, because f(x) 6= p(x) by hypothesis, lc(x) 6= 1 for all c ∈ Fn2 ,

and if the relation (13) holds, then {a, b} and {u,v} cannot be simultaneously Gauss-Jordan bases of

cardinality 2. Consequently, Cf,a,b,σ(y,x) 6= Cp,u,v,τ (y,x). �

Now, as a consequence of the previous lemma, we have the following result which establishes the

number of different bent functions of n+ 2 variables that we can construct according to Theorem 8.

Theorem 10: If νn is the number of bent functions of n variables, then(
22n+2 − 3 · 2n+2 + 23

)
νn (14)

is the number of different bent functions of n+2 variables that we can construct according to Theorem 8.

Proof: According to Lemma 5, using Theorem 8, we can construct 4! νnN(n, 2) bent functions of

n + 2 variables, where N(n, 2) is the number of Gauss-Jordan bases of Fn2 of cardinality 2. Now,

taking into account that each linear subspace of dimension 2 of Fn2 has a unique Gauss-Jordan basis of

cardinality 2, we have that N(n, 2) coincides with the number of linear subspaces of Fn2 of dimension

2; so (see [31, page 46])

N(n, 2) =
(2n − 1)(2n − 2)

(22 − 1)(22 − 2)

and therefore,

4! νnN(n, 2) =
(
22n+2 − 3 · 2n+2 + 23

)
νn

is the number of different bent functions of n+ 2 variables provided by Theorem 8. �

Similarly to Theorem 8, not all the bent functions constructed according to Theorem 9 are different

from each other, as we can see in the following example.
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Example 6: Assume that n = 2, consider the vectors a = 1 = (0, 1) and b = 2 = (1, 0), the bent

functions f(x) = m0(x) and g(x) = 1⊕m3(x), and the permutation σ =

(
0 1 2 3

0 2 1 3

)
. According

to Theorem 9, Table 1 and expression (1) (see also Example 5 for the functions l1(x), l2(x) and l3(x)),

we have that

Df,g,a,b,σ(y,x) = m0(y)f+(x)⊕m2(y)(f ⊕ l1)+(x)

⊕m1(y)(g ⊕ l2)+(x)⊕m3(y)
(
1⊕ (g ⊕ l3)+(x)

)
= m0(y) (m1(x)⊕m2(x)⊕m3(x))

⊕m2(y) (m0(x)⊕m2(x)⊕m3(x))

⊕m1(y) (m0(x)⊕m2(x)⊕m3(x))

⊕m3(y) (1⊕m1(x)⊕m2(x)⊕m3(x))

= m1(y,x)⊕m2(y,x)⊕m3(y,x)⊕m4(y,x)⊕m6(y,x)

⊕m7(y,x)⊕m8(y,x)⊕m10(y,x)⊕m11(y,x)⊕m12(y,x).

On the other hand, if we consider the vectors u = 1 = (0, 1) and v = 3 = (1, 1), the bent functions

p(x) = m0(x) ⊕m1(x) ⊕m3(x) and q(x) = m3(x), and the permutation τ =

(
0 1 2 3

1 0 3 2

)
then,

proceeding as in the previous case, we have that

Dp,q,u,v,τ (y,x) = m1(y)p+(x)⊕m0(y)(p⊕ l1)+(x)⊕m3(y)(q ⊕ l3)+(x)

⊕m2(y)
(
1⊕ (q ⊕ l2)+(x)

)
= m1(y) (m0(x)⊕m2(x)⊕m3(x))

⊕m0(y) (m1(x)⊕m2(x)⊕m3(x))

⊕m3(y)m0(x)⊕m2(y) (1⊕m1(x))

= m1(y,x)⊕m2(y,x)⊕m3(y,x)⊕m4(y,x)⊕m6(y,x)

⊕m7(y,x)⊕m8(y,x)⊕m10(y,x)⊕m11(y,x)⊕m12(y,x).

which evidently, coincides with Df,g,a,b,σ(y,x). �

Note that in the previous example the following equalities are satisfied

g(x) = f(x)⊕ l3(x) and q(x) = p(x)⊕ l2(x)⊕ 1.

Therefore, to avoid these situations, in the construction of the functions Df,g,a,b,σ(y,x) provided by

Theorem 9 we always will assume that

g(x) 6= f(x)⊕ lc(x)⊕ c, for all (c, c) ∈ Fn2 × F2.

The following result establishes that the bent functions constructed according to Theorem 9 are all

different from each other when the functions f(x) and g(x) satisfy the above inequality.

Lemma 6: Assume that f(x), g(x), p(x), and q(x) are bent functions of n variables such that

g(x) 6= f(x)⊕ lc(x)⊕ c and q(x) 6= p(x)⊕ lc(x)⊕ c, for all (c, c) ∈ Fn2 × F2.
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Assume that Df,g,a,b,σ(y,x) is the bent function constructed according to Theorem 9 using the bent

functions f(x) and g(x), the vectors a and b of Fn2 (with a 6= b), and the permutation σ of {0, 1, 2, 3}.
Assume also that Dp,q,u,v,τ (y,x) is the bent function constructed according to Theorem 9 using the

bent functions p(x) and q(x), the vectors u and v of Fn2 (with u 6= v), and the permutation τ of

{0, 1, 2, 3}. If

f(x) 6= p(x)⊕ lc(x) for all c ∈ Fn2

then Df,g,a,b,σ(y,x) 6= Dp,q,u,v,τ (y,x).

Proof: If ξf , ξf,a, ξg,b, ξg,a⊕b, ξp, ξp,u, ξq,v, ξq,u⊕v are the truth tables of

f+(x), (f ⊕ la)+(x), (g ⊕ lb)+(x), (g ⊕ la⊕b)+(x),

p+(x), (p⊕ lu)+(x), (q ⊕ lv)+(x), (q ⊕ lu⊕v)+(x)

respectively, then the truth tables of Df,g,a,b,σ(y,x) and Dp,q,u,v,τ (y,x) have four blocks (not neces-

sarily in that order and not the same order for all):

Df,g,a,b,σ : ξf ξf,a ξg,b I ⊕ ξg,a⊕b
Dp,q,u,v,τ : ξp ξp,u ξq,v I ⊕ ξq,u⊕v

where I is the truth table of the constant function 1.

If Df,g,a,b,σ(y,x) = Dp,q,u,v,τ (y,x), then the four blocks of the second row are a permutation of

the four blocks of the first row. But, if we consider the 4! cases corresponding to these permutations

we obtain, using Corollaries 2 and 3, that

f(x) = p(x), f(x) = p(x)⊕ lu(x), f(x) = q(x)⊕ lv(x), or f(x) = 1⊕ q(x)⊕ lv(x)

which is a contradiction. Consequently, Df,g,a,b,σ(y,x) 6= Dp,q,u,v,τ (y,x). �

Now, as a consequence of the previous lemma, we have the following result which establishes the

number of different bent functions of n+ 2 variables that we can construct according to Theorem 9.

Theorem 11: If νn is the number of bent functions of n variables, then

3
(
22n−1 − 3 · 2n−1 + 1

) νn(νn − 2n+1)

22n−2
(15)

is the number of different bent functions of n+2 variables that we can construct according to Theorem 9.

Proof: As a consequence of Lemma 6 we can choose f(x) of νn/2
n different ways and, fixed f(x), we

can choose g(x) of νn/2
n+1 − 1 different ways. On the other hand, since we can choose the vectors

a and b of
(
2n−1
2

)
different ways and since there are 4! different permutations of {0, 1, 2, 3}, we have

that
νn
2n

( νn
2n+1

− 1
) (2n − 1

2

)
4! = 3

(
22n−1 − 3 · 2n−1 + 1

) νn(νn − 2n+1)

22n−2

is the number of different bent functions of n+ 2 variables provided by Theorem 9. �

The following result, whose proof is analogous to that of Lemmas 5 and 6 and, therefore, we omit,

establishes that none of the bent functions constructed according to Theorem 8 coincides with none

of the bent functions provides by Theorem 9 and viceversa.
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Lemma 7: Assume that f(x), p(x), and q(x) are bent functions of n variables such that

q(x) 6= p(x)⊕ lc(x)⊕ c for all (c, c) ∈ Fn2 × F2.

Assume that Cf,a,b,σ(y,x) is the bent function constructed according to Theorem 8 using the bent func-

tion f(x), the Gauss-Jordan basis {a, b} of Fn2 of cardinality 2, and the permutation σ of {0, 1, 2, 3}.
Assume also that Dp,q,u,v,τ (y,x) is the bent function constructed according to Theorem 9 using the

bent functions p(x) and q(x), the vectors u and v of Fn2 (with u 6= v), and the permutation τ of

{0, 1, 2, 3}. Then Cf,a,b,σ(y,x) 6= Dp,q,u,v,τ (y,x).

Now, as a consequence of Lemma 7 and Theorems 10 and 11 we have the following result which

establishes the number of different bent functions of n+ 2 variables that we can construct according

to Theorems 8 and 9.

Corollary 4: If νn is the number of bent functions of n variables, then(
22n−1 − 3 · 2n−1 + 1

)( 3ν2n
22n−2

+
(2n − 3)ν2n

2n−3

)
is the number of different bent functions of n + 2 variables that we can construct according to Theo-

rems 8 and 9.

Proof: It is enough to add expressions (14) and (15) to obtain the result, because by Lemma 7, the

bent functions constructed according to Theorems 8 and 9 are different to each other. �

Finally, as we commented at the beginning of this section, any other possible choice of the vectors

a and b can be reduced to one of the cases considered on Theorems 4, 5, 8 and 9 (together with the

additional conditions of Lemma 6). For example:

• If a = 0 and b 6= 0, then the 4-tuple of expression (12) becomes

(f(x), f(x), g(x)⊕ lb(x), 1⊕ g(x)⊕ lb(x))

which corresponds to Theorem 4 if f(x) = g(x)⊕ lb(x), or to Theorem 5 if f(x) 6= g(x)⊕ lb(x).

• If a 6= 0 and b = 0, then the 4-tuple of expression (12) becomes

(f(x), f(x)⊕ la(x), g(x), 1⊕ g(x)⊕ la(x))

which corresponds to Theorem 4 if g(x) = f(x), g(x) = 1 ⊕ f(x), g(x) = f(x) ⊕ la(x), or

g(x) = 1⊕ f(x)⊕ la(x); or to Theorem 9 (together with the additional conditions of Lemma 6)

if g(x) 6= f(x), g(x) 6= 1⊕ f(x), g(x) 6= f(x)⊕ la(x), or g(x) 6= 1⊕ f(x)⊕ la(x).

Reasoning as in Lemmas 5, 6 and 7, we can prove that none of the bent functions constructed

according to Theorems 4 and 5 can be obtained by Theorems 8 and 9 and viceversa. Therefore, as a

consequence of Corollary 4 we have the following result.

Corollary 5: If νn is the number of bent functions of n variables and ωn is the number of 4-tuples of

bent functions which satisfy equation (6), excluded the corresponding cases to Theorems 4 and 5, then

ωn ≥
(
22n−1 − 3 · 2n−1 + 1

)( 3ν2n
22n−2

+
(2n − 3)ν2n

2n−3

)
Finally, from Theorem 7 and the previous corollary, we have that Theorem 3 provides, at least,

3(22n+1 − 9 · 2n−1 + 3)

22n−2
ν2n +

3 · 23n−1 − 9 · 22n + 131 · 2n−3 − 9

2n−6
νn

different bent functions of n+ 2 variables.
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5 Comparison with other methods

The following three examples show some bent functions constructed according to Theorem 3, that

are not Rothaus functions, Maiorana-McFarland functions or Carlet functions.

Example 7: Assume that n = 4 and consider the bent functions of 4 variables

f0(x) = m0(x)⊕m1(x)⊕m2(x)⊕m4(x)⊕m8(x)⊕m15(x),

f1(x) = m0(x)⊕m1(x)⊕m2(x)⊕m4(x)⊕m9(x)⊕m14(x),

f2(x) = m0(x)⊕m1(x)⊕m2(x)⊕m4(x)⊕m10(x)⊕m13(x),

f3(x) = m3(x)⊕m5(x)⊕m6(x)⊕m7(x)⊕m11(x)⊕m12(x),

then

f+0 (x) = m1(x)⊕m2(x)⊕m3(x)⊕m4(x)⊕m5(x)

⊕m6(x)⊕m8(x)⊕m9(x)⊕m10(x)⊕m12(x),

f+1 (x) = m1(x)⊕m2(x)⊕m4(x)⊕m6(x)⊕m8(x)

⊕m9(x)⊕m10(x)⊕m11(x)⊕m12(x)⊕m13(x),

f+2 (x) = m1(x)⊕m2(x)⊕m4(x)⊕m5(x)⊕m8(x)

⊕m9(x)⊕m10(x)⊕m11(x)⊕m12(x)⊕m14(x),

f+3 (x) = m3(x)⊕m7(x)⊕m8(x)⊕m13(x)⊕m14(x)⊕m15(x).

If we consider the permutation σ =

(
0 1 2 3

1 0 2 3

)
, then we obtain the function

F (y,x) = m0(y,x)⊕m3(y,x)⊕m5(y,x)⊕m7(y,x)⊕m14(y,x)

⊕m15(y,x)⊕m16(y,x)⊕m23(y,x)⊕m27(y,x)⊕m29(y,x)

⊕m30(y,x)⊕m31(y,x)⊕m32(y,x)⊕m35(y,x)⊕m38(y,x)

⊕m39(y,x)⊕m45(y,x)⊕m47(y,x)⊕m48(y,x)⊕m49(y,x)

⊕m50(y,x)⊕m52(y,x)⊕m53(y,x)⊕m54(y,x)⊕m57(y,x)

⊕m58(y,x)⊕m59(y,x)⊕m60(y,x)

= 1⊕ x1 ⊕ x2 ⊕ x3 ⊕ x4 ⊕ x1x2 ⊕ x1x3 ⊕ x1x4 ⊕ x2x3 ⊕ y1y2x2
⊕ y1y2x3 ⊕ y1y2x4 ⊕ y1x2x3 ⊕ y1x2x4 ⊕ y2x2x4 ⊕ y2x3x4

which is not a Rothaus function, because its ANF does not contain the monomial y1y2. �

Example 8: Assume that n = 2 and consider the bent functions of 2 variables

f0(x) = f1(x) = m1(x)⊕m2(x)⊕m3(x),

f2(x) = m2(x),

f3(x) = m0(x)⊕m1(x)⊕m3(x),

then

f+0 (x) = f+1 (x) = m0(x), f+2 (x) = m1(x), and f+3 (x) = m0(x)⊕m2(x)⊕m3(x),
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Variables 4 6 8 10

bent 896 5 425 430 528 2106 ?

Rothauss 512 ? ? ?

Maiorana-McFarland 384 10 321 920 260 2150

Carlet 320 ? ? ?

Theorem 4 32 3 584 234.3 2108.3

Theorem 5 288 4 806 144 267.25 2215.17

Theorem 8 192 752 640 246.26 2124.27

Theorem 9 0 68 040 240.85 2116.85

Table 4: Number of bent functions constructed with different methods

If σ is the identity permutation, then we obtain the function

F (y,x) = m0(y,x)⊕m4(y,x)⊕m9(y,x)⊕m12(y,x)⊕m14(y,x)⊕m15(y,x)

= 1⊕ x1 ⊕ x2 ⊕ x1x2 ⊕ y1 ⊕ y1x1 ⊕ y1y2

which is not a Maiorana-McFarland function. �

Example 9: Assume now that n = 2 and consider the bent functions of 2 variables

f0(x) = m1(x)⊕m2(x)⊕m3(x),

f1(x) = m2(x),

f2(x) = m1(x),

f3(x) = m0(x)⊕m1(x)⊕m2(x),

then

f+0 (x) = m0(x), f+1 (x) = m1(x), f+2 (x) = m2(x), f+3 (x) = m0(x)⊕m1(x)⊕m2(x).

If σ =

(
0 1 2 3

1 2 3 0

)
, then we obtain the function

F (y,x) = m0(y,x)⊕m1(y,x)⊕m2(y,x)⊕m4(y,x)⊕m9(y,x)⊕m14(y,x).

An exhaustive computer search shows that there are no bent functions of 2 variables f0(x), f1(x),

g0(y) and g1(y) such that

F (y,x) = f0(x)⊕ g0(y)⊕ (f0(x)⊕ f1(x)) (g0(y)⊕ g1(y)) .

Therefore, F (y,x) is not a bent function of Carlet type. �

Finally, Table 4 summarizes the number of bent functions we can construct using Theorems 4, 5,

8, and 9, compared with the number of bent functions of the classes of Rothaus, Mairona-McFarland

and Carlet. Both the number of bent functions for 8 variables and the number of Rothaus functions

of 6 and 8 variables are unknown.
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Note that for 4 variables the number of bent functions provided by Theorems 4, 5, 8, and 9 is

the same that the number of bent functions provided by the Rothaus construction; nevertheless, our

construction and the Rothaus construction provide different bent functions as we see in Example 7

before.

Note also that for 4 variables the number of bent functions provided by Theorems 4, 5 is the

same that the number of bent functions provided by the Carlet construction; nevertheless, these

constructions provide different bent functions as we see in Example 9 before.

6 Conclusions

In this paper we have introduced a method to obtain bent functions of n variables from bent

functions of n variables. With the new bent functions (which we have called max-weight and min-

weight functions of the old bent functions) and with the four minterms of two variables, we constructed

new bent functions of n+ 2 variables. With this method we obtain 6ν2n − 8νn + 24ωn bent functions

of n + 2 variables, where νn is the number of bent functions of n variables (which is unknown for

n ≥ 8) and ωn is the number of quadruplets of Boolean functions which satisfies Identity (6) leaving

out the particular cases studied. We have established a lower bounded for the value ωn, namely

ωn ≥
(
2n−1
2

)
νn
(
νn − 2n+1

)
. We have also noted that if we take fj(x), for j = 0, 1, 2, 3, in Theorem 3

rather than f+j (x), the resulting function of n+2 variables may not be bent. Moreover, our construction

provides some bent functions which are not Rothaus nor Maiorana-McFarland type.
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