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ABSTRACT-The traditional concept of quality of service (QoS) which focuses on network performance 

(e.g. packet loss, throughput, and transmission delay), recently has been grown towards the modern 

concept of quality of experience (QoE). This reflects all user practice including accessing and service 

provided. In order to maintain the required QoE, it’s necessary for the service provider to recognize and 

measure image degradation. This study provides different features in order to assess degraded image 

quality blindly depending on Weibull statistics. Also, it presents a comparison analysis to give the more 

performing one. The introduced features are originated from the gist of natural scenes (NS) using 

Weibull distribution of Log-derivatives. These measuring features were collected through both sharper 

and rich edging regions of the images. Besides, Weibull features were developed by maximum 

likelihood estimation (MLE) parameters to improve the quality assessment. LIVE database used to 

calibrate the proposed features achievement. Experiments prove Weibull statistics the best among 

popular full-reference peak signal-to-noise ratio (PSNR) and structural similarity (SSIM) methods. 

Also, they show Weibull features extracted by means of sharper regions are the best when assess the 

prediction monotonicity. While applying the prediction accuracy evaluation come up with a good 

performs when taking the improved Weibull features via sharper regions. 
 

Keywords: measuring feature, image degradation, Features Measuring. 

 

مؤخرا   ...الخ(الانتشارتأخير  ،الإنتاجية، يهتم بأداء الشبكة )فقد الحزم الذيو (QoS)لجودة الخدمة  التقليدي هومفملا - المستخلص

المحافظةعلى  . من أجل المقدمة. هذا يعكس كل أنشطة المستخدم بما فيها النفاذ والخدمات (QoE)تطور للفهم الحديث لجودة الخبرة 

QoEسمات مختلفة لتقييم جودة   تقترحويقيسه. هذه الدراسة أن يتعرف على مدى اضمحلال الأشارة  الخدمةمن المهم لمقدم  ،المطلوبة

  مقارنة لمعرفةأكثر هذه تحليل  الدراسة    . أيضا تعطىWeibull statisticsويبل    صائياتحأعلى    عتمادابدون مرجع  الصورة المضمحلة

  هذه تم . سمات القياساللوغاريثميةمشتقات توزيع ويبل لب المشاهد الطبيعية باستخدام من  هارابتدا. السمات المقدمة تم السمات أداء  

الأعظم   الاحتمال تم تطعيم سمات ويبل بمعاملات تقدير  ،. بجانب ذلكابالحواف والاكثر وضوح الغنيةخلال كل من المنطقتين  جمعها

(MLE)  تمت معايرتها باستخدام قاعدة بيانات  ،المقترحةلمعرفة أداء السمات . الجودةلتحسين تقييمLIVE أثبتت التجارب بأن .

 الهيكلي والتشابه  (،(PSNRالضوضاء  -الى -الأفضل من بين خوارزميات كل من نسبة ذروة الإشارة  هي احصائيات ويبل 

((SSIMأعمال تقييم  الأفضل عند  هيالمناطق الاكثر وضوحا  عن طريق    المستخلصةكذلك أوضحت أن سمات ويبل    المرجع.  كاملتي 

عند أخذ سمات ويبل    أفضل بنتائج    يأتي  prediction accuracyتقييم دقة التنبؤ. بينما تطبيق prediction monotonicityرتابة التنبؤ

 يق المناطق الاكثر وضوحا. رعن ط  المحسنة

 

1. Introduction 

The traditional concept of quality of service 

(QoS) which focuses on network performance 

(e.g. packet loss, throughput, and transmission 

delay), recently has been grown towards the 

modern concept of quality of experience (QoE). 
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This reflects all user practice including accessing 

and service provided. In order to maintain the 

required QoE, it’s necessary for the service 

provider to recognize and measure the quality of 

image degradation. Basically, Quantifying the 

image is done by humans because they are the 

ultimate judges. But their judgment is impractical 

where its subjective and consumes time. Thus, 

automatic measurement of image quality required 

which it is objective assessment. 

Objective assessment classified as:  no-reference 

NR (blind assessment), reduced reference (RR) 

and full reference (FR). Assessing image quality 

depending on original image done by the FR 

models. The mode which extracts some of the 

reference image features is RR model. Full or 

even partial of the original image may not be 

available when assessing the image under study. 

In existence of reference images, its purification 

can be also uncertain. So, the only available 

choice is NR image quality assessment (IQA) 

method [1-3]. As an example, when assessing the 

quality of a de-noising algorithm on a real-world 

database the perfect noise-free image is not 

available. 

Distortion-specific NR IQA [4-9] are aware about 

the distortion categories and they represent most 

existing NR IQA methods. Application of such 

algorithms is limited by these specifications. 

Non-distortion-specific are general distortion NR 

IQA algorithms. Building of such algorithms are 

by acquiring a collection of distorted images. 

Then the images are registered by their human 

scores. These IQA algorithms are opinion aware 

(OA) [10-12].  

If the IQA algorithms are not trained on databases 

of human judgments of distorted images they are 

opinion unaware (OU) algorithms [13]. The 

availability of the images under study is 

uncertain, so between OU models there are 

models called distortion unaware (DU) models 
[14]. In this study a model using Weibull 

distribution of Log-derivative features of natural 

scenes for no-reference image quality 

measurement is introduced. The effective features 

developed in the model are gathered from gist of 

image based on edges and sharper regions. This 

claim is supported by the fact human eye is 

sensitivity to information carried by edge and 

contour of an image. Also, image’s structure has a 

large amount of data included in their edges and 

contours. This information is enough for the scene 

to be grasped by the human eye [15]. The sharper 

an image the better is its quality as claimed by 

Punit and Damon [16]. Moreover, more heavily 

weight judgments of image quality given from the 

sharp image regions [14].  

All the parameters: prediction accuracy, 

algorithmic and micro-architectural efficiency are 

improved in this study. In contrast to many 

researches which ignore the two last parameters 
[17,18]. Weibull contrast statistics contains a great 

visual information [19]. Also, they can characterize 

a uniform texture of various natural scenes [20]. 

Besides they used by Fabian and Erhardt to detect 

the defect in textures [21]. 

The aims of this study refer to, multimedia 

content delivered over communication networks 

pass throughout a lot of processing phases before 

provided to a human consumer. The quality of the 

last display may be affected by one or more of 

these phases in the form of distortions.  

The economics and/or physical limitations of the 

devices are the main factors that mostly determine 

the distortion contribution of each of these stages.  

Technically, it is important to gauge the distortion 

that has been added during different stages and 

then measure the visual contents quality. The 

image quality assessment algorithms are built to 

estimate image distortion content and measure 

how it degraded. The proper features selected 

from the images cooperate significantly in 

constructing these algorithms and measuring its 

quality. 
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Figure1: The model block diagram for the three features categories extraction. 

 

After building a robust model, this study aims to 

collect three features categories, analyze them, 

and see the competent one through examine their 

performance.  

2. Material and Method 

The developed natural features are low level 

features. These are created of locally normalized 

luminance. Also contrast values have been added. 

for single pixels, point wise statistics modeled the 

features. For the relation of adjacent pixels, the 

approach gets the log-derivative based on pair 

wise statistics. the features that match patches 

with both rich of edges and sharper were gathered 

individually. Then the gathered features were fit 

to Multivariate Gaussian Model (MVG).  

The model gauges the distance between MVG of 

the distorted and pristine (natural). How is the 

measured distance, it assigned as the distorted 

image quality score. Figure 1 shows the model 

block diagram for the three features categories 

extraction. 

Normalized luminance, contrast coefficients, 

and their log-derivatives  

The image-indicated by 𝐼(𝑖, 𝑗) has been divided in 

to patches. Each of patches has a size of 96 × 96. 

Then equation (3) is used to calculate the contrast 

of distorted and pristine images. This done for all 

the patches. The same procedure followed to 

compute the normalized luminance 

(MSCN)𝐼(𝑖, 𝑗) (1) [22]. 

( , ) ( , )
( , )

( , ) 1

I i j i j
I i j

i j





−
=

+          (1) 

Where 𝑖 ∈ {1,2, … , 𝑀}and𝑗 ∈ {1,2, … , 𝑁}} are 

spatial domain indices, 𝑀 and 𝑁are the 

dimensions of the image. The local mean and 

local contrast are shown in (2) and (3) 

respectively. 
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The 2D circularly-symmetric Gaussian weighting 

function, w, is: 

 w = {wk,l|k = −K, … , K, l = −L, … , L} 

This function is sampled out to three standard 

deviations(𝐾 = 𝐿 = 3)and rescaled to unit 

volume. 

Features are calculated through coefficients of (1) 

and (3) for each patch. The features extraction 

done using log-derivative statistics [23]. To acquire 

the log-derivatives (5-6), (4) is used. This to 

create new image sub-band J . 

( ) ( )( ), log ,J i j I i j = +
                  (4) 

To prevent 𝐼(𝑖, 𝑗)from being zero, ɛ is taken to be 

0.1.The equations (5-6) include horizontal, 

vertical, main-diagonal, secondary-diagonal, and 

combined-diagonal. 

( ) ( )( , ) , 1 ,xJ i j J i j J i j= + −
      (5) 

( ) ( ) ( ), 1, ,yJ i j J i j J i j= + −
      (6) 
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( ) ( ) ( ), 1, 1 ,xyJ i j J i j J i j= + + −
        (7) 

( ) ( ) ( ), 1, 1 ,yxJ i j J i j J i j= + − −
    (8) 

𝐽𝑥𝑎𝑛𝑑𝑦(𝑖, 𝑗) = 𝐽(𝑖, 𝑗) + 𝐽(𝑖 + 1, 𝑗 + 1) −

              𝐽(𝑖, 𝑗 + 1) − 𝐽(𝑖 + 1, 𝑗)               (9) 

Any deformation happens to the original image 

due to distortion can be investigated by applying 

coefficients of (1) and (5-6) [10, 24]. 

The Extracted Features 

The model carefully selects various categories of 

features which were extracted using statistical 

approach that can facilitate efficient and rapid 

extraction of a scene’s gist. The features are 

initiated using Weibull distribution of Log-

derivative. Besides, the Weibull features 

developed by maximum likelihood estimation 

parameters to improve the quality evaluation. 

Thus, as will be explained in the following 

sections, the features are categorized into; 

Weibull statistics based on sharper regions, 

improved Weibull statistics based on sharper 

regions, and Weibull statistics based on edging 

regions. To examine the effect of the gathering 

technique on these measuring features, they were 

collected through both sharper and rich edging 

regions of the images. 

Weibull Statistics Based Features of Sharper 

Regions: 

The Weibull distribution (10) models the MSCN 

(1), contrast (3) coefficients, and the five log-

derivatives in (5-9). It useful to represent These 

features in multi-scale behavior. In this model 

they calculate at two scales using low pass filter 

then down sampling by two. The spatial domain 

is the platform of extracting all features. The 

gathering process includes only features involved 

in the sharper patches. 
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Where𝜆, 𝛾, and 𝜇 are the scale parameter, the 

shape parameter, and the origin of the contrast 

distribution respectively. The parameter μ close to 

zero for natural images which is the case in this 

model [21]. 

To quantify degraded image, it's better to consider 

the features of sharper and rich edge as suggested 

by [14,15,25].  

The MVG density (11) models the features 

obtained by (10).The last process gives the rich 

representation of these features [14]. 

𝑓𝑋(𝑥1, . . . , 𝑥𝑘) =
1

(2𝜋)𝑘/2|𝛴|1/2 × 𝑒𝑥𝑝( −
1

2
(𝑥 −

𝜐)𝑇𝛴−1(𝑥 − 𝜐))              (11) 

Where,𝑥1, … , 𝑥𝑘,are the features. The mean and 

covariance matrix of the MVG model are υ and ∑ 

respectively. 

Improved Weibull Statistics-Based Features of 

Sharper Regions: 

Again, the Weibull distribution (10) models the 

MSCN (1) and the five log-derivatives in (5-9), 

by this step 12 features are available. Beside pure 

Weibull parameters, maximum likelihood 

estimation (MLE) also added for improvement 

causes. The pure Weibull and the MLE 

parameters collectively are measuring features. 

Now the total model features are 24 by gaining12 

MLE features 24 overalls. the model uses two 

scales, as discussed above, this process leads to 

a set of 48 features. All features fitted with an 

MVG density (11). Here also the gathering 

process includes only the features involved in the 

sharper patches. 

Weibull Statistics Features Based on Rich Edges 

Regions: 

Weibull distribution (10) models the MSCN (1) 

and contrast coefficients (3), and their five log-

derivatives through using edging patches. Each 

of MSCN and contrast coefficients provides two 

features and their five derivatives provide 20 

extra features with a total of 24 features. The two 

scales process adds 24 more features giving 48 

overalls. Again, spatial domain is the platform of 

extracting all features in this model. Fitting all 

features using (11) gives their rich 

representation. 
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Natural Scene Statistic Model 

Flickr and the Berkeley are natural scene image 

database [26]. The main model selects 125 natural 

images to form natural scene statistic (NSS) 

model. The NSS model summarized in the 

flowing steps: 

• Each patch divided to sub-patches of 6×6 

size. 

• In each sub-patch only sharper and edge 

feature are selected (called effective sub-

patches). 

• Only effective sub-patches contributed into 

their main patches.  

• Then the effective sub-patches of each patch 

were computed.  

• Patches that had an effective sub-patch 

greater than 75% selected. 

• The features corresponding to the selected 

patches were gathered.  

• The features of NSS extracted using the three 

categories discussed above in section (3.2).  

• These features were fitted to MVG model 

(11). 

• Equation (12) used to compute the quality 

according to the above steps. 

( ) ( ) ( )
1

1 2
1 2 1 2 1 2 1 2, , ,

2

T
D      

−
 + 

  = − − 
 

(12) 

The mean vectors and covariance matrices of the 

NSS MVG and the tested image MVG models 

are υ1, υ2and ∑1,∑2respectively. 

3. Testing and Calibration 

LIVE (Laboratory for Image and Video 

Engineering) IQA database [27] is used to calibrate 

the proposed algorithms and do performance 

analysis and comparison. There is a lot database 

used to Calibration IQA algorithms. LIVE which 

contains 29 reference images and 779 distorted 

ones is the most common database. The 779 

distorted images of LIVE database are classified 

into JPEG compression, JPEG2000 (JPEG2K) 

compression, Gaussian blur (Gblur), fast fading 

(FF), and additive white Gaussian noise (WN).  

Two common parameters used in the field of IQA 

to evaluate and test the calibrated images which 

are Spearman’s rank ordered correlation 

coefficient (SROCC) and Pearson’s linear 

correlation coefficient (PLCC). The first 

parameter used to assess the prediction 

monotonicity while the second for prediction 

monotonicity,  

Before calculating PLCC, maximizing the 

correlations between subjective and objective 

scores needed. This done by passing the last 

scores through a function called logistic non-

linear function [28]. The parameters of this 

function found numerically using ‘fminsearch’ 

(a function in MATLAB optimization toolbox). 

4. Results and Discussion 

This section discusses and analyze performance 

of the obtained results. The plots of Figures 2 and 

(3) obtained when the all features gathered 

through the same techniques, e.g. sharper regions. 

The Figures show a comparison of SROCC and 

PLCC when extracting features using pure 

Weibull and Weibull with MLE through sharper 

regions respectively.  

 

Figure 2: Comparison of SRCC when extracting 

features using Weibull and improved Weibull 

(Weibull & MLE) through sharper regions. 

 

Figures 2 indicates pure Weibull features better 

when assess the prediction monotonicity, which is 

0.84 for the overall (average of the SROCC for all 

distortions). While applying the prediction 

accuracy evaluation come up with a good 

performance when developing Weibull features 
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with MLE as verified by Figure 3, which is 0.86 

for the overall average of the PLCC for all 

distortions. 

Figure 3: Comparison of PLCC using Weibull and 

improved Weibull (Weibull & MLE) through 

sharper regions. 

Figures 4 and 5, investigate the behavior of the 

three features categories, regard the different two 

gathering techniques. A comparison of SROCC 

and PLCC when the measuring features are pure 

Weibull and Weibull with MLE (improved 

Weibull) of sharper regions and pure Weibull of 

edging regions. Figures still proves pure Weibull 

sharper regions is the outperforming features 

when assessing the prediction monotonicity with 

0.84 overall. 

 

Figure 4: Comparison of SRCOO using Weibull, 

improved Weibull (Weibull & MLE), and edging 

Weibull feature. 

 

 

Figure 5: Comparison of PLCC using Weibull, 

improved Weibull (Weibull & MLE), and edging 

Weibull feature. 

 

Figure 6:  Comparison of SROCC of the proposed 

features against FR-PSNR and FR-SSIM 

algorithms. 

 

The features formed by Weibull statistics and 

MLE obviously are the best when evaluate the 

prediction accuracy. The improved Weibull 

features have overall PLCC of 0.86. Figures 6 and 

7 show a comparison of SROCC and PLCC for all 

proposed features against FR-PSNR and FR-

SSIM algorithms respectively.  

They show the average of SROCC and PLCC for 

all distortions not only competes the popular full-

reference peak signal-to-noise ratio (PSNR) and 

the structural similarity (SSIM) but also 

outperforms them. Pure Weibull (sharper) has 

best performance when assessing SROCC with 

0.84, as Figures 6 illustrates. The improved 

Weibull features obviously appeared when 
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evaluate the prediction accuracy (PLCC) as 

clearly indicated by (7). 

Figure 7:  Comparison of PLCC of the proposed 

features against FR-PSNR and FR-SSIM 

algorithms. 

5. Conclusions 

The suitable features and the way to gather are 

significantly affective in measuring degraded 

image task. In this study, a model for blind NR 

IQA built and a performance comparison between 

three Weibull distribution statistics feature 

categories introduced. Also, two different 

gathering techniques for the features are analyzed 

and examined. The features used in this paper 

obtained in the spatial domain without 

transformation to DCT, wavelet, or any other 

domain. Algorithms constructed in spatial domain 

have fast execution with no complexity. All the 

introduced features are the best when compared 

with state-of-the-art algorithms as shown in 

results section. 
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