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Abstract

We call a family of sets intersecting, if any two sets in the family intersect. In this paper
we investigate intersecting families F of k-element subsets of [n] := {1, . . . , n}, such that
every element of [n] lies in the same (or approximately the same) number of members of F .
In particular, we show that we can guarantee |F| = o(

(
n−1
k−1

)
) if and only if k = o(n).

1 Introduction

Let us denote [n] := {1, . . . , n} and 2[n] := {X : X ⊂ [n]}. A family F ⊂ 2[n] of subsets of [n] is
called intersecting, if any two of its sets intersect. A family is called k-uniform, if it consists of
sets of size k. For shorthand, we denote such a family by F ⊂

([n]
k

)
.

The investigation of intersecting families started from the following famous result due to
Erdős, Ko and Rado.

Theorem 1 ([10]). Let n ≥ 2k and consider an intersecting family F ⊂
([n]
k

)
. Then

|F| ≤
(
n− 1

k − 1

)
.

For n > 2k equality occurs if and only if F consists of all k-sets that contain a fixed element of
[n].

An intersecting family with all its sets containing a fixed element of [n] is called trivial.
The EKR theorem was sharpened by Hilton and Milner [18], who determined the size of the
largest non-trivial intersecting k-uniform family. Later, a very strong result in this direction
was obtained by Frankl [11]. Below we give a stronger and a more convenient version of that
theorem, proven in [22]. The degree δ(x) of x ∈ [n] is defined as the number of members of F
that contain x. The maximal degree of F is denoted by ∆(F). The diversity γ(F) of F is the
number of sets from F not containing an element of the maximal degree: γ(F) := |F| −∆(F).

Theorem 2 ([22]). Let n > 2k > 0 and F ⊂
([n]
k

)
be an intersecting family. Then, if γ(F) ≥(

n−u−1
n−k−1

)
for some real 3 ≤ u ≤ k, then

|F| ≤
(
n− 1

k − 1

)
+

(
n− u− 1

n− k − 1

)
−
(
n− u− 1

k − 1

)
. (1)
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Other stability results for k-uniform intersecting families were obtained by several researchers
(cf. [1, 7, 9, 19, 21, 26, 27]). Dinur and Friedgut [7] introduced the methods of analysis of
Boolean functions to the study of intersecting families. Roughly speaking, they showed that any
intersecting family is essentially contained in juntas with small centers. We say that a family
J ⊂ 2[n] is a j-junta, if there exist a subset J ⊂ [n] of size j, such that the membership of a
set in F is determined only by its intersection with J , that is, for some family J ∗ ⊂ 2J we have
F = {F : F ∩ J ∈ J ∗}. Here is one of their two main results.

Theorem 3 ([7]). For any integer r ≥ 2, there exist functions j(r), c(r), such that for any

integers 1 < j(r) < k < n/2, if F ⊂
([n]
k

)
is an intersecting family with |F| ≥ c(r)

(
n−r
k−r
)
, then

there exists an intersecting j-junta J with j ≤ j(r) and

|F \ J | ≤ c(r)
(
n− r
k − r

)
. (2)

The methods of Dinur and Friedgut were developed and extended to other extremal ques-
tions on set systems by other researchers, notably Ellis, Keller, and Lifshitz [9, 20].

In this paper we study intersecting families with respect to another natural measure of non-
triviality: the distribution of degrees. The question we address in this paper is as follows: how
large an intersecting family may be, provided that all elements of the ground set have the same
degree? We call such families regular. In what follows, we always denote the degree of an element
in such a family by δ.

Theorem 1 implies that for n > 2k the largest k-uniform intersecting family has one element
of degree

(
n−1
k−1
)

while all the other elements of [n] have degree
(
n−2
k−2
)
. Hence, the spread between

the largest and the smallest degree is very large.
Using Theorem 2 with u = 3, we get that any family of size strictly bigger than

(
n−1
k−1
)

+(
n−4
k−3
)
−
(
n−4
k−1
)

= 3
(
n−3
k−2
)

+
(
n−3
k−3
)

has diversity strictly smaller than
(
n−4
k−3
)
. Therefore, the maximal

degree of any such family is ∆(F) = |F| − γ(F) > 3
(
n−3
k−2
)
. At the same time, the sum of the

degrees of all elements except for a most popular one is (k−1)∆(F)+kγ(F), and so the minimal
degree of F is at most k−1

n−1∆(F) + k
n−1γ(F) < k−1

n−1∆(F) + k
n−1
(
n−4
k−3
)
< k−1

n−1∆(F) +
(
n−3
k−2
)
. It

is easy to see that the difference between the maximal and the minimal degrees is at least
∆(F) − k−1

n−1∆(F) −
(
n−3
k−2
)

= n−k
n−1∆(F) −

(
n−3
k−2
)
> 3

2

(
n−3
k−2
)
−
(
n−3
k−2
)
> 0. Therefore, we may

conclude the following.

Proposition 4. If n ≥ 2k > 0, then any regular k-uniform intersecting family has size at most
3
(
n−3
k−2
)

+
(
n−3
k−3
)
.

We write Sn for the symmetric group on [n]. A symmetric family F on [n] is a family such
that the automorphism group Aut(F) := {σ ∈ Sn : σ(F) = F} of F is a transitive subgroup of
Sn, that is, for all i, j ∈ [n] there exists a permutation σ ∈ Aut(F) such that σ(i) = j. Clearly,
any symmetric family must be regular, and the converse is not true in general.

Cameron, Frankl and Kantor [5] studied maximal intersecting families F ⊂ 2[n] (that is,
families of size 2n−1), that are additionally symmetric or regular. They proved the following
result that relates the size of the ground set and the size of the smallest set in the family.

Theorem 5 ([5, Theorem 3]). Consider an intersecting family F ⊂ 2[n] of size 2n−1 and an
arbitrary set F ∈ F .

1. If F is symmetric, then n ≤ |F |2.

2



2. If F is regular, then n ≤ 2
π4|F |.

Ellis, Kalai and Narayanan investigated k-uniform symmetric intersecting families [8]. They
obtained the following analogue of the theorem above.

Theorem 6 ([8, Lemma 4.5]). Let k2 − k + 1 be prime. A k-uniform symmetric intersecting
family F on [n] satisfies n ≤ k2 − k + 1. Further, equality holds if and only if F is a point-
transitive projective plane of order k − 1.

This result was already shown by Lovász without the characterization of equality, but not
published (it is mentioned in [24, 25]), and Füredi [14, 16] for regular families. We give a second
proof for this result that was obtained independently.

Theorem 7 ([14, Corollary 3]). A k-uniform regular intersecting family F on [n] satisfies
n ≤ k2 − k + 1. Further, equality holds if and only if F is a projective plane of order k − 1.

Ellis, Kalai and Narayanan obtained the following bound on the size of a k-uniform symmetric
intersecting family.

Theorem 8 ([8, Theorem 1.3]). There exists a constant c > 0 (independent of n and k) such
that for k ≤ n/2 and any symmetric intersecting family F we have

|F| ≤ exp

(
− c(n− 2k) log n

k(log n− log k)

)(
n

k

)
.

Their proof uses tools from the analysis of Boolean functions, notably, the sharp threshold
result due to Friedgut and Kalai [13]. They managed to show that this bound is tight up to the
constant c in the exponent, if k/n is bounded away from zero.

Using Theorem 3, we are able to obtain the following upper bound on the size of regular
intersecting families.

Theorem 9. For any r ∈ N there exists a constant C = C(r), such that for n > Ck any regular

family F ⊂
([n]
k

)
satisfies

|F| ≤ C
(
n− r
k − r

)
.

Moreover, it is possible to strengthen the theorem above to the following setting. We say
that the family is α-irregular for α ≥ 1, if the ratio between the maximal degree and the minimal
degree is at most α.

Theorem 10. For any r ∈ N and α ∈ R≥1 there exists a constant C = C(r, α), such that for

n > Ck any α-irregular family F ⊂
([n]
k

)
satisfies

|F| ≤ C
(
n− r
k − r

)
.

The next result uses algebraic methods, and may be applied for all values of n and k.
However, it works only for regular families and is weaker than Theorem 9 in the range when
Theorem 9 may be applied.

Theorem 11. A regular k-uniform intersecting family on [n] satisfies

|F| ≤
(
n
k

)
1 + (n−k)(n−k−1)(n−k−2)

k(k−1)(k−2)

.
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We only know sporadic examples for which the bound is tight. We also remark that it
is not difficult to see that the bound in Theorem 11 is always stronger than the bound from
Proposition 4.

If n = ck for some constant c, then all the upper bounds we give have order Θ(
(
n−1
k−1
)
). This

is in sharp contrast with the situation for symmetric intersecting families, for which in [8] the
upper bounds have order o(

(
n−1
k−1
)
) for n− 2k = Θ(k/ log k). However, this is not a shortcoming

of our methods: for any c we give a series of examples of a regular intersecting families in
([n]
k

)
,

such that n > ck and that have size Θ(
(
n−1
k−1
)
). Therefore, the following is true.

Proposition 12. If k = o(n), then any regular intersecting family in
([n]
k

)
has size o(

(
n−1
k−1
)
).

At the same time, for any c > 0 there are regular intersecting families in
([n]
k

)
with n > ck and

which have size Θc(
(
n−1
k−1
)
).

We note that a similar construction was used in [15, Theorem 3] by Füredi and [12, Theorem
2.4] by Frankl and Füredi. However, their studies were concerned with intersecting families with
bounded maximum degree and they did not require the families to be regular. In particular, the
lower bounds they prove resemble Theorem 9, but are only meaningful for n� k2, which is by
Theorem 7 not interesting as long as regular intersecting families are considered.

The structure of the paper is as follows. In Section 2 we review some notions from the
theory of association schemes, needed in the proofs of Theorems 7 and 11. In Section 3 we prove
the upper bounds on the size of regular intersecting families and some of its generalizations, in
particular, to the case of degrees of subsets. In the first part of Section 4 we provide some general
constructions of regular intersecting families, which in particular imply the corresponding part
of Proposition 12. In the second part of Section 4 we study in detail the case n = 2k, and give
some results in the case n = 2k+ 1. Finally, in Section 5 we conclude and give future directions
for research.

2 The Johnson Scheme

In the proof of Theorems 7 and 11 we use the theory of association schemes. To make this paper
more self-contained, this section summarizes the necessary notions and results. We refer to
Delsarte’s PhD thesis [6] as a standard reference on the combinatorial applications of association
schemes.

Definition 13. Let X be a finite set. A k-class association scheme is a pair (X,R), where
R = {R0, . . . , Rk} is a set of symmetric binary relations on X with the following properties:

(a) {R0, . . . Rk} is a partition of X ×X.

(b) R0 is the identity relation.

(c) There are constants p`ij such that for x, y ∈ X with (x, y) ∈ R` there are exactly p`ij elements
z with (x, z) ∈ Ri and (z, y) ∈ Rj.

We denote p0ii by ri, the valency of Ri. We denote |X| by v =
∑k

i=0 ri. The relations Ri can
be described by their adjacency matrices Ai ∈ Cv×v defined by

(Ai)xy =

{
1 if xRiy,

0 otherwise.

4



Let J denote the all-ones matrix and let j denote the all-ones vector. It is easily verified that the
matrices Ai are Hermitian and commute pairwise, hence we can diagonalize them simultaneously,
i.e. there is a set of common eigenvectors. From this we obtain pairwise orthogonal, idempotent
Hermitian matrices Ej ∈ Cv×v with the properties (possibly after reordering)

k∑
j=0

Ej = I, E0 = v−1J,

Ai =

k∑
j=0

PjiEj , Ej = v−1
k∑
i=0

QijAi (3)

for some constants Pij and Qij . From this it is clear that the matrices A0, A1, . . . , Ak have k+ 1
common eigenspaces V0 = 〈j〉, V1, . . . , Vk, where the eigenspaces Vj has dimension fj := rk(Ej) =
tr(Ej) and Pji is the eigenvalue of Ai in the eigenspace Vj . Note that Ej is an orthogonal
projection from Cv×v onto Vj . There are several connections between the parameters of an
association scheme, for example ri = P0i. For us the following is important.

Lemma 14 ([6, Eq. (4.34)]). We have riQij = fjPji.

Let F be a subset of X. Let χ be the characteristic vector of F , i.e.

χx =

{
1 if x ∈ F ,
0 otherwise.

Define the inner distribution a of F , |F| > 0, by

ai =
1

|F|
χTAiχ.

The essential property of association schemes, which we use, is summarized in the following
result which is often referred to as Delsarte’s linear programming bound (LP bound).

Theorem 15 ([3, Lemma 2.5.1 (iv) and Prop. 2.5.2]). We have (aQ)j = v
|F|χ

TEjχ ≥ 0 with

equality if and only if χ ∈ V ⊥j .

The vector aQ is often referred to as the MacWilliams transform of a. A very particular,
well-known case in Delsarte’s LP bound is when χ ∈ 〈j〉+ Vj for some j ∈ {1, . . . , k}:

Lemma 16. Let χ be the characteristic vector of F . If χ ∈ 〈j〉+ Vj, then the following holds:

(a) If F ∈ F , then F meets exactly |F|(P0i − Pji)/v + Pji elements of F in relation Ri.

(b) If F /∈ F , then F meets exactly |F|(P0i − Pji)/v elements of F in relation Ri.

Proof. Let ψ be the characteristic vector of {F}. Write χ = |F|
v j + χ′ with χ′ ∈ Vj . Then the

number of elements in F that are in relation Ri to F is

ψTAiχ = ψT

(
k∑
i=0

PjiEj

)( |F|
v

j + χ′
)

= ψT
(
P0i
|F|
v

j + Pji(χ−
|F|
v

j)
)

= |F|(P0i − Pji)/v + Pjiψ
Tχ.
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The Johnson scheme has X =
([n]
k

)
. Two k-sets are in relation Ri if their intersection is

of size k − i. We recall the eigenvalues of the Johnson scheme. As this association scheme is
cometric, its eigenspaces have a canonical ordering which we use in the following.

Lemma 17 ([6, p. 48] and [17, Theorem 6.5.2]). The eigenvalue of Ai of the eigenspace Vj is

Pji =
i∑

h=0

(−1)h
(
j

h

)(
k − j
i− h

)(
n− k − j
i− h

)

=
k∑
h=i

(−1)h−i+j
(
h

i

)(
n− 2h

k − h

)(
n− h− j
h− j

)
.

In particular, Pjk = (−1)j
(
n−k−j
k−j

)
.

We will use Theorem 15 for j = 1 and j = 2, so we need Qi1 and Qi2 explicitly.

Lemma 18. We have

(a) c1Qi1 = kn− in− k2, and

(b) c2Qi2 = (k − i)(k − i− 1)(n− k − i)(n− k − i− 1)− 2i2(k − i)(n− k − i) + i2(i− 1)2,

where c1 = k(n− k)/f1 and c2 = k(k − 1)(n− k)(n− k − 1)/f2.

Proof. Evaluate Lemma 14 for the stated cases using Lemma 17.

The eigenspaces of the Johnson scheme have various nice combinatorial descriptions. Let
GS denote the family of all k-sets that contain a fixed s-set S. Clearly, |GS | =

(
n−s
k−s
)
. Let

λs =
(
n−s
k−s
)
/
(
n
k

)
. Let ψS denote the characteristic vector of GS .

Lemma 19 ([17, Theorem 6.3.3]). Fix s ∈ {1, . . . , k}. The set ∪sr=1{ψR−λrj : R ∈
(
[n]
r

)
} spans

V1 + V2 + . . .+ Vs.

We say that a family F is s-subset-regular if every s-set lies in the same number of elements
δs of F . For any r with 1 ≤ r ≤ s, double counting pairs (R,S) ∈

(
[n]
r

)
×
(
[n]
s

)
with R ⊂ S shows

that every r-set lies in exactly δs
(
n−r
s−r
)
/
(
k−r
s−r
)

elements of F . The following is well-known, but
we include a short proof for completeness.

Lemma 20. Fix s ≥ 1. Let F be a family of k-uniform sets and let χ be the characteristic
vector of F . Then (a) implies (b) and (c):

(a) F is s-subset-regular.

(b) The vector χ is orthogonal to the eigenspaces V1, . . . , Vs.

(c) The inner distribution a of F satisfies

0 =
k∑
i=0

Qi1ai.
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Proof. The eigenspaces V0, V1, . . . , Vk are pairwise orthogonal, so we can write χ = E0χ+(E1 +

E2 + . . . + Ek)χ = |F|
v j + χ′, where χ′ ∈ V1 + V2 + . . . + Vk. Hence, for any R ∈

(
[n]
r

)
, where

1 ≤ r ≤ s,

χTψR =

(
|F|
v

j

)T
(λrj) + χ′T (ψR − λrj)

= |F|λr + χ′T (ψR − λrj) .

Since, by simple double counting, the degree of R in F is λr|F|, we have χ′T (ψR − λrj) = 0.
Hence, χ is orthogonal to all vectors in V1 + V2 + . . .+ Vs. Hence, (a) implies (b).

By Theorem 15, χ ∈ V ⊥1 is equivalent to (c).

3 Upper Bounds

3.1 Proof of Theorems 9 and 10

Clearly, Theorem 9 is implied by Theorem 10, so we only need to prove Theorem 10. In
terms of Theorem 3, we put C = max{2αj(r), 2c(r)}. Fix n, k, such that n ≥ Ck and an

α-irregular family F ⊂
([n]
k

)
. Then Theorem 3 states that there exists an intersecting j-junta

J = {A ∈
([n]
k

)
: A ∩ J ∈ J ∗} for some J with |J | = j ≤ j(r) and J ∗ ⊂ 2J , such that

|F \ J | ≤ c(r)
(
n−r
k−r
)
.

We may assume that |F| > C
(
n−r
k−r
)
≥ 2c(r)

(
n−r
k−r
)
, otherwise we have nothing to prove.

Therefore, we have |F ∩ J |/|F| > 1/2.
Given the approximation by the junta J , let us bound the degrees of elements in F . On

the one hand, clearly, any set from F ∩ J intersects J , therefore, the maximal degree of an
element in J is at least |F ∩ J |/j. On the other hand, the average degree of an element in [n]
is k

n |F| ≤ |F|/C. Hence, the ratio between the maximal and the minimal degree in F is at least

|F ∩ J |/j
|F|/C

>
C

2j
≥ α.

We conclude that, if |F| > C
(
n−r
k−r
)
, then F is not α-irregular. Theorem 10 is proved.

3.2 Proof of Theorem 11

Theorem 11 is implied by the following result for s-subset-regular k-uniform intersecting families.
It is a variation of Hoffman’s bound.

Theorem 21. Fix odd s ≥ 1. An s-subset-regular k-uniform intersecting family F on [n]
satisfies

|F| ≤ v

1− P0k/P(s+2)k
=

(
n
k

)
1 +

(n−k
k )

(n−k−s−2
k−s−2 )

.

For n > 2k we have equality only if the characteristic vector χ of F lies in the span of j and the
eigenspace Vs+2.
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Proof of Theorem 21. Let χ be the characteristic vector of F . First notice that

|F| = χTχ =
|F|2

v
+

k∑
j=1

χTEjχ. (4)

Let A = Ak −
∑s

i=1 PikEi. Obviously, A has the eigenvalues Pjk for j = 0 and j > s, and the
eigenvalue 0 for the eigenspace Vi, where 1 ≤ i ≤ s. From the definition of F , χTAkχ = 0. By
Lemma 20, χTEiχ = 0 for 1 ≤ 1 ≤ s. Hence, χTAχ = 0. Notice that, using Lemma 17 and
Equation (3), P(s+2)k is the smallest eigenvalue of A, so we obtain

0 = χTAχ =
P0k

v
χTJχ+

k∑
j=s+1

Pjkχ
TEjχ

≥ P0k

v
χTJχ+ P(s+2)k

k∑
j=1

χTEjχ

(4)
=
P0k

v
· |F|2 + P(s+2)k

(
|F| − |F|

2

v

)
.

Rearranging yields

|F| ≤ v

1− P0k/P(s+2)k
,

which, together with Lemma 17, shows the first half of the assertion. For the second half of the
assertion notice that we have equality in this bound only if χTEs+2χ =

∑k
j=1 χ

TEjχ.

Evaluating Lemma 16 for the case of equality in Theorem 21 and s = 1, we obtain that a
k-set F /∈ F meets exactly

3k(k − 1)(k − 2)

n2 − 3kn− n+ 3k2

elements of F in k − 1 elements. As this has to be an integer, Theorem 21 cannot be tight for
many combinations of n and k. In particular, the bound is never tight for 3k(k − 1)(k − 2) <
n2 − 3kn− n+ 3k2. For odd s ≥ 1 fixed, the same argument yields that the bound is not tight

for n at least ∼
√
s+ 2k

s+2
s+1 .

Ray-Chaudhuri and Wilson showed in [28, Theorem 1] that a 2t-design contains at least
(
n
t

)
blocks. Together with Theorem 21 this implies that s-subset-regular intersecting families do not
exist when s is large compared to k (vaguely k < 3

2(s+ 1)).

Remark 22. The bound of

v

1− P0k/P(s+2)k

and its consequences hold for various other association schemes, where the eigenspaces can be
characterized in a similar way. One example for such an association scheme would be the q-
analog of the Johnson scheme, the q-Johnson (Grassmann) scheme.
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3.3 Proof of Theorem 7

For small n Delsarte’s linear programming (LP) bound corresponds to Theorem 21, but for n
close to k2 − k + 1 Delsarte’s LP bound is much better. In particular, Delsarte’s LP bound
implies Theorem 7. In the following we prove this formally.

Proof of Theorem 7. The inner distribution a of an intersecting family F has the form a =
(1, a1, . . . , ak−1, 0). In terms of Lemma 18, denote αi := c2Qi2 and βi := c1Qi1. By Lemma
20, we know that

∑k−1
i=0 βiai = 0. By Theorem 15, we know that

∑k−1
i=0 αiai ≥ 0. Hence,∑k−1

i=0 (αi − (k − 1)(n− k − 1)βi)ai ≥ 0. Using Lemma 18, we have that

γi := αi − (k − 1)(n− k − 1)βi = −i(n− 2)(kn− in− k2 + i).

If n > k2 − k + 1, then γi < 0 for all i ∈ {1, . . . , k − 1}. Hence,
∑k−1

i=0 γiai ≥ 0 implies
a = (1, 0, . . . , 0), which is a contradiction. Thus, we can assume n = k2 − k + 1. Then γi = 0
for i ∈ {0, k − 1} and γi < 0 for i ∈ {1, . . . , k − 2}. Hence,

∑k−1
i=0 γiai ≥ 0 implies a =

(1, 0, . . . , 0, ak−1, 0). Now
∑k−1

i=0 βiai = 0 together with Lemma 20 implies (k − 1)k = ak−1.
Therefore, |F| = k2 − k + 1, each element in [k2 − k + 1] has degree k, and each set in F meets
all other sets in F in exactly one point. This is a well-known definition of a projective plane of
order k − 1.

A similar method also gives us the following lower bound on the size of a regular k-uniform
intersecting family F .

Lemma 23. If a regular k-uniform intersecting F exists, then

|F| ≥ 1 +
k(n− k)

k2 − n

with equality only if
∑k−2

i=1 ai = 0.

Proof. Let a be the inner distribution of F . By Lemma 19, kn−k2 +
∑k−1

i=1 (kn− in−k2)ai = 0.

It is easy to see that under this constraint |F| =
∑k−1

i=0 ai is minimized if a = (1, 0, . . . , 0, ak−1, 0).

4 Lower Bounds

We have already shown that there are no regular families for n > k2 − k + 1 and that for
n = k2 − k + 1 a projective plane of order k − 1 is the only possible example. We note that
the existence of projective planes is only known for k− 1 being a prime power. In the first part
of this section we give some general constructions of how to build bigger regular intersecting
families out of smaller ones, and derive some general lower bounds. In the second part of this
section we discuss the case n = 2k and n = 2k+ 1, as well as some results for small values of k.

We note that Ellis, Kalai, and Lifshitz in [9, Section 4] construct symmetric (and thus
regular) k-uniform intersecting families on [n] for all k and n satisfying k ≥ 1.1527

√
n. They

rely on the relation between intersecting families and difference covers for Zn. We could not
improve their results for the case of regular intersecting families, so a very interesting question
that remains is whether regular intersecting families exist for all sufficiently large n, k satisfying
k ≥ (1 + o(1))

√
n.
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4.1 General Constructions and Proposition 12

For any regular family F ⊂
([n]
k

)
we put α(F) := k/n. We call this parameter the ratio of F .

Due to the simple equality |F|k = nδ, α(F) = δ/|F| and α(F) tells us, what proportion of all
sets from F contains a given element.

Let us start with giving some general ways of constructing a regular intersecting family.
Assume that we have a regular intersecting family F ⊂

(
X
k

)
on the set X, a regular intersecting

family F2 ⊂
(
Y
k2

)
on the set Y , and a regular (but not necessarily intersecting) family G ⊂

(
Z
m

)
on the set Z. Assume additionally that the sets X,Y, Z are pairwise disjoint and that the ratios
of F and G are the same: α(F) = α(G).

Fix a parameter l, 1 ≤ l < min{|F1 \ F2| : F1, F2 ∈ F , F1 6= F2}. Then the following families
are intersecting and regular:

F l :=
{
F ′ ∈

(
X

k + l

)
: F ′ ⊃ F for some F ∈ F

}
, F l ⊂

(
X

k + l

)
; (5)

F + G :=
{
F ∪G : F ∈ F , G ∈ G

}
, F + G ⊂

(
X ∪ Z
k +m

)
; (6)

F × F2 :=
{
F × F2 : F ∈ F , F2 ∈ F2

}
, F × F2 ⊂

(
X × Y
kk2

)
. (7)

It is easy to see that each of the families above is intersecting. Let us show that all these families
are regular. It is obvious in the case of F × F2.

This is the most difficult to show in the case of family F l. First, note that, due to the choice
of l, for any F ′ ∈ F l there is a unique set F ∈ F , such that F ′ ⊃ F . Thus, we may partition F l
into families F l(F ) := {F ′ ∈

(
X
k+l

)
: F ′ ⊃ F}, where F ∈ F . The elements in F l(F ) have two

possible degrees. Each element x ∈ F has degree |F l(F )| =
(|X|−k

l

)
, while any element x ∈ X \F

has degree
(|X|−k−1

l−1
)
. It is clear that, since F is regular, each x ∈ X has degree of the first type

in α(F)|F| families F l(F ) and the degree of the second type in all the others. Since the degree
of each element in F l is the sum of its degrees in F l(F ), we conclude that F ′ is regular. We

note that |F l| =
(|X|−k

l

)
|F|.

The family F + G is regular, since each element from X is contained in α(F)-fraction of
all sets in F + G, and each element from Y is contained in α(G)-fraction of all sets in F + G.
However, α(F) = α(G) by assumption. We note that |F+G| = |F||G| and that α(F+G) = α(F).

We use Construction (6) to show the lower bound from Proposition 12. Fix c > 0 from the
proposition. Recall that we need to construct a regular intersecting family with ratio at most
1/c and size Θ(

(
n−1
k−1
)
). In particular,

(
n
k

)
and

(
n−1
k−1
)

are of the same order of magnitude. Find

a prime power q, such that (q2 + q + 1)/(q + 1) > c. Put F to be the projective plane of order
q on the set X. Note that F is regular, intersecting, and α(F) = (q + 1)/(q2 + q + 1). Take
G =

(
Z

l(q+1)

)
, where Z is a set of size l(q2+q+1) disjoint with X. Here we think of q that is fixed

and l that tends to infinity. Then α(G) = α(F). Thus, the family F +G is regular, intersecting,

and satisfies α(F + G) < 1/c. Moreover, F + G ⊂
( |X∪Z|
(l+1)(q+1)

)
and

|F + G|( |X∪Z|
(l+1)(q+1)

) =
(q2 + q + 1)

(l(q2+q+1)
l(q+1)

)
((l+1)(q2+q+1)

(l+1)(q+1)

) >
(q2 + q + 1)

(l(q2+q+1)
l(q+1)

)
(l(q2+q+1)

l(q+1)

)((l+1)(q2+q+1)
)q2+q+1(

lq2
)q2(

l(q+1)
)q+1

= Θq(1).
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4.2 Case n = 2k

In the case n = 2k no intersecting family of k-sets can have size bigger than
(
2k−1
k

)
. Brace and

Daykin [2] (in somewhat different terms) showed that for k not a power of 2, this bound is tight.

Theorem 24 ([2, Example 1]). If k is not a power of 2, then a largest k-uniform regular
intersecting family on [2k] has size

(
2k−1
k

)
.

Brace and Daykin also noted that it is easy to see that if k is a power of 2 that then a regular
family of size

(
2k−1
k

)
would have a non-integer degree, that is there the bound of

(
2k−1
k

)
is not

tight. We complete their result by showing the following.

Theorem 25. If k ≥ 4 is a power of 2, then the largest k-uniform regular intersecting family
on [2k] has size

(
2k−1
k

)
− 3.

Note that there is no regular intersecting family for k = 2, n = 4, and substituting k = 2 in
the bound above gives 0. We also remark that from the proof we give below it is fairly easy to
reconstruct the proof of Theorem 24.

Proof. First we show the upper bound. Let F be the largest regular intersecting family for
n = 2k, k = 2t. Consider the family F(2k) := {F ∈ F : 2k ∈ F}. Simple counting shows
that |F(2k)| = 1

2 |F|. Assume that the degree of an element i in F(2k) is d(i). If all d(i),

i = 1, . . . , 2k− 1, are the same, then 1
2 |F| = |F(2k)| = d(1)2k−1k−1 , and thus 2(2k− 1) must divide

|F| and |F| ≤
(
2k−1
k

)
− (2k−1). (Here we use an easy-to-check fact that (2k−1) divides

(
2k−1
k

)
,

but 2 does not.)
Otherwise, consider the family

F̄(2k) :=

(
[2k − 1]

k

)
\
{

[2k] \ F : F ∈ F(2k)
}
. (8)

Clearly, F \ F(2k) ⊂ F̄(2k). Moreover, the degree of the element i ∈ [2k − 1] in F̄(2k) is
d̄(i) =

(
2k−2
k−1

)
− |F(2k)|+ d(i). Therefore, the degree of i ∈ [2k − 1] in F ′ := F(2k) ∪ F̄(2k) is(

2k − 2

k − 1

)
− |F(2k)|+ 2d(i). (9)

We have |F| =
(
2k−1
k

)
− (2l + 1) for some l ≥ 0. Thus F \ F(2k) = F̄(2k) \ G, where

|G| = 2l + 1. Since not all d(i), i = 1, . . . , 2k − 1, are equal to each other, by the displayed
formula above two degrees in F ′ differ by at least 2. Thus, one has to delete at least two sets
from F ′ to get a regular family, which implies that l ≥ 1 and proves |F| ≤

(
2k−1
k

)
− 3. This

shows the upper bound in Theorem 25.

Now let us show the lower bound. The following lemma is the key step. (We postpone the
proof of the lemma until the end of the proof of the theorem.)

Lemma 26. There exists a family Q ⊂
([2k−1]
k−1

)
of size 1

2(
(
2k−1
k−1

)
− 3) with the degrees d′(i) of

i ∈ [2k−1] satisfying d′(1)−1 = d′(2)−1 = . . . = d′(3k/2)−1 = d′(3k/2 + 1) = . . . = d′(2k−1)
and such that the sets A1 := [k + 1, 2k − 1], A2 := [1, k/2] ∪ [3k/2 + 1, 2k − 1], and A3 :=
[k/2 + 1, k] ∪ [3k/2 + 1, 2k − 1] are not in Q.

Double counting the sum of d′(i) in such Q, we get that the degree of, say, 2k − 1 equals

1

2k − 1

(k − 1

2

[(2k − 1

k − 1

)
− 3
]
− 3k

2

)
=

k − 1

2(2k − 1)

(
2k − 1

k − 1

)
− 3

2
=

1

2

(
2k − 2

k − 2

)
− 3

2
, (10)
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which, in particular, is an integer number (recall that
(
2k−1
k−1

)
is odd, and so is

(
2k−2
k−2

)
=

k−1
2k−1

(
2k−1
k−1

)
). This shows that there are no divisibility obstructions to the existence of Q.

We put F(2k) := {{2k} ∪ Q : Q ∈ Q}. Next, we consider the family F̄(2k) defined as in
(8). The family F ′ := F(2k) ∪ F̄(2k) has size

(
2k−1
k

)
and the degrees of the first 3k/2 elements

are bigger by two than the degrees of the last k/2 elements as we will see in the following. The
degree of 2k in F ′ is |F(2k)| = 1

2(
(
2k−1
k

)
− 3), which is the same as the degree of, say, 2k − 1,

equal by (9) and (10) to(
2k − 2

k − 1

)
− 1

2

((
2k − 1

k − 1

)
− 3

)
+

(
2k − 2

k − 2

)
− 3 =

1

2

((
2k − 1

k − 1

)
− 3

)
.

Moreover, F ′ contains [2k − 1] \ Ai for i = 1, 2, 3. The family {[2k − 1] \ Ai : i = 1, 2, 3} has
degree 2 on the first 3k/2 elements and 0 on the remaining ones. Thus, deleting these sets from
F ′, we get a regular family F of size

(
2k−1
k

)
− 3.

It remains to show that F ′ is intersecting. Clearly, F(2k) is intersecting as all elements

contain 2k and F̄(2k) is intersecting as all its elements are in
([2k−1]

k

)
. By the definition of

F̄(2k) in (8), if F ∈ F(2k), then [2k] \ F /∈ F̄(2k). Hence, each element of F(2k) intersects all
elements of F̄(2k).

Proof of Lemma 26. Due to (10), we only need to show that there exists Q of desired size and
without Ai, in which any two degrees differ by at most 1.

We start with a construction of some auxiliary family Q′ which satisfies |Q′| = |Q|. The first
part of Q′ is the family Q(2k−1) of all sets containing the element 2k−1 except for the sets Ai.
This accounts for

(
2k−2
k−2

)
−3 sets, and we have to choose 1

2(
(
2k−1
k−1

)
−3)−

(
2k−2
k−2

)
+3 = 1

2k−2
(
2k−2
k−2

)
+ 3

2

sets more. The remaining sets we choose out of
([2k−2]
k−1

)
in such a way that the degrees of the

elements in [2k − 2] differ by at most one and are non-decreasing as i ∈ [2k − 2] increases. This
could be done as follows (the same idea was used in the proof of Theorem 1 in [2]).

We start with any family Q′′ in
([2k−2]
k−1

)
of needed size. Then, if there are g, h ∈ [2k − 1],

such that the degree of g is bigger than the degree of h by at least 2, then we take a set A, such
that g ∈ A, h /∈ A, and A′ := {h} ∪ A \ {g} is not in the family, and replace A with A′. We
call such an operation a (g, h)-replacement. Repeating this procedure will eventually lead to a
family Q(2k − 1), in which any two degrees differ by at most 1. We may also w.l.o.g. assume
that elements are ordered from the ones with the smaller degree to the ones with the larger
degree.

The resulting family is Q′ := Q(2k − 1) ∪ Q(2k − 1). Due to the fact that Ai /∈ Q(2k − 1),
the degrees of the first 3k/2 elements are bigger by 2 than the degrees of 3k/2 + 1, . . . , 2k − 2.
However, the degree of any i ∈ [3k/2] in Q′ is at most(

2k − 3

k − 3

)
− 1 +

⌈1

2

( 1

2k − 2

(
2k − 2

k − 2

)
+

3

2

)⌉
≤

k − 3
2

2k − 2

(
2k − 2

k − 2

)
+

1

2
.

where the first term in the left hand side is the degree of 1 in Q(2k− 1) and the second term is
the upper integer part of the average degree in Q(2k − 1). The right hand side is at most the
right hand side of (10) plus 1 (which should be the degree of i ∈ [3k/2] in Q), since the difference
is 1

4k−4
(
2k−2
k−2

)
− 5

4 ≥ 0 for any k ≥ 4. Similarly, the degree of each element in [3k/2 + 1, 2k − 2]
in Q′ is at most what it should be in Q.

This implies that we can obtain the family Q with degrees that differ by at most 1 doing
(2k − 1, h)-replacements (and thus transferring the excess of the degree of 2k − 1 to other
elements). In particular, since 2k−1 ∈ Ai, it implies that such Q will not contain Ai, i = 1, 2, 3.
The lemma is proven.
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4.3 The cases n = 2k + 1 and k = 4

Consider the case n = 2k + 1. The bound in Theorem 21 in this case is k−2
2k−1

(
2k+1
k

)
. For k = 3

this is 7 and Theorem 7 states that this is only obtained if F is the Fano plane. It is easy to
see that the bound is always an integer and that the degree in case of equality is the integer
k−2
2k−1 ·

k
2k+1

(
2k+1
k

)
= k−2

2k−1
(

2k
k−1
)
. We found examples that reach this bound for k ∈ {3, 4}. For

k = 3 there is one example, the Fano plane. By computer, we classified all examples for k = 4
where there are exactly two regular examples of size 36 up to isomorphism. The following table
summarizes our knowledge for small k and n = 2k + 1.

k 3 4 5 6

Theorem 21 7 36 154 624

Largest 7 36 ≥ 110 ≥ 442

δ 3 16 ≥ 50 ≥ 204

As we know the complete situation for k = 3, here is a table of computer results for k = 4.
The general bound refers to either Theorem 21 (including improvements due to the fact that
the size of the regular intersecting family and its degree are integers), or to Theorem 7.

n 8 9 10 11 12 13

General Bound 34 36 35 33 33 13

Largest 32 36 20 11 ≥ 12 13

δ 16 16 8 4 ≥ 4 4

5 Conclusion

All known finite projective planes have a prime power as order. It is a famous and long-standing
open problem to decide whether there exist projective planes which do not have prime power
order. In light of this it is clear that determining the existence of regular k-uniform intersecting
families is hard for n = k2 − k + 1.

There are several other problems for which it seems to be more feasible to obtain new results.
We list some of them below.

The Bruck-Ryser-Chowla theorem [4] implies that if there is a projective plane of order k−1
and k − 1 is congruent 1 or 2 modulo 4, then k − 1 is the sum of two squares. This implies
that Theorem 5 is not tight for the orders 6, 14, 21, 22, . . .. The case of order 10 was ruled out
separately by computer [23].

Question 1. For those k for which the non-existence of a projective plane of order k − 1 is
known, what is the largest n for which a regular k-uniform intersecting family exists?

Question 2. Are there examples for which the bound in Theorem 21 with n ≥ 2k+ 1 and s = 1
is tight except for (n, k) = (7, 3) and (n, k) = (9, 4)?1

Theorem 3 is based on the analysis of Boolean functions in the Hamming graph, that means
an investigation on how 0-1-vectors can lie in certain eigenspaces of the adjacency matrix of the
Hamming graph. It would be very interesting to do this investigation directly in the Johnson
scheme with more direct algebraic techniques to obtain a non-asymptotic version of Theorem 9.

1In an earlier version of this document we mistakenly did not specify s = 1. For general s Adam S. Wagner
noticed that there exists a 3-regular intersecting family which reaches the bound in Theorem 21, see [29].
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