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Abstract Subspace codes are codes whose codewords are equal to subspaces of a
finite vector space V (n,q). Since the geometry of the subspaces of a finite vector
space V (n,q) is equivalent to the geometry of the subspaces of a projective space
PG(n− 1,q), problems on subspace codes can be investigated by using geometri-
cal arguments. Here, we illustrate this approach by showing some recent results on
subspace codes, obtained via geometrical arguments. We discuss upper bounds on
the sizes of subspace codes, by showing the link between the Johnson bound and
the size of partial spreads in finite projective spaces. We present geometrical con-
structions of subspace codes, and we also focus on subspace codes constructed from
Maximum Rank Distance (MRD) codes. Here, we also present geometrical links of
MRD codes to exterior sets of Segre varieties. Our aim is to motivate researchers on
subspace codes to also consider geometrical arguments when investigating problems
on subspace codes.

1 Introduction

The finite projective space PG(n− 1,q) of dimension n− 1 over the finite field Fq
of order q is constructed from the vector space V (n,q) of dimension n over the
finite field Fq of order q in the following way: an i-dimensional projective subspace
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of PG(n− 1,q) is defined by an (i+ 1)-dimensional subspace of the vector space
V (n,q).

R. Kötter and F. Kschischang [31] proved that a very good way of transmission
in networks is obtained if subspace codes are used. Here, the codewords are sub-
spaces of the n-dimensional vector space V (n,q) over the finite field Fq of order q.
To transmit a codeword, i.e. a k-dimensional vector space, through the network, it is
sufficient to transmit a basis of this k-dimensional vector space. But a k-dimensional
subspace has different bases. Kötter and Kschischang proved that the transmission
can be optimalized if the nodes in the network transmit linear combinations of the
incoming basis vectors of the k-dimensional subspace which represents the code-
word.

The geometry of the subspaces of a vector space over a finite field can be in-
vestigated in the setting of finite projective spaces, also called Galois geometries.
The three standard references [24, 25, 26] to Galois geometries contain a wealth
of information on Galois geometries. In Galois geometries, geometrical methods,
and also other methods, such as polynomial methods and links with other domains,
can be used to investigate a great variety of problems on substructures of these fi-
nite projective spaces. Since a subspace code precisely is a substructure of a finite
projective space, this setting has, and still is able, to provide many new interesting
results on subspace codes.

This article wishes to highlight this fact. We present some constructions of, and
results on, subspace codes, which, presently, are among the best results, and which
match results that are found via other techniques. We have concentrated on the con-
structions and results which can illustrate in an optimal way the ideas which have
been used, and which show that Galois geometries and geometrical techniques are of
great value for the study of subspace codes. We hope via these examples to motivate
many researchers to also investigate problems on subspace codes via geometrical
techniques, and to help showing that the study of Galois geometries is not only of
purely theoretical importance, but also of practical importance.

We first present the basic ideas on Galois geometries to fix notations and prop-
erties. We then present these particular examples of results on subspace codes, ob-
tained via geometrical arguments.

2 Preliminaries

Let Fq be the finite field of order q and let V (n,q) be the vector space of dimen-
sion n over Fq. The 1-dimensional subspaces of V (n,q) are called vector lines, the
2-dimensional subspaces are called vector planes. The number of k-dimensional
subspaces of V (n,q) is the q-binomial coefficient[

n
k

]
q
=

(qn−1)(qn−1−1) · · ·(qn−k+1−1)
(qk−1)(qk−1−1) · · ·(q−1)

.



Geometrical aspects of subspace codes 3

The number of k-dimensional subspaces containing a fixed t-dimensional sub-
space, t ≤ k, is [

n− t
k− t

]
q
.

The subspace distance between subspaces U and W of V (n,q) is defined by

d(U,W ) = dim(U +W )−dim(U ∩W ).

A subspace code C is a non-empty collection of subspaces of V (n,q). A code-
word is an element of C . The minimum distance of C is defined by

d(C ) := min{d(U,W ) |U,W ∈ C ,U 6=W}.

A code C is called an (n,M,d)-subspace code if C consists of subspaces of
V (n,q), is of cardinality M, and has minimum distance d. The maximal number of
codewords in an (n,M,d)-code, defined over Fq, is denoted by Aq(n,d). A constant
dimension subspace code is a code with all codewords of the same dimension. If all
codewords of an (n,M,d)-code C are k-dimensional subspaces of V (n,q), then we
say that C is an (n,M,d,k)-subspace code. The maximum number of codewords in
an (n,M,d,k)-code, defined over Fq, is denoted by Aq(n,d,k).

2.1 Codes in projective spaces

We will investigate subspace codes in the projective setting.
The projective space PG(n,q) of projective dimension n over Fq is the lattice

of subspaces of V (n+ 1,q) with respect to set inclusion. In this article, a k-space,
0≤ k≤ n, is a subspace PG(k,q) of PG(n,q) of projective dimension k. This means
that a projective k-space is defined by a (k+1)-dimensional subspace of V (n+1,q),
but we interpret the vector lines contained in this (k+1)-dimensional subspace as 0-
dimensional objects, called projective points. The dimension k of a projective space
PG(k,q) is called the projective dimension of this subspace PG(k,q).

The number of projective points of a k-space is
[k+1

1

]
q. An i-dimensional projec-

tive space PG(i,q), i = 1,2,3,n−1, is called a projective line, a projective plane, a
solid or a hyperplane of PG(n,q), respectively.

Alternatively, PG(n,q) can be defined as a point-line geometry [15]. Let ∆ be
a k-space of PG(n,q). If the subspaces of PG(n,q) of dimension k+ 1 and k+ 2,
containing ∆ , are considered as new points and lines, with inclusion as incidence,
then they correspond to a projective geometry PG(n− k−1,q), called the quotient
geometry of ∆ . We shall denote the quotient geometry of ∆ as PG(n−k−1,q)∆ . An
m-space of PG(n,q) that contains ∆ has projective dimension m− k−1 in PG(n−
k−1,q)∆ .

To illustrate the close links between subspace codes and finite projective spaces,
we illustrate how the study of the Johnson bound immediately relates to the study



4 Antonio Cossidente and Francesco Pavese and Leo Storme

of a geometrical object in finite projective spaces, called a partial spread, which is
already investigated for many years in Galois geometries.

3 Johnson bound and partial spreads in finite projective spaces

3.1 The Johnson bound and partial spreads

Definition 1. A (k− 1)-spread of PG(n− 1,q) is a partitioning of the point set of
PG(n−1,q) in (k−1)-spaces.

A partial (k−1)-spread S of PG(n−1,q) is a set of pairwise disjoint (k−1)-
spaces of PG(n−1,q).

A (k− 1)-spread of PG(n− 1,q) exists if and only if n ≡ 0 (mod k). Then, the
size of a (k−1)-spread is

[n
1

]
q/
[k

1

]
q.

Partial spreads are closely related to subspace codes. A (k−1)-spread of PG(n−
1,q) is a maximal (n,M,2k,k)-code of cardinality

M = Aq(n,2k,k) =
[

n
1

]
q
/

[
k
1

]
q
, when n≡ 0 (mod k).

A partial (k− 1)-spread of PG(n− 1,q), n ≡ 0 (mod k), of size M is also an
(n,M,2k,k)-code, not necessarily of the maximal size.

When k does not divide n, the following lower bound on Aq(n,2k,k) is known.

Theorem 1. [6, 20] Let n≡ r (mod k), 0≤ r ≤ k−1. Then for all q, we have

Aq(n,2k,k)≥ qn−qk(qr−1)−1
qk−1

.

The following upper bound on Aq(n,2k,k) is known.

Theorem 2. [5, 17] Let S be a partial t-spread in PG(d,q), where d = k(t +1)−
1+ r, 1≤ r ≤ t.

Let |S |= qr · qk(t+1)−1
qt+1−1 − s. Then

• s≥ q−1.
• s > qr−1

2 −
q2r−t−1

5 .

Since Theorem 1 states that there exists an example with s = qr − 1, we know
that

Aq(n,2k,k) =
qn−qk(qr−1)−1

qk−1
,

when r = 1.
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For many years, it was conjectured that

Aq(n,2k,k) =
qn−qk(qr−1)−1

qk−1
,

so the lower bound of Theorem 1 is sharp.
However, El-Zanati et al [18] found a counter example: there is a partial 3-

spread in the finite vector space V (8,2), which corresponds to a partial 2-spread
in PG(7,2), of size 34, but there exists no example of size 35. So A2(8,6,3) = 34.

But, very recently, a major breakthrough has been made by E. Năstase and P.
Sissokho [37].

Theorem 3. [37] Let r ≡ n (mod k). Then, if

k >
qr−1
q−1

,

the maximal size for a partial (k−1)-spread in PG(n−1,q) is equal to qn−qk(qr−1)−1
qk−1 .

Consequently, if k > qr−1
q−1 , then

Aq(n,2k,k) =
qn−qk(qr−1)−1

qk−1
.

Similar results for q = 2 were recently also proven by S. Kurz [32].

We now make the link between the problem of the largest size of partial spreads
in finite projective spaces to the Johnson bound on subspace codes.

In general, in the terminology of projective geometry, an (n,M,d,k)-code C can
be viewed as a set of (k−1)-spaces of PG(n−1,q) of cardinality M with the follow-
ing property: t = k−d/2+1 is the smallest integer such that every (t−1)-space of
PG(n−1,q) is contained in at most one (k−1)-space of C . Equivalently, any two
distinct codewords of C intersect in at most a (t−2)-space. Hence, (k−1)-spaces
of C through a (t−2)-space ∆ form a partial (k− t)-spread C∆ in the quotient ge-
ometry PG(n− t,q)∆ of ∆ . Note that C∆ is an (n−k+d/2,M′,d,d/2)-code, called
the quotient code of ∆ . Using this observation, the following upper bound on the
size of a constant dimension code was obtained. This upper bound is known under
the name Johnson bound.

Theorem 4 (Johnson bound). [20] The maximal size Aq(n,d,k) of an (n,M,d,k)-
code satisfies the upper bound

Aq(n,d,k)≤

[ n
t−1

]
q[ k

t−1

]
q

Aq(n− k+d/2,d,d/2),
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where t = k− d/2+ 1 and where Aq(n− k+ d/2,d,d/2) is the maximal size of a
partial (d/2−1)-spread in PG(n− k+d/2−1,q).

Corollary 1. The maximal size Aq(n,d,k) of an (n,M,d,k)-code, with n− k +
d/2≡ 0 (mod d/2), satisfies the upper bound

Aq(n,d,k)≤

[n
t

]
q[k

t

]
q

.

The main problem is whether there exist constant dimension codes meeting the
Johnson bound.

For d = 2k, this is the classical partial spreads problem, mentioned above. This
shows that a particular problem on subspace codes is completely equivalent to a
geometrical problem, already for decades of interest and of importance in Galois
geometries. This is one of the classical examples of the close links between the the-
ory of subspace codes and the theory of Galois geometries.

For more detailed information on partial spreads in finite projective spaces, we
refer to Chapter 7 of this Springer special volume.

3.2 Subspace codes from maximum rank distance codes

Rank distance codes were introduced by Delsarte [14] and are suitable for error
correction in the case where the network topology and the underlying network code
are known (the coherent case).

The set Mm×n(q) of m×n matrices over the finite field Fq forms a metric space
with respect to the rank distance, defined by

dr(A,B) = rk(A−B).

The maximum size of a code of minimum distance d, 1 ≤ d ≤ min{m,n}, in
(Mm×n(q),dr) is qn(m−d+1) for m ≤ n and qm(n−d+1) for m ≥ n. A code A ⊂
Mm×n(q) attaining this bound is said to be an (m,n,k)q maximum rank distance
code (MRD code), where k = m− d + 1 for m ≤ n and k = n− d + 1 for m ≥ n. A
rank distance code A is called Fq–linear if A is a subspace of Mm×n(q) considered
as a vector space over Fq. We can always assume that m≤ n.

In [40], the authors introduced a method, called the lifting process, to construct
a constant dimension subspace code from a maximum rank distance code. Let A be
an m× n matrix over Fq, and let Im be the m×m identity matrix. The rows of the
m×(n+m) matrix (Im|A) can be viewed as coordinates of points in general position
of an (m− 1)–dimensional projective space of PG(n+m− 1,q). This subspace is
denoted by L(A). Hence, the matrix A can be lifted to a subspace L(A). Let C be
an (m,n,k)q MRD code, and let A1 and A2 be two distinct matrices of C . Since
rk(A1−A2)≥ d, we have that
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rk
(

Im A1
Im A2

)
= m+ rk(A1−A2)≥ m+d.

Hence, L(A1) meets L(A2) in at most an (m−d−1)–dimensional projective space
and {L(A) | A ∈ C } is an (n+m,qnk,2d,m) subspace code. A constant dimension
subspace code such that all of its codewords are lifted codewords of an MRD code
is called a lifted MRD code.

This lifting process implies the following result.

Theorem 5. [40]
Aq(n+m,2d,m)≥ qn(m−d+1).

Although the size of a lifted MRD code equals the highest power of q in the
Johnson bound, it is known that it is not maximal and it can be extended to a larger
subspace code.

Several examples of linear (n,n,k)q MRD codes are known to exist (Gabidulin
codes [14, 22], twisted Gabidulin codes [39], generalized twisted Gabidulin codes
[36]).

3.3 Planes in PG(5,q) pairwise intersecting in at most a point

Let us consider an other case for the Johnson bound.
Honold, Kiermaier, and Kurz proved that A2(6,4,3) = 77 and there are exactly

five codes of size 77 [27].
Geometrically, this means that, in the projective space PG(5,2), a set of projec-

tive planes pairwise intersecting in at most one projective point, has size at most 77,
and there are exactly five different examples of such sets of 77 planes.

Honold, Kiermaier, and Kurz managed to extend one of the five examples to an
infinite class of q6+2q2+2q+1 planes in PG(5,q), pairwise intersecting in at most
one point.

Alternatively, Cossidente and Pavese [11] also constructed an infinite class of
q6 +2q2 +2q+1 planes in PG(5,q), pairwise intersecting in at most one point. We
wish to highlight this construction since it relies on many nice geometrical proper-
ties and results. This includes bundles of conics in a plane of PG(3,q), hyperbolic
quadrics in PG(3,q), and the Klein correspondence between the lines of PG(3,q)
and the Klein quadric Q+(5,q) of PG(5,q).

We now present the construction of a set of q6 +2q2 +2q+1 planes in PG(5,q),
pairwise intersecting in at most one point, by Cossidente and Pavese. This leads to
the result

Theorem 6.
q6 +2q2 +2q+1≤Aq(6,4,3)≤ (q3 +1)2.

The construction of Cossidente and Pavese uses the Klein correspondence be-
tween lines of PG(3,q) and their Plücker coordinates on the Klein quadric Q+(5,q)
in PG(5,q) [25, Section 15.4].
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We first present the hyperbolic quadric Q+(3,q) of PG(3,q). This is the quadric
with standard equation Q+(3,q) : X0X2−X1X3 = 0.

Figure 1: The hyperbolic quadric Q+(3,q)

This quadric contains two particular sets of q+1 lines, which play a symmetrical
role, and which are called a regulus R and its opposite regulus R⊥.

Lines of a regulus are pairwise disjoint, while the lines of one regulus intersect
the lines of the opposite regulus in one point. Figure 1 presents a drawing of a 3-
dimensional hyperbolic quadric, with three lines of every regulus.

We now introduce the basic facts of the Klein correspondence which plays a
central role in the construction of Cossidente and Pavese [25].

Definition 2. Consider a line ` in PG(3,q) and suppose that y(y0,y1,y2,y3) and
z(z0,z1,z2,z3) are different points of `. Let pi j = yiz j− y jzi.

Then the Plücker coordinates of the line ` are the 6-tuple (p01, p02, p03, p23, p31, p12).

The Plücker coordinates of a line ` in PG(3,q) are well-defined. However, not
every 6-tuple is Plücker coordinates of a line ` of PG(3,q).

Theorem 7. The 6-tuple (p01, p02, p03, p23, p31, p12) is Plücker coordinates of a line
` of PG(3,q) if and only if

p01 p23 + p02 p31 + p03 p12 = 0. (1)
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The set of points Q of PG(5,q), defined by the equation p01 p23 + p02 p31 +
p03 p12 = 0, is a hyperbolic quadric Q+(5,q) of PG(5,q), called the Klein quadric.
This hyperbolic quadric Q+(5,q) contains points, lines and planes. The planes of
the hyperbolic quadric Q+(5,q) are also called the generators of Q+(5,q). The link
with the corresponding sets of lines in PG(3,q) is defined in the following list [25,
Section 15.4].

• Point of PG(5,q) on the Klein quadric defines a line ` of PG(3,q).
• Line of PG(5,q) on the Klein quadric defines the set of q+ 1 lines of PG(3,q)

through a fixed point P in a fixed plane π .
• Planes of PG(5,q) on the Klein quadric define either the set of all lines of

PG(3,q) through a fixed point P, or the set of all lines of PG(3,q) lying in a
fixed plane π .
A Greek plane is a plane contained in the Klein quadric, defining the lines of
PG(3,q) lying in a fixed plane π , and a Latin plane is a plane contained in the
Klein quadric, defining the lines of PG(3,q) through a fixed point P.

• Greek planes, respectively Latin planes, on the Klein quadric pairwise intersect
in one point, while a Latin and a Greek plane either are skew to each other, or
intersect in a line.

• Consider a plane π of PG(5,q), intersecting the Klein quadric in a conic C. This
conic corresponds to a regulus R of a hyperbolic quadric Q+(3,q) in PG(3,q).
The polar plane π⊥ of π with respect to the Klein quadric also intersects the
Klein quadric in a conic C⊥, corresponding to the opposite regulus R⊥ of R of
this hyperbolic quadric Q+(3,q) in PG(3,q).
These two polar planes π and π⊥ are skew to each other in PG(5,q).

In the preceding description, we recognize already the fact that the set of planes
of the Klein quadric can be partitioned into two equivalence classes. Two planes of
the Klein quadric are called equivalent when they are equal or intersect in a point
[26, p. 20]. This definition leads to an equivalence relation on the set of planes of the
Klein quadric, having two distinct equivalence classes. They are in the preceding de-
scription respectively the class of the Greek planes and the class of the Latin planes.
The equivalence classes of the generators of the Klein quadric are also sometimes
called the systems of generators.

The construction of Cossidente and Pavese of a set of q6 + 2q2 + 2q+ 1 planes
of PG(5,q), pairwise intersecting in at most one point, starts by considering specific
structures in PG(3,q), and then transferring, via the Klein correspondence, to planes
in PG(5,q).

• Consider a fixed plane π of PG(3,q).
• A bundle of conics B in this plane π is a set of q2 +q+1 conics pairwise inter-

secting in one point.
• Each conic of the bundle B is contained in q3(q− 1)/2 hyperbolic quadrics

Q+(3,q) of PG(3,q).
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Figure 2: The bundle of conics and the hyperbolic quadrics passing through the
conics of the bundle

This leads to (q6−q3)/2 hyperbolic quadrics Q+(3,q) having q6−q3 reguli, and,
by applying the Klein correspondence, to a set L1 of q6− q3 planes of PG(5,q),
pairwise intersecting in at most one point.

Figure 2 shows a drawing of the plane π , together with two conics of the bundle
of conics B in this plane π , and one hyperbolic quadric passing through each one
of these two conics.

In the second step of the construction of Cossidente and Pavese, consider this
fixed plane π in PG(3,q), containing the bundle of conics B. This plane π defines
a Greek plane Π on the Klein quadric.

Add the other q3 +q2 +q Greek planes on the Klein quadric to the set L1. This
leads to a larger set L2 of q6 +q2 +q planes of PG(5,q), pairwise intersecting in at
most one point.

In the third step, consider again the Greek plane Π in PG(5,q), corresponding to
the plane π in PG(3,q), containing the bundle of conics B.

Each line r of Π lies in q− 1 planes of PG(5,q) only intersecting the Klein
quadric in the line r.

For every line r of Π , select one such plane, and add it to the set L2. This gives
the desired set L of q6 + 2q2 + 2q+ 1 planes of PG(5,q), pairwise intersecting in
at most one point.
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3.4 Planes in PG(5,q) pairwise intersecting in at most a point
(Alternative construction)

Let Ui = (0, . . . ,0,1,0, . . . ,0), i = 0, . . . ,5, be the vector with the one in the (i+1)-th
position.

Let C be a linear (3,3,2)q MRD code. Let L = {L(A) | A ∈ C } be the lifted
MRD code obtained by lifting the elements of C . Then L consists of q6 planes of
PG(5,q) mutually intersecting in at most a point. In particular, members of L are
disjoint from the special plane T = 〈U3,U4,U5〉 and therefore every line covered by
an element of L is disjoint from T . Moreover, from [27, Lemma 6], every line of
PG(5,q) disjoint from T is covered by a member of L exactly once. We denote by
T ′ the plane 〈U0,U1,U2〉. Since the zero matrix belongs to C , we have that T ′ ∈L .

Let S denote the set of q3 3×3 skew–symmetric matrices over Fq. Here, for q
even, the diagonal elements of a 3×3–skew symmetric matrix are zeros. Since there
exists a linear (3,3,2)q MRD code containing S , we may assume that S ⊂ C , see
[12, Proposition 3.1].

Now, we introduce the non–degenerate hyperbolic quadric Q of PG(5,q) having
the following equation:

X0X3 +X1X4 +X2X5 = 0.

The planes T and T ′ are generators of Q. They belong to different systems of gen-
erators of Q. Let M ,M ′ be the system of generators of Q containing T , T ′, re-
spectively.

It can be seen that if A is a 3×3 skew–symmetric matrix over Fq, then L(A) is a
generator of Q disjoint from T .

Remark 1. Since the number of generators of Q disjoint from T equals q3, we have
that each such a plane is of the form L(A), for some A ∈S . Note that, if A ∈S ,
then L(A) belongs to the system M ′ of generators containing T ′.

Let L ′ be the set consisting of the q3 planes obtained by lifting the matrices
of S . Then, the set (L \L ′)∪M consists of q6 + q2 + q+ 1 planes mutually
intersecting in at most a point.

Corresponding to a line r of T , there corresponds a set Tr of q− 1 planes of
PG(5,q) meeting Q exactly in r. Varying the line r over the line set of T and choos-
ing one of the planes in Tr, we obtain a set T of q2 +q+1 planes mutually inter-
secting in at most one point.

Finally, we have that the set (L \L ′)∪M ∪T is a set of q6 + 2q2 + 2q+ 1
planes mutually intersecting in at most a point.

3.5 Solids in PG(7,q) pairwise intersecting in at most a line

Let C be a linear (4,4,3)q MRD code. Let L1 = {L(A) | A ∈ C } be the lifted
MRD code obtained by lifting the elements of C . Then L1 consists of q12 solids
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of PG(7,q) mutually intersecting in at most a line. In particular, members of L1
are disjoint from the special solid T = 〈U4,U5,U6,U7〉 and therefore every plane
covered by an element of L1 is disjoint from T . Moreover, from [27, Lemma 6],
every plane of PG(7,q) disjoint from T is covered by a member of L1 exactly once.
We denote by T ′ the solid 〈U0,U1,U2,U3〉. Since the zero matrix belongs to C , we
have that T ′ ∈L1.

Let Cr ⊂ C be the set consisting of all the matrices of C having rank r, with 2≤
r≤ 4. From [22], it is known that a linear (4,4,3)q MRD code contains (q4−1)(q2+
1)(q2 +q+1) matrices of rank 2, (q4−1)(q2 +1)(q+1)(q4−q2−q) matrices of
rank 3, and (q4−1)q3(q5−q4−q3 +q+1) matrices of rank 4.

Let A be an element of C2. As in Section 3.2, the rows of the 4×8 matrix (A|I4)
can be viewed as coordinates of points in general position of a solid, say L′(A),
of PG(7,q). The solid L′(A) is disjoint from T ′ and meets T in a line. Let L2 =
{L′(A) | A ∈ C2} be the set of solids obtained from the elements of C2. Then we
have that L1 ∪L2 is a set of q12 +(q4− 1)(q2 + 1)(q2 + q+ 1) solids of PG(7,q)
mutually intersecting in at most a line.

Let S denote the set of q6 4×4 skew–symmetric matrices over Fq. Here, for q
even, the diagonal elements of a 4×4–skew symmetric matrix are zeros. Since there
exists a linear (4,4,3)q MRD code containing S , we may assume that S ⊂ C , see
[12, Proposition 3.1].

Now, we introduce the non-degenerate hyperbolic quadric Q1 of PG(7,q) having
the following equation:

X0X4 +X1X5 +X2X6 +X3X7 = 0.

Here again, the solids (generators) of the hyperbolic quadric Q1 of PG(7,q) are
partitioned into two equivalence classes M1 and M ′

1 [26]. Two generators Π1 and
Π2 are called equivalent when they are equal or intersect in a line. This relation is
again an equivalence relation, having two equivalence classes M1 and M ′

1 on the
set of generators of the hyperbolic quadric Q1 of PG(7,q).

The solids T and T ′ are generators of Q1. They belong to the same system of
generators of Q1, say M1. Let D(X) and I(X) denote the set of generators in M1
disjoint from the solid X or meeting non–trivially X , respectively. Then

M1 = D(T )∪ (D(T ′)∩ I(T ))∪ (I(T ′)∩ I(T )),

where D(T ), D(T ′)∩ I(T ) and I(T ′)∩ I(T ) are trivially intersecting sets.
It can be seen that if A is a 4× 4 skew–symmetric matrix over Fq, then L(A)

(resp. L′(A)) is a generator of Q1 disjoint from T (resp. T ′).

Remark 2. Since the number of generators of Q1 disjoint from T equals q6 [30,
Lemma 3], we have that each such a solid is of the form L(A), for some A ∈ S .
Note that, if A ∈S , then L(A) belongs to M1.

On the other hand, a solid L′(A) in D(T ′) is disjoint from T if and only if A
is a skew–symmetric matrix of rank 4. Therefore, the number of skew–symmetric
matrices of rank 4 is equal to |D(T )∩D(T ′)|. It follows that
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|D(T ′)∩ I(T )|= |D(T ′)|− |D(T ′)∩D(T )|=

= q6− (q−1)q2(q3−1) = q2(q3 +q−1)

and

|I(T ′)∩ I(T )|= |M1|−2q6 +(q−1)q2(q3−1) = (q2 +1)(q2 +q+1).

Since S ⊂ C , we have that D(T ) ⊂L1. Moreover, every element g ∈ D(T ′)∩
I(T ) is of the form L′(A) for some skew–symmetric matrix A having rank 2. Hence,
g ∈L2. The set L1 ∪L2 ∪ (I(T ′)∩ I(T )) consists of q12 +(q4− 1)(q2 + 1)(q2 +
q+ 1)+ (q2 + 1)(q2 + q+ 1) solids of PG(7,q) mutually intersecting in at most a
line.

Let γ be a non–zero element of Fq such that the polynomial X2−X − γ is irre-
ducible over Fq. Let Q2 be the hyperbolic quadric of PG(7,q) having equation

X0X6 +X1X7 + γ
−1(X2X4 +X3X5 +X2X6 +X3X7) = 0.

The hyperbolic quadrics Q1 and Q2 generate a pencil of hyperbolic quadrics of
PG(7,q), say F , containing q− 1 other distinct quadrics, say Qi, 3 ≤ i ≤ q+ 1,
none of which is degenerate. Let X be the base locus of F . Since the hyperbolic
quadrics of F cover all the points of PG(7,q), and any two distinct quadrics in F
intersect precisely in X , we have that |X |= (q+1)(q2 +1)2. There are 2(q2 +1)
generators belonging to each hyperbolic quadric of the pencil F and they all belong
to the same system of generators with respect to each of the quadrics Qi in F , say
Mi. In particular, T and T ′ belong to each hyperbolic quadric of the pencil F . Let G
be the set of generators meeting both T and T ′ non-trivially, and belonging to each
hyperbolic quadric of the pencil F . We have that G ⊂Mi, for every 1≤ i≤ q+1,
and |G |= q2 +1.

Let Ii(X) denote the set of solids in Mi meeting non–trivially X , 2 ≤ i ≤ q+ 1.
Then G =

⋂q+1
i=2 (Ii(T )∩ Ii(T ′))∩ (I(T )∩ I(T ′)).

The set L1∪L2∪ (
⋃q+1

i=2 (Ii(T )∩ Ii(T ′)))∪ (I(T )∩ I(T ′)) is a set of q12 +(q4−
1)(q2 + 1)(q2 + q+ 1)+ q(q+ 1)2(q2 + 1)+ (q2 + 1) solids of PG(7,q) mutually
intersecting in at most a line.

The set G consists of q2 + 1 generators belonging to each hyperbolic quadric
of the pencil F such that every element in G meets both T and T ′ in a line. The
set DT = {A∩ T | A ∈ G }, DT ′ = {A∩ T ′ | A ∈ G } is a line–spread of T , T ′,
respectively. In particular, for a fixed line ` ∈ DT , there exists a unique element in
DT ′ , say A`, such that 〈`,A`〉 is in G , and viceversa. Furthermore, if ` ∈ DT and
B ∈ DT ′ \ {A`}, then 〈`,B〉 is a solid meeting a hyperbolic quadric of the pencil
F in a 3-dimensional hyperbolic quadric Q+(3,q). Let D ′ be the set of solids of
the form 〈`,B〉, where ` ∈ DT and B ∈ DT ′ \{A`}. Then D ′ is disjoint from G and
|D ′|= q2(q2+1). We have that L1∪L2∪(

⋃q+1
i=2 (Ii(T )∩ Ii(T ′)))∪(I(T )∩ I(T ′))∪

D ′∪{T} is a set of solids mutually intersecting in at most a line, of size

q12 +(q4−1)(q2 +1)(q2 +q+1)+(q3 +3q2 +q+1)(q2 +1)+1.
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There exists a group H in the orthogonal group PGO+(8,q), stabilizing Q1, fix-
ing both T , T ′, their line–spreads D(T ), D(T ′), and permuting in a single orbit the
remaining lines of T (respectively T ′). Let ⊥ be the orthogonal polarity of PG(7,q)
associated with Q1. If r′ is a line of T ′, then r′⊥ meets T in a line r. If r′ belongs
to DT ′ , then r belongs to DT . Assume that r′ does not belong to DT ′ . Of course, r′

meets q+1 lines l′1, . . . , l
′
q+1 of DT ′ and r meets q+1 lines l1, . . . , lq+1 of DT .

The group H contains a subgroup fixing the lines l′1, . . . , l
′
q+1 and having q(q−

1)/2 orbits of size q2− q on the lines of T distinct from l1, . . . , lq+1. Each one of
them, together with l1, . . . , lq+1, is a line–spread of T , one of them being DT . Let E
be one of the orbits of size q2−q disjoint from DT and let Y be the solid generated
by r′ and a line of E . It is possible to prove that Y H is a set of q6−q2 solids mutually
intersecting in at most a line.

Finally, we have that the set L1∪L2∪ (
⋃q+1

i=2 (Ii(T )∩ Ii(T ′)))∪ (I(T )∩ I(T ′))∪
D ′∪Y H ∪{T} is an (8,M,4,4)q–subspace code, where

M = q12 +q2(q2 +1)2(q2 +q+1)+1.

This leads to the following result.

Corollary 2.

Aq(8,4,4)≥ q12 +q2(q2 +1)2(q2 +q+1)+1.

Remark 3. The previous lower bound was obtained with different techniques in
[19], where the authors, among other interesting results, proved that q12 + q2(q2 +
1)2(q2 +q+1)+1 is also the maximum size of an (8,M,4,4)q–subspace code con-
taining a lifted MRD code.

For more information on constant dimension codes, we also refer to Chapter 2 of
this Springer special volume.

4 Optimal mixed-dimension subspace codes in PG(4,q)

Via geometrical arguments, it can be shown that Aq(5,3) = 2(q3 + 1). Here, a
(5,2(q3+1),3)-code consists of subspaces of the vector space V (5,q), equivalently,
of subspaces of the projective space PG(4,q).

To give an idea which arguments are used to get geometrical insight in which
subspaces could be contained in a mixed-dimension (5,M,3)-subspace code, we try
to see how the codewords of this code can intersect.

The vector space V (5,q) has four types of subspaces: vector lines, vector planes,
subspaces of dimension three, and subspaces of dimension four.

The formula for the subspace distance d(U,U ′) = dim(U +U ′)− dim(U ∩U ′)
shows that a (5,M,3)-subspace code with minimum distance 3:
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1. cannot contain two vector lines, and cannot contain two subspaces of dimension
four,

2. two vector planes in the code should only intersect in the zero vector,
3. two subspaces of dimension three should only intersect in a vector line,
4. a vector line in the code cannot be contained in a vector plane or in a 3-

dimensional vector space belonging to the code, a vector plane in the code cannot
be contained in a 3-dimensional subspace or 4-dimensional subspace belonging
to the code, and a 3-dimensional subspace in the code cannot be contained in a
4-dimensional subspace belonging to the code.

We now interpret these conditions in the geometrical setting, so we replace all
the codewords in the (5,2(q3 + 1),3)-code by their geometrical equivalents in the
projective space PG(4,q).

Condition (2) implies that two projective lines belonging to the code are skew to
each other. Hence, the projective lines belonging to the (5,2(q3 + 1),3)-code form
a partial line spread of PG(4,q).

From Theorem 2, the largest partial line spread of PG(4,q) has size q3 + 1. So,
if C is an optimal (5,3)q subspace code, then C contains at most q3 + 1 pairwise
skew lines. A dual argument shows that C contains at most q3 +1 planes, and these
planes pairwise intersect in a projective point.

Hence, if C consists of projective lines and projective planes, we have that |C | ≤
2(q3+1) and, if |C |= 2(q3+1), then C consists of a set L of q3+1 pairwise skew
lines and of a set P of q3 +1 planes mutually intersecting in exactly a point, such
that no line of L is contained in a plane of P .

Note that Condition (1) above states that C contains at most one point and, dually,
C contains at most one solid.

Counting arguments of [13] prove that if C contains a point, then C contains at
most q3 planes. Dually, if C contains a solid, then C contains at most q3 lines.

It follows from these arguments that Aq(5,3) ≤ 2(q3 + 1) and there are four
possibilities for the code C :

I) C consists of one point, q3 +1 lines, and q3 planes;
II) C consists of q3 lines, q3 +1 planes, and one solid;
III)C consists of one point, q3 lines, q3 planes, and one solid;
IV)C consists of q3 +1 lines and q3 +1 planes.

We present the construction for q odd, showing that Aq(5,3) = 2(q3+1). A sim-
ilar construction exists for q even, but since it is more technical, we refer to [13] for
its description.

Let q = ph, where p is an odd prime. Let PG(4,q) be equipped with homoge-
neous coordinates (X0,X1,X2,X3,X4), let π be the projective plane with equations
X3 = X4 = 0 and let ` be the line of π with equations X2 = X3 = X4 = 0. Let ω be
a primitive element of Fq and denote by Πi the solid of PG(4,q) passing through
π with equation X3 =ω i−1X4, if 1≤ i≤ q−1, X3 = 0 if i= q, and X4 = 0 if i= q+1.
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Let a,b,c be fixed elements of Fq such that the polynomial X3+aX2+bX+c= 0
is irreducible over Fq and consider the following matrices

Mr,s,t =


1 0 r r2−ar+ s t
0 1 s 2rs− t s2 +bs− cr
0 0 1 2r 2s
0 0 0 1 0
0 0 0 0 1

 .

Then the group of projective transformations G = {x 7→Mr,s,t · x | r,s, t ∈ Fq} is a
p-group of order q3.

This group G has within the set of lines of PG(4,q), exactly q3 orbits of size q3,
each consisting of pairwise disjoint lines that are disjoint from π . Similarly, every
plane of PG(4,q), intersecting the plane π in exactly one point, not belonging to the
line `, belongs to an orbit of G, consisting of q3 planes, pairwise intersecting in one
point.

Consider such an orbit under G of q3 planes intersecting the fixed plane π in a
point not belonging to the line `. Such a plane contains q2 lines skew to π . They
define only q2 of the q3 orbits of lines that are disjoint from π . Hence, by taking
one of the remaining q3− q2 orbits of such lines, a set of q3 planes and q3 lines is
obtained forming a subspace code with minimum distance 3.

This (5,2q3,3)-code can be extended to a (5,2(q3 +1),3)-code by adding a line
r of π , r 6= `, and a plane ξ through the line `, but with ξ 6= π , to this code. This
leads to an optimal (5,Aq(5,3),3)-code consisting of q3 +1 lines and planes.

Figure 3 presents the setting for this mixed dimension code in PG(4,q), q odd.
The drawing shows the plane π , the line ` with the plane ξ passing through `, and
the line r. Two of the q+1 solids through the plane π are shown. They are denoted
by Πi and Π j. The orbit of q3 lines skew to π is denoted by the three vertical lines,
sharing one point with the solids Πi and Π j. Finally, one plane is drawn of the orbit
of q3 planes sharing one point with the plane π , which does not belong to `, and
which are skew to the q3 lines of the selected orbit of lines.
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Figure 3: The mixed dimension construction in PG(4,q), q odd

In [13, Remark 2.6], it is shown that minor changes can be made to the construc-
tion, to also construct optimal (5,Aq(5,3),3)-codes of type I), II), and III).

5 Geometrical links to non-linear maximum rank distance codes

In this context, we can make links to the Segre variety of PG(n2−1,q) [10, 26].
The Segre map

σ : PG(n−1,q)×PG(n−1,q)→ PG(n2−1,q),

takes a pair of points x = (x0, . . . ,xn−1), y = (y0, . . . ,yn−1) of PG(n− 1,q) to their
product (x0y0,x0y1, . . . ,xn−1yn−1) (the products xiy j are taken in lexicographical or-
der). The image of the Segre map is an algebraic variety of PG(n2−1,q), called the
Segre variety, and is denoted by Sn−1,n−1.

When n = 2, the Segre variety S1,1 of PG(3,q) is a non–degenerate hyperbolic
quadric Q+(3,q). In Section 3.3, we defined the hyperbolic quadric as the quadric
with equation X0X2−X1X3 = 0, but equivalently, this quadric is given as the zero
locus of the quadratic polynomial given by the determinant of the matrix(

x0y0 x0y1
x1y0 x1y1

)
.
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In the case n = 3, the Segre variety S2,2 of PG(8,q) is defined to be the zero
locus of all quadratic polynomials given by the determinants of the 2× 2 matrices
of the matrix  x0y0 x0y1 x0y2

x1y0 x1y1 x1y2
x2y0 x2y1 x2y2

 .

In other terms, in the projective space PG(Mn×n(q)), if n = 2, the Segre variety
S1,1 of PG(3,q) is represented by all 2×2 matrices of rank 1 and if n = 3, the Segre
variety S2,2 of PG(8,q) is represented by all 3×3 matrices of rank 1.

The following definition considers a set of points that at first sight is of purely
geometrical interest with respect to a Segre variety.

Definition 3. An exterior set with respect to a Segre variety Sn−1,n−1 of PG(n2−
1,q) is a set of points E of PG(n2−1,q)\Sn−1,n−1 of size (qn2−n−1)/(q−1) such
that the line joining any two points of E is disjoint from Sn−1,n−1.

But this definition and the previous observations give an immediate link with
maximum rank distance codes.

In general, an exterior set E of PG(n2 − 1,q) with respect to a Segre variety
Sn−1,n−1, of size (qn2−n− 1)/(q− 1), gives rise to a MRD code: this is done by
identifying a point of E and its nonzero scalar multiples together with the zero
matrix with members of Mn×n(q). This is also the key tool of our approach. We
formulate this in the next proposition.

Proposition 1. An exterior set with respect to Sn−1,n−1 gives rise to an (n,n,n−1)
MRD code closed under Fq–multiplication, and viceversa.

Corollary 3. An (n,n,n− 1) Fq-linear Gabidulin code G is a certain subspace X
of PG(n2− 1,q) of dimension n2− n− 1 which is an exterior set with respect to
Sn−1,n−1.

The preceding corollary is of particular interest since the maximum dimension
of a subspace of PG(n2−1,q) disjoint from Sn−1,n−1 is exactly n2−n−1 [9].

5.1 The case n = 2

In this subsection, we report the complete classification of linear and non–linear
MRD codes that are closed under Fq–multiplication when n = m = 2. We do this
because this is linked to the solution of a purely geometrical problem, related to the
hyperbolic quadric Q+(3,q) of the projective space PG(3,q), which is the smallest
example of a Segre variety.

A flock of the hyperbolic quadric Q+(3,q) of the finite projective space PG(3,q)
is a partition of Q+(3,q) consisting of q+ 1 irreducible conics. A linear flock of
Q+(3,q) is a flock which consists of q+ 1 irreducible conics, lying in the q+ 1
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planes through a fixed line ` skew to the hyperbolic quadric Q+(3,q). A maximal
exterior set (MES) with respect to the hyperbolic quadric Q+(3,q) is a set of q+1
points of PG(3,q) such that the line joining any two of them has no point in common
with Q+(3,q). The polar planes, with respect to the polarity induced by Q+(3,q),
of the points of a MES, define a flock, and conversely.

In [41], J.A. Thas proved that all flocks of Q+(3,q) are linear if q is even, and
that Q+(3,q) has non–linear flocks (called Thas flocks) if q is odd. Furthermore, he
showed that, for q = 3,7 and q≡ 1 mod 4, Q+(3,q) has only (up to a projectivity)
the linear flock and the Thas flock. For q = 11,23,59, other flocks of Q+(3,q)
were discovered, called exceptional flocks [1, 3, 29]. Finally, the combined results
of Bader and Lunardon [2] and Thas [42] proved that very flock of Q+(3,q), q odd,
is linear, a Thas flock or one of the exceptional flocks.

The classification theorem is therefore as follows.

Theorem 8. Let E be a MES defined by a flock F of Q+(3,q) in the matrix model of
PG(3,q). Then, either q is even and E is a line, or q is odd and one of the following
possibilities occurs:

(1)E is a line;
(2)E consists of (q+ 1)/2 points on two lines `, `⊥, where ⊥ is the polarity of

Q+(3,q);
(3)E is one of the sporadic examples.

In our setting, the linear MES corresponds to a (2,2,1) Fq-linear MRD-code. In
all the other instances (Theorem 8 (2) and (3)), the MES corresponds to a (2,2,1)
non-linear maximum rank distance code.

5.2 The case n = 3

A very useful model of S2,2 arises from the geometry of the Desarguesian pro-
jective plane π := PG(2,q3). Indeed, each point P of PG(2,q3), when read over
Fq, defines a projective plane X(P) of the projective space PG(8,q), and the set
D = {X(P) : P ∈ PG(2,q3)} is a Desarguesian spread of PG(8,q) [38, Section 25].
The incidence structure π :=(D ,L ), whose points are the elements of D and whose
line set L consists of the 5–dimensional projective subspaces of PG(8,q) joining
any two distinct elements of D , is isomorphic to PG(2,q3). The pair (D ,L ) is
called the Fq-linear representation of PG(2,q3) (with respect to the Desarguesian
spread D).

Let X0,X1,X2 denote projective homogeneous coordinates in π ' PG(2,q3) and
let π̄ be a subplane of π of order q. Let G denote the stabilizer of π̄ in PGL(3,q3).

Choose homogeneous coordinates in such a way that π̄ := {(1,xq+1,xq) : x ∈
Fq3 \ {0},N(x) = 1}, where N(·) is the norm function from Fq3 over Fq. It turns
out that π̄ is fixed pointwise by the order three semilinear collineation of PG(2,q3)
given by φ : (X0,X1,X2) 7→ (Xq

2 ,X
q
0 ,X

q
1 ).
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Let 〈S〉 be a Singer cyclic group of G [28]. We can assume that S is given byω 0 0
0 ωq 0
0 0 ωq2

 ,

where ω is a primitive element of Fq3 .

Remark 4. The subgroup 〈S〉 fixes the three points E1 = (1,0,0), E2 = (0,1,0) and
E3 = (0,0,1) of π , and hence the lines EiE j, 1≤ i < j ≤ 3. All the other orbits are
subplanes of order q of π . Note that the line EiE j is partitioned into the two points
Ei and E j, and into q− 1 orbits of 〈S〉 of size q2 + q+ 1. The collineation φ above
normalizes 〈S〉.

The points of π̄ correspond to the q2 +q+1 planes filling the system of a Segre
variety S2,2 of PG(8,q) contained in the Desarguesian spread D . Also, the lines of
π , arising from sublines of π̄ , yield a set of (q3− q)(q2 + q+ 1) points of π that
together with the points of π̄ give rise to the points of the secant variety Ω(S2,2) of
S2,2 [33, 35].

Under the action of the stabilizer G of π̄ in PGL(3,q3), the point set of π is
partitioned into three orbits corresponding to the points of π̄ , points of π \ π̄ on
extended sublines of π̄ , and the complement. Under the same group, by duality, the
line set of π is partitioned into three orbits corresponding to sublines of π̄ , lines
meeting π̄ in a point, and lines external to π̄ .

Proposition 2. In the linear representation of PG(2,q3), any line of π disjoint from
π̄ corresponds to a 5-dimensional projective subspace of PG(8,q) disjoint from
S2,2.

Of course, any line of π disjoint from π̄ gives rise to an exterior set with respect to
S2,2 and hence, from a coding theoretical point of view, a (3,3,2) Fq–linear MRD
code.

Now let q > 2 and consider the set X of points of π whose coordinates satisfy
the equation X0Xq

1 −Xq+1
2 = 0. The set X has size q3 + 1 and it is fixed by 〈S〉.

Also, it contains q− 1 subplanes of order q, one of which is π̄ , and the points E1
and E2. More precisely, the subplanes of order q embedded in X are the subsets of
points of π given by

πa := {(1,xq+1,xq) : x ∈ Fq3 , N(x) = a},

where a is a nonzero element of Fq. In particular, π1 = π̄ . From [16, Proposition
3.1], a line of π intersects X in 0, 1, 2 or q+1 points, and the intersections of size
q+1 are actually lines of subplanes of order q of π embedded in X . We can assume
that the Segre variety corresponding to π̄ = π1 is the only Segre variety of PG(8,q)
corresponding to rank one matrices of order three.

We recall the following definition.
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Definition 4. [4] Let `∞ be a line of π disjoint from the subplane π̄ . The exterior
splash of π̄ on `∞ is defined to be the set of q2 +q+1 points of `∞ that belong to an
extended line of π̄ .

The line E1E2 is disjoint from all the q− 1 subplanes πa, a ∈ Fq \ {0}, of π

contained in X . Also, for each subplane πa, with a ∈ Fq \ {0}, its exterior splash
on E1E2 is the set of q2 +q+1 points of E1E2 given by

Za := {(1,x,0) : x ∈ Fq3 , N(x) =−a2}.

Such a set is a so-called Fq-linear set of pseudoregulus type. For further details on
these linear sets, see [16, 34, 35]. All these subplanes and splashes are of course
〈S〉-orbits.

Now, let T be the fundamental triangle E1E2E3 of π . One can prove that a line
of π is either a side of T , or it contains a vertex of T , or it induces a subline of
a unique subplane of order q of π invariant under 〈S〉. Consider now the set K :=
(X \ {π1})∪Z1. It turns out that K is such that every line defined by any two of
its points is disjoint from π1. Correspondingly, the set K′ corresponding to K in
PG(8,q), q > 2, is an exterior set of size (q3 + 1)(q2 + q+ 1) with respect to the
Segre variety S2,2 corresponding to π1.

In terms of coding theory, we have the following result.

Theorem 9. There exists a (3,3,2) MRD non-linear code admitting a Singer cyclic
group of PGL(3,q), q > 2, as an automorphism group.

Remark 5. In [21], R. Figueroa presented a new class of non-Desarguesian projec-
tive planes of order q3, q a prime power with q 6≡ 1 mod 3, q > 2. C. Hering and
H.-J. Schaffer in [23] improved and simplified the construction for all prime pow-
ers q. From [7, Corollary 3], the set K constructed above represents a line in the
Figueroa plane of order q3.

Remark 6. When q = 2, some computer tests performed with MAGMA [8] give that
all subsets of PG(2,8) yielding exterior sets with respect to a Segre variety S2,2 are
precisely the 24 lines disjoint from π̄ . When q = 2, no non-linear MRD codes arise
from our construction.

We also refer the readers to Chapter 1 of this Springer special volume, dedicated
to rank metric codes, and to Chapter 3 of this special volume on the construction of
cyclic subspace codes and maximum rank distance codes.
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