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Abstract

In this paper a new construction of MDS array codes is introduced. In order to
obtain a code with this property, the parity-check matrix is constructed just using
a superregular matrix by blocks composed by powers of the companion matrix of
a primitive polynomial. Also a decoding algorithm for these codes is introduced.
Keywords: Array code, MDS code, block linear code, finite field, superregular
matrix, companion matrix, primitive polynomial

1 Introduction

Array codes are a class of error control codes which have several applications in
communication, in storage systems to protect data against erasures, [1, 2, 3] and
they have been studied by several authors (see, for example, [1, 4, 5, 6, 7, 8, 9]).

Array codes can be constructed with symbols from a field, a ring or a group, they
can have a wide range of parameters (block or constraint length, rate, distance,
etc.), and their interest lies in their ability to detect and correct random and/or
bursts or clusters of errors. Our motivation to investigate array codes is that they
provide a good trade-off between error-control power and complexity of decoding.

These codes are very useful to dynamic high-speed storage applications since
they have low-complexity decoding algorithms over small fields and low update
complexity when small changes are applied to the stored data [1]. In general, Reed-
Solomon codes have none of these properties; thus, they are more efficient than
Reed-Solomon codes in computational complexity terms [1, 5]. Furthermore, our
goal is to work with maximum distance separable (MDS) codes, those codes whose
minimum Hamming distance attains the Singleton bound for a given length and
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dimension [10], since they provide the maximum protection against device failure
for a given amount of redundancy [11]. It is possible to find some constructions of
this kind of codes in [12, 11, 13, 14, 9, 2, 3].

The rest of the paper is organized as follows. In Section 2 we introduce some
notation and preliminary results that we need to follow the paper. Moreover, we
recall some properties and definitions. In Section 3 we present the construction of
an array code using a superregular matrix and the companion matrix of a prim-
itive polynomial which will be part of the parity-check matrix of an MDS array
code. We give necessary and sufficient conditions for our codes to be MDS. We
also introduce a decoding algorithm in Section 4 for the MDS array codes con-
structed in Section 3 for the binary case. Finally, we present our main conclusions
in Section 5.

2 Preliminaries

Let Fq be the Galois field of q elements and consider b a positive integer. If C is
a code of length n over Fbq , we can consider the codewords of C as codewords of
length nb over Fq . Then, a code C is said to be a linear array code (or an Fq-linear
code) of length n over Fbq if it is a linear code of length nb over Fq (see [14]).

We represent the code C as CFb
q

(respectively, CFq ) when we consider C as a
code over Fbq (respectively, Fq). Note that both CFq

and CFb
q

refer to the same set
of codewords, but considering the alphabets Fq and Fbq , respectively. It is worth
pointing out that the code symbols of CFb

q
can be regarded as elements in the field

Fqb . However, linearity over this field is not assumed.
Let [N,K,D] denote the parameters of the code CFq over Fq ., i.e.

N =
∣∣CFq

∣∣ = qK , K = dim CFq
, D = d

(
CFq

)
.

Then the Singleton bound (see, for example, [10]) states that

D ≤ N −K + 1.

The linear codes that achieve equality in the Singleton bound are called maximum
distance separable codes, or MDS codes for short.

The number k = logqb
∣∣CFb

q

∣∣ is called the normalized dimension (or just dimen-
sion) of CFb

q
. If b dividesK, then k = K/b (in what follows, b dividesK). Thus, the

parameters of the code CFb
q

are [n, k, d] over Fbq , where d is the minimum distance
and n = N/b. To define the minimum (Hamming) distance of CFb

q
, we consider

it as a code over the alphabet Fbq . Then, the distance d is measured respect to the
symbols of Fbq (see [14]). It is not difficult to see that d ≤ D and that

d ≤ n− k + 1.

That is, the Singleton bound also holds for linear array codes. Consequently, we
call MDS linear array codes the linear array codes that achieve equality in the
Singleton bound.



It is worth remembering that the code Fbq can be specified by either its parity-
check matrixH of size (n−k)b×nb or its generator matrixG of size kb×nb, both
over Fq . From practical considerations, array codes are required to be systematic,
that is, its parity-check (or generator) matrix has to be systematic. Recall that the
matrixH (respectively,G) is said to be systematic if it contains the identity matrix
of size (n− k)b× (n− k)b (respectively, kb× kb).

The following theorem is useful to check whether a linear array code is MDS or
not, without computing the minimum distance. We quote it here for completeness.
Theorem 1 (Proposition 3.2 of [14]): Let H =

[
A I(n−k)b

]
be an (n− k)b× nb

systematic parity-check matrix of an Fq-linear code CFb
q

with parameters [n, k].
Assume that A =

[
Aij
]
∈ Mat(n−k)b×kb

(
Fq
)
, where each Aij is a b × b matrix.

Then CFb
q

is MDS if and only if every square submatrix ofA consisting of full blocks
submatrices Aij is nonsingular.

Recall that matrix is said to be superregular (see [15]) if every square submatrix
is nonsingular. Several constructions of MDS block codes based on superregular
matrices have been proposed (see, for example, [16, 15]). Our purpose here is to
extend these constructions using the characterization given in Theorem 1 in order
to obtain linear array codes which are also MDS. The way we show it is by using
an special type of matrices called superregular b-block matrices.
Definition 1: A matrix A ∈ Matmb×tb(Fq) is said to be a superregular b-block
matrix if every square submatrix of A consisting of full blocks matrices of size
b× b is nonsigular over Fq .

Finally, recall that if α ∈ Fqb is a primitive element in Fqb , then the Zech
logarithm of k ∈ {0, 1, 2, . . . , qb − 3, qb − 2} in the basis α is the integer Z(k)
such that αZ(k) = 1 + αk (see, for example, [17] for the properties of the Zech’s
logarithm).

3 Main results

Recall that the companion matrix of the monic polynomial

p(x) = xb + pb−1x
b−1 + · · ·+ p1x + p0 ∈ Fq[x]

is the square matrix defined as

C =



0 0 · · · 0 −p0
1 0 · · · 0 −p1
0 1 · · · 0 −p2
...

...
...

...
0 0 · · · 0 −pb−2

0 0 · · · 1 −pb−1


.

Moreover, if p(x) is a primitive polynomial, it is well known (see, for example,
[18]) that Fqb ≈ Fq[C]. This field isomorphism ψ : Fqb −→ Fq[C], can be defined



as ψ(α) = C, where α ∈ Fqb is a primitive element, and can be extended to a ring
isomorphism

Ψ : Matm×t(Fqb) −→ Matm×t(Fq[C]) (1)

in the following way: if A =
[
αij
]
∈ Matm×t(Fqb), then Ψ(A) =

[
ψ(αij)

]
∈

Matm×t(Fq[C]).
This isomorphism allows us to introduce the following result.

Theorem 2: If A ∈ Mat(n−k)×k(Fqb) is a superrregular matrix, then

H =
[

Ψ(A) I(n−k)b

]
is the parity check-matrix of an [n, k, n− k + 1] MDS array code CFb

q
.

PROOF: Since A is a superregular matrix over Fqb , we can say that Ψ(A) is a
superregular b-block matrix. So, according to Theorem 1 and Definition 1, the
array code CFb

q
is MDS.

The following example helps us to understand this construction.
Example 1: Consider the primitive polynomial p(x) = x3 + x+ 1 ∈ F2[x] whose
companion matrix is

C =

 0 0 1

1 0 1

0 1 0

 .
Let α ∈ F23 be a primitive element such that α3+α+1 = 0. It is easy to check that

A =

[
1 α

1 α3

]
is a superregular matrix over F23 . So, according to Theorem 2,

the matrix

H =

[
I3 C

I6
I3 C3

]
=



1 0 0 0 0 1 1 0 0 0 0 0

0 1 0 1 0 1 0 1 0 0 0 0

0 0 1 0 1 0 0 0 1 0 0 0

1 0 0 1 0 1 0 0 0 1 0 0

0 1 0 1 1 1 0 0 0 0 1 0

0 0 1 0 1 1 0 0 0 0 0 1


is the parity-check matrix of a [4, 2, 3] array code CF3

2
. Thus, the array code is

MDS. Nevertheless, it is not an MDS code over F2.
Superregular matrices with entries in a finite field can be obtained from Cauchy

matrices or Vandermonde matrices (see, for example, [19, 20, 16, 15]).

4 Decoding algorithm

For a prime number p, Blaum and some of his coauthors [12, 11, 21], introduce a
binary [p+2, p, 3] MDS array code and provide a decoding algorithm based on the



corresponding parity-check matrix. In this section we present a similar algorithm
for the codes proposed in Section 3, for the binary case, by considering two specific
cases. That is, we assume that CFb

2
is an [n, k, n − k + 1] MDS array linear code

and that

H =


A11 A12 · · · A1k

I(n−k)b
A21 A22 · · · A2k

...
...

...
A(n−k)1 A(n−k)2 · · · A(n−k)k

 , (2)

is the corresponding parity-check matrix. Therefore Aij = Cσ(i,j) where C ∈
Matb×b(F2) is the companion matrix of a primitive polynomial p(x) ∈ F2[x] of
degree b.

Assume that c is a codeword, v is the error-corrupted word, and e = v − c is
the error vector. Then

c =
[
c1 c2 · · · ck ck+1 · · · cn

]
,

v =
[
v1 v2 · · · vk vk+1 · · · vn

]
,

e =
[
e1 e2 · · · ek ek+1 · · · en

]
,

with c`,v`, e` ∈ Fb2 for ` = 1, 2, . . . , k, k + 1, . . . , n. Then the syndrome s of v,
defined by sT = HvT , can be computed, for i = 1, 2, . . . , n− k, as

sTi =

t∑
`=1

Ai`v
T
` + vTt+i =

t∑
`=1

Ai`e
T
` + eTt+i, (3)

where s =
[
s1 s2 · · · sn−k

]
.

4.1 Correcting one symbol in error

For the codes constructed in Theorem 2 with parameters [2 +k, k, 3] over Fb2, with
k ∈ N, we can correct one error.

Assume that

e =
[
0 0 · · · 0 ej 0 · · · 0 0 0

]
,

then, by expression (3), sT1 = A1je
T
j and sT2 = A2je

T
j , and consequently,

sT2 = A2jA
−1
1j s

T
1 = Cσ(2,j)−σ(1,j)sT1 .

The location in error is given by the integer j satisfying the above expression
and can be computed as

eTj = C−σ(1,j)sT1 = C−σ(2,j)sT2 .



If no such j exists and one of the block syndromes is nonzero, then there is an
error in the corresponding parity-check block ek+1 = s1 or ek+2 = s2. Otherwise
there are more than one error and we cannot correct.

4.2 Correcting two symbols in error

For the codes constructed in Theorem 2 with parameters [4 +k, k, 5] over Fb2, with
k ∈ N, we can correct two errors.

The following algorithm uses some ideas from [11] and the properties of the
Zech logarithm.
Algorithm 1: Assume we know the syndrome s =

[
s1 s2 s3 s4

]
.

1. If at least two of the block syndromes s1, s2, s3, s4 are zero, then there are no
errors in the information symbols and the algorithm stops. Otherwise set `1 = 0.

2. Set `1 = `1 + 1. If `1 = k, then the algorithm stops and we declare there are more
than two errors. Otherwise, go to next step.

3. Compute the following vectors

yT1 = sT1 +A1`1A
−1
4`1

sT4 , yT2 = sT2 +A2`1A
−1
1`1

sT1 ,

yT3 = sT3 +A3`1A
−1
2`1

sT2 , yT4 = sT4 +A4`1A
−1
3`1

sT3 .

4. If (y1,y2) = (0,0), or (y2,y3) = (0,0), or (y3,y4) = (0,0), or (y4,y1) =
(0,0), then there is one single error in the information symbols in the position `1
given by eT`1 = A−1

t`1
sTt with t = 2, 3, 4, 1, and the algorithm stops. Otherwise, go

to next step.
5. If yT3 = Cr1yT2 with

r1 = σ(3, `2)− σ(2, `2) + Z(σ(3, `1)− σ(3, `2)− σ(2, `1) + σ(2, `2))

− Z(σ(2, `1)− σ(2, `2)− σ(1, `1) + σ(1, `2))

for some `2 ∈ {`1 + 1, `1 + 2, . . . , k}, go to next step. Otherwise, go to step 2.
6. If yT4 = Cr2yT3 with

r2 = σ(4, `2)− σ(3, `2) + Z(σ(4, `1)− σ(4, `2)− σ(3, `1) + σ(3, `2))

− Z(σ(3, `1)− σ(3, `2)− σ(2, `1) + σ(2, `2))

we declare there are errors in positions `1 and `2. The algorithm stops. In order to
obtain the errors e`1 and e`2 , we solve the linear system

A1`1e
T
`1

+ A1`2e
T
`2

= sT1

A2`1e
T
`1

+ A2`2e
T
`2

= sT2

}
Otherwise, go to step 2.

The following theorem shows us that Algorithm 1 can correct up to two errors.
Theorem 3: If CFb

2
is a linear array code over Fb2 with parameters [4 + k, k, 5],

with k ∈ N and the parity-check matrix of the code is given by expression (2) for
n− k = 4, then Algorithm 1 corrects up to two errors.



PROOF: We check every possible case and we see that in every case, the algorithm
corrects the errors.

Case 1: We have one or two errors in the parity symbols. In this case, three or
two syndromes are zero, respectively. Then, we would stop in step 1, declaring no
errors in the information symbols.

Case 2: We have one single error in the information symbols in the l1th position.
The syndromes are given by

sTt = At`1e
T
`1 , for t = 1, 2, 3, 4.

It is easy to check that vectors yt = 0, for t = 1, 2, 3, 4. Then, the algorithm
would run for symbols 1, 2, . . . , `1 and would stop in step 4, declaring one error in
position `1.

Case 3: We have one error in the information symbols in the `1th position and
one single error in the parity symbols. Without loss of generality we suppose the
error in the parity symbol is in the (k+ 1)th position. The syndromes are given by

sT1 = A1`1e
T
`1 + ek+1,

sTt = At`1e
T
`1 , for t = 2, 3, 4.

Now, it is possible to check that y1 6= 0, y2 6= 0, and y3 = y4 = 0. Then, the
algorithm would run for symbols 1, 2, . . . , `1 and would stop in step 4, declaring
one error in position `1 and another error in a parity symbol.

Case 4: We have two errors in the information symbols in positions `1 and `2.
The syndromes are given by

sTt = At`1e
T
`1 +At`2e

T
`2 , for t = 1, 2, 3, 4.

Then, if we substitute in the vectors yk given in step 3, we obtain

yT2 = A2`1e
T
`1 +A2`2e

T
`2 +A2`1A

−1
1`1

(
A1`1e

T
`1 +A1`2e

T
`2

)
= A2`2e

T
`2 +A2`1A

−1
1`1
A1`2e

T
`2

=
(
Cσ(2,`2) + Cσ(2,`1)−σ(1,`1)+σ(1,`2)

)
eT`2

and using the properties of the Zech’s logarithms shown in [17] we obtain

yT2 = Cσ(2,`2)+Z(σ(2,`1)−σ(1,`1)+σ(1,`2)−σ(2,`2)eT`2 .

We do the same for y3 and obtain

yT3 = Cσ(3,`2)+Z(σ(3,`1)−σ(2,`1)+σ(2,`2)−σ(3,`2)eT`2 .

As a consequence yT3 = Cr1yT2 , where r1 is given in step 5.
In the same way, we can obtain yT4 = Cr2yT3 , where r2 is given in step 6.
The algorithm would run for symbols 1, 2, . . . , `1 and we would have to check

for `1 and for the rest of the information symbols if the expressions in steps 5 and



6 hold. They would hold for `2. We declare two information errors in positions `1
and `2.

The next example allows us to understand the previous algorithm.
Example 2: We consider the primitive polynomial p(x) = x4 + x + 1 ∈ F2[x]
whose companion matrix is

C =


0 0 0 1

1 0 0 1

0 1 0 0

0 0 1 0

 .

Let α ∈ F24 be a primitive element such that α4 +α+ 1 = 0. It is easy to check
that

A =


α14 1 α5 α8

α5 α13 α14 α4

α2 α4 α12 α13

α6 α α3 α11


is a superregular matrix. Then

H =


C14 I4 C5 C8

I16
C5 C13 C14 C4

C2 C4 C12 C13

C6 C C3 C11

 ,

is the parity-check matrix of an MDS array linear code with parameters [8, 4, 5]
over F4

2.
Assume we receive the word

v =
[

0001 0000 0000 0000 0001 0101 0011 1110
]
.

The syndrome vector s =
[
s1 s2 s3 s4

]
is given by

sT1 =


0

0

1

1

 , sT2 =


1

1

1

1

 , sT3 =


0

1

0

1

 and sT4 =


1

0

1

1

 .
All are different from zero. So, we start the algorithm with `1 = 1 and we compute
the vectors of step 3

yT1 = sT1 +A11A
−1
41 s

T
4 = 0T , yT2 = sT2 +A21A

−1
11 s

T
1 = 0T ,



yT3 = sT3 +A31A
−1
21 s

T
2 = 0T , yT4 = sT4 +A41A

−1
31 s

T
3 = 0T .

Since all of them are zero, that means we have one error in position `1 = 1
given by

eT1 = A−1
11 s

T
1 =


1

1

0

1

 .
So, the correct codeword is then

c = v − e

=
[

0001 0000 0000 0000 0001 0101 0011 1110
]

−
[

1101 0000 0000 0000 0000 0000 0000 0000
]

=
[

1100 0000 0000 0000 0001 0101 0011 1110
]

Assume now that we receive another word, for example,

v =
[

0000 1000 0000 0000 0001 0101 0011 1110
]
.

The syndrome vector s =
[
s1 s2 s3 s4

]
is given by

sT1 =


1

0

1

1

 , sT2 =


1

1

1

0

 , sT3 =


1

1

1

1

 and sT4 =


1

0

1

0

 .
All are different from zero. Then, we start the algorithm with `1 = 1 and we

compute the polynomial given in step 3,

yT1 = sT1 +A11A
−1
41 s

T
4 =


1

1

0

1

 , yT2 = sT2 +A21A
−1
11 s

T
1 =


1

0

0

0

 ,

yT3 = sT3 +A31A
−1
21 s

T
2 =


0

0

1

0

 , yT4 = sT4 +A41A
−1
31 s

T
3 =


1

1

1

0

 .



None of them are zero, that means we could have an error in `1 = 1, but there
should be another error in another position. We have to try whether the conditions
in steps 5 and 6 hold for any `2 ∈ {2, 3, 4}. We start with `2 = 2 and compute

r1 = σ(3, `2)− σ(2, `2) + Z(σ(3, `1)− σ(3, `2)− σ(2, `1) + σ(2, `2))

− Z(σ(2, `1)− σ(2, `2)− σ(1, `1) + σ(1, `2))

= 4− 13 + Z(6)− Z(−22) = 2.

r2 = σ(4, `2)− σ(3, `2) + Z(σ(4, `1)− σ(4, `2)− σ(3, `1) + σ(3, `2))

− Z(σ(3, `1)− σ(3, `2)− σ(2, `1) + σ(2, `2))

= 1− 4 + Z(7)− Z(6) = −7.

Then

Cr1yT2 =


0

0

1

0

 = yT3 and Cr2yT3 =


0

0

1

0

 = yT4 .

Therefore, there are errors in positions `1 = 1 and `2 = 2.
In order to obtain the errors e`1 and e`2 , we solve the linear system

A1`1e
T
`1

+ A1`2e
T
`2

= sT1

A2`1e
T
`1

+ A2`2e
T
`2

= sT2

}

and we obtain the errors

eT1 =


1

1

0

0

 and eT2 =


1

0

0

0

 .
The correct codeword is then

c = v − e

=
[

0000 1000 0000 0000 0001 0101 0011 1110
]

−
[

1100 1000 0000 0000 0000 0000 0000 0000
]

=
[

1100 0000 0000 0000 0001 0101 0011 1110
]
.

It is possible to extend this idea for decoding codes with higher length. However,
the decoding of such schemes grows exponentially with the length.



5 Conclusions

In this paper a construction of MDS linear array codes based on superregular matri-
ces has been introduced. The main idea is to replace the elements of an (n−k)×k
superregular matrix by powers of the companion matrix of a primitive polynomial
of degree b. The resultant matrix allows us to construct the parity-check matrix of
an [n, k, n − k + 1] MDS linear array code. Also, a decoding algorithm has been
introduced that can correct up to

⌊
n−k
2

⌋
symbols in error for the cases n− k = 2

and n− k = 4.
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