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ABSTRACT

This thesis is intended to explore fat and water differentiation in nuclear magnetic 
resonance imaging.

The need to create separate fat and water images is discussed and a critical review of 
current practices in the field is presented. These techniques include chemical shift 
imaging, coupled spin mapping and methods based on relaxation time differences. As 
an extension of this review, alternative slice cycling procedures are proposed that afford 
an improvement in the conventional chemical shift selective presaturation sequence. A 
new, hybrid fat or water suppression sequence is studied in detail, including a 
theoretical description of the role of the sequence parameters, as well as direct 
experimental comparison with its most closely related conventional fat and water 
differentiation techniques. The proposed scheme is shown to be robust in normal use 
and more tolerant than the conventional methods to mis-settings of experimental 
parameters. In vivo demonstration of the method is also performed.

Further work involves the generation of differential fat and water relaxation time maps. 
A critical review of current, conventional techniques that allow production of 
longitudinal relaxation calculated images is presented. Novel pulse sequence schemes 
for the measurement of fat and water longitudinal relaxation times are described, and the 
accuracy of these measurements is evaluated using phantoms. The results obtained are 
also being compared with conventional spectroscopic and imaging methods.
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CHAPTER 1 

INTRODUCTION

The first nuclear magnetic resonance (NMR) experiments were carried out in 
1945 by Bloch, Hansen and Packard [1.1] at Stanford, and Purcell, Toney and Pound 
[1.2] at Harvard. The "elegance" of the phenomenon and its potential for a wide variety 
of applications were immediately perceived and the dawn of the field that would soon 
encompass scientists from nearly all disciplines was marked by the award of the 1952 
Nobel Prize in Physics to Bloch and Purcell for their fundamental research. The 
understanding of relaxation processes [1.3-1.5], the discovery of spin-spin coupling 
[1.6], chemical shift [1.7, 1.8] and spin echoes [1.9] soon followed. Together with a 
number of more recent innovations, such as the introduction of Fourier transforms 
[1.10] and two-dimensional spectroscopy [1.11], these advances have rendered NMR a 
versatile tool for studying the chemistry and stmcture of both solids and liquids. The 
importance of the technique was recently underlined by the award of the 1991 Nobel 
Prize in Chemistry to Ernst, for "his contributions to the development of high resolution 
NMR spectroscopy" [1.12].

The major biochemical and medical interest has, however, arisen from the 
possibility of making non-invasive measurements in-vivo. These studies have 
progressed along two parallel and perhaps complimentary paths, namely localized 
spectroscopy and imaging. Whilst localized spectroscopy methods can provide chemical 
and metabolic information at a single defined location, imaging techniques measure the 
total intensity of the nuclear magnetization as a function of position. Since its invention 
in 1973 [1.13, 1.14], magnetic resonance imaging (MRI) has rapidly developed to 
become one of the major forces in medical imaging due to a plethora of reasons, in 
particular the fact that the image contrast depends on a number of factors. These include 
parameters specific to the phenomenon (such as relaxation times, chemical shift and spin 
coupling) as well as macroscopic motion and temperature. Imaging pulse sequence 
schemes are continuously being devised to manipulate one or more of these parameters 
resulting in a wide variety of both medical and non-medical applications. MRI has 
primarily been used to gain structural information and recent advances in hardware have 
allowed microscopic resolution of around 2 îm for specially favoured samples [1.15]. 
Apart from information on structure and chemical composition, MRI provides the basis 
for a wide range of dynamical studies, expanding from perfusion and diffusion 
measurements [1.9] to velocity mapping and angiograms [1.16]. Metabolical and
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functional information for various parts of biological systems has also been achieved 
through manipulation of relaxation time differences and susceptibility effects. Probably 
the most spectacular recent advance is the application of MRI to neurofiinctional imaging 
[1.17].

Although NMR imaging of various nuclei has been reported in several medical 
and biological studies, e.g. [1.18], attention is primarily focused on the hydrogen 
nucleus, not only because of its high inherent sensitivity but also because of its 
abundance in biological systems. Although the human body contains protons in 
numerous different chemical environments, unless special line-narrowing techniques are 
used, the only spins that contribute to an NMR image are those that are undergoing rapid 
motion, that is water protons and protons of mobile lipids.

The aim of this work was to study fat and water signals in proton nuclear 
magnetic resonance imaging. An introduction to the principles of the NMR 
phenomenon is presented in Chapter 2, where the intention is to refresh the reader's 
knowledge of the basic concepts involved in a NMR imaging experiment. Attention is 
then drawn to fat and water protons, their different NMR responses, the reasons that 
demand their differentiation and the conventional ways to achieve it. The critical 
discussion presented in Chapter 3 aims to provide an overview of the different 
categories of MRI techniques that differentiate between fat and water, and has also 
formed the basis of two recent publications [1.19, 1.20]. Following this review of 
current practice in the field. Chapter 4 involves studies for the improvement of a 
commonly used conventional technique for fat or water signal suppression, also 
introducing the new concept of "slice cycling". Subsequently, a new, robust, hybrid 
sequence for fat and water differentiation is proposed and extensively studied both in 
theory and experiment (Chapter 5). Parts of this work have also appeared in press 
[1.21-1.23]. The two final chapters can be regarded as a separate section, where the 
concept of differential fat and water relaxation time maps is introduced. Chapter 6 is 
devoted to a background critical review of the conventional methods for longitudinal 
time measurements in MRI and it has also formed the basis for a recent publication
[1.24]. The final chapter presents initial work on original methods for generating 
differential fat and water longitudinal relaxation time maps, also addressing related 
technical considerations. This part of work is currently in progress, intending to 
encompass differential transverse and rotating frame relaxation time mapping of fat and 
water protons. This thesis has been written, intentionally, in a style that mimics typical 
texts within the field of MRI where, at the risk of some minor reiteration, each chapter 
contains the aims, introduction, theoretical analysis and experimental results, discussion 
and references relating to that specific body of work.
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CHAPTER 2

PRINCIPLES OF NUCLEAR MAGNETIC RESONANCE

The nuclear magnetic resonance phenomenon is based on the spin property of 
nucleons and their interaction with external magnetic fields. The sample for an NMR 
experiment is an ensemble of nuclei that exhibit non-zero spin. This sample is placed in 
an external static magnetic field of typical strength values in the range of 0.1 to 14 Tesla. 
Magnetic resonance is induced by coherent electromagnetic waves (for example in the 
frequency range of 4-600 MHz for the field strengths above and when the hydrogen 
nucleus is considered), transmitted perpendicular to the external magnetic field by means 
of a transmitter coil. The same coil can, in turn, act as a receiver, where a resonant 
electromotive force is induced. This is the NMR signal, which, on detection, can be 
processed to yield a spectrum or an image.

As a phenomenon at the sub-atomic level, nuclear magnetic resonance can be 
described thoroughly only in terms of quantum mechanical theory. A classical model of 
the phenomenon is, however, adequate to describe efficiently most of the simple 
experiments, and is extensively used in conventional NMR imaging.

In this chapter only an outline of the principles of NMR and MRI is presented, 
and the analysis is confined to the proton, the hydrogen nucleus. Detailed aspects of the 
subject and other related fields are well covered in specialized texts on quantum 
mechanics [2.1, 2.2], the principles of NMR phenomenon [2.3-2.S], NMR imaging 
[2.9, 2.10] and instrumentation [2.11], as well as signal processing and image 
reconstruction [2.12-2.14] and general mathematics [2.15, 2.16].

2 . 1  N u c l e a r  Spin  and  t h e  S t a t i c  Ma g n e t i c  F i e l d

In quantum mechanics, elementary particles are assigned an inherent property of 
"spin", which is an additional degree of freedom and does not coirespond very closely 
to anything in classical mechanics [2.1, 2.2, 2.17]. This spin property gives rise to the 
spin angular momentum J, which should be pictured as due to some internal motion of 
the particle. As with the orbital angular momentum in quantum mechanics, J  is 
quantized and the discrete values of its magnitude are given in terms of the spin quantum 
number I:

J = HVl (I+ l) (2.1)



15

The constant h is equal to h/2;u, where h is Planck's constant. Individual elementary 
particles such as nucleons have a spin quantum number of 1/2. The coupling of the spin 
(and orbital) angular momenta of the protons and neutrons comprising a nucleus, 
however, gives rise to a total nuclear spin angular momentum. Its magnitude is again 
expressed by Eqn. (2.1), but the spin quantum number can now take several different 
values: half-integer for nuclei with odd mass number, integer for nuclei with even mass 
number but odd atomic number and zero when both mass and atomic numbers are even.

In order to describe fully the vector quantity J, its orientation must also be 
determined. This is accomplished by information about the projection of J  along a given 
direction, which is conventionally taken to be the z axis. The magnitude of the 
projection Jz is also quantized and is described in terms of a second quantum number, 
ms:

Jz = "hms (2.2)

The spin quantum number, m«, is limited to the (21+1) values {-I, -I+ l, ..., I - l ,  I}. 
From the physical point of view, this limitation is explained if one considers the 
requirement that the projection of a vector must always be less or equal to its magnitude. 
The fact that the maximum absolute value, M, for the projection is always less than the 
magnitude of the spin angular momentum vector, is a result of the Uncertainty Principle. 
In the case of the angular momentum vector, this states that at the limit in which any one 
of the three components Jx, Jy, and Jz of the vector is completely determined, the other 
two are completely undetermined. Therefore, the spin angular momentum can never be 
"seen" parallel to any of the three axes.

Associated with the spin angular momentum is the intrinsic magnetic moment ji, 
which is proportional to J:

p  = (2.3)

The constant of proportionality y, known as the gyromagnetic ratio, has a unique value 
for each different isotope, expressing basically the charge-to-mass ratio of the nucleus.

As J is quantized, |i will also be:

^ = yH VI (I+l) (2.4)

and

jiz = y tim s (2.5)
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For nuclei of spin 1/2, such as the proton, their spin quantum number ms can take two 
possible values, -1/2 or +1/2. Therefore, their magnetic moment vector can have only 
two possible orientations with respect to the z-axis, as shown in Fig. 2.1.

If an external static magnetic field of strength Bo is applied along z, the nuclear 
magnetic moment will interact with it. The energy of interaction is given by the quantum 
mechanical Zeeman Hamiltonian operator, and effectively can be regarded as the scalar 
product of the nuclear magnetic moment and the external magnetic field vectors:

E = —p* Bo = —jizBo = — yîïmsBo (2.6)

Equation (2.6) indicates a splitting of the energy state giving rise to (21+1) different 
levels, each corresponding to a particular value of the spin quantum number ms. 
Restricting this analysis to protons, there are only two different energy levels, namely:

Ei/2 = -^ y h B o  (2.7)

and
E-1/2 = + ^ y h  Bo (2.8)

The energy difference AE between these states (equal to lyRBol and usually refeijed to as 
the Zeeman energy splitting) is directly proportional to the external magnetic field. A 
diagrammatic representation of the energy splitting and its relation to Bo is given in Fig. 
2 .2 .

Any individual proton can be in either energy state, but statistical theory favours 
the lower energy. As a consequence, if a large ensemble of protons (n) is considered, 
there will be a slight excess population (An) in the lower energy level, that is, with 
magnetic moments aligned in the same direction as the applied static magnetic field. 
This population follows a Boltzmann distribution [2.7, 2.9]:

An _ 1 -  exp(-yHBo/kT) _ y ü  Bo 
^ 1 + exp(-yKBo/kT) 2 k T

(2.9)

where k is Boltzmann's constant, and T is known as the "spin temperature", which at 
thermal equilibrium is equal to the absolute temperature of the macroscopic sample. The 
final approximation in Eqn. (2.9) holds under the assumption that yRBo « kT, which is 
true for the conventional NMR experiment. Although in standard experimental 
conditions this excess turns out to be of the order of only 1 in every 10  ̂ nuclei, it
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ms = 4-1/2

ms = -1 /2

jlz

Figure 2.1. Nuclear magnetic moment vector for a nucleus of spin 1/2, for example 
the proton. Two possible orientations are allowed, parallel or anti-parallel with respect 
to z axis, at an angle 6, where cos0=V3/3. The direction in the xy plane cannot be 
specified, therefore there is equal probability to find the magnetic moment vector 
anywhere on the surface of the two cones.

I
AE

magnetic field 
strength

Figure 2.2. The nuclear spin energy for a single nucleus of spin 1/2, plotted as a 
function of the strength of the external static magnetic field. The splitting between the 
two energy levels is directly proportional to the strength of the magnetic field.
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nevertheless results in a macroscopic net magnetization Mo along the direction of the 
external field. Using Eqn. (2.5), this is given by:

n Bo
Mo = An l}izl =---------   (2.10)

This model of two different energy states is adequate to describe the fate of the 
projection of the nuclear magnetic moment along the direction of the static magnetic field 
and the generation of a net macroscopic magnetization along the static field. However, it 
does not give any information about the transverse components of the nuclear magnetic 
moments. Quantum mechanical theory shows [2.6, 2.8] that although the exact values 
of the X and y components of the nuclear magnetic moment of an individual spin cannot 
be determined accurately at any point in time, the expectation value of the projection of 
the moment on the xy plane appears to move with an angular frequency, coo, termed VVue. 
Larmor frequency:

coo = -yB o  (2.11)

The direction of precession turns out to be clockwise, with respect to the z-axis, for 
spins with y>0, and anti-clockwise for spins with y<0. This precessional motion 
implies that, were a coil placed around an axis on the xy plane, an individual spin would 
theoretically induce an electromotive force at the Larmor frequency. However, different 
spins in the sample are characterized by different wavefunctions, and as a result they 
exhibit a different "phase" for the precession of the expectation value of the magnetic 
moment projection on the xy plane. Statistical averaging over all spins indicates a total 
absence of coherence, therefore no net signal is detected.

2 . 2  N u c l e a r  M a g n e tic  R e s o n a n c e

Consider a time varying field of strength Bi applied along a direction 
perpendicular to the static magnetic field, for example along the x-axis. Assume a 
resonance condition where the frequency of the field Bi equals the precession 
frequency, coo, of the projection of the expectation value of the nuclear magnetic moment 
on the transverse plane. For the typical values of static magnetic fields used in NMR 
experiments, this frequency is in the radiofrequency range, thus the electromagnetic field 
is conventionally refeijed to as a radiofrequency (RF) pulse. It can be shown that for the 
RF wavelengths and the transmitter coils used, in the close proximity to the spin 
ensemble only the magnetic component of the wave need be considered [2.3,2.18].
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Observing the system from a reference frame (x'y'z) that rotates clockwise about 
the z axis at the same resonance frequency, coo, and just before the RF field is applied, 
the nuclear magnetic moment is viewed as static, at a fixed but random orientation with 
respect to the x'y' rotating plane and at fixed orientation with respect to the z axis. 1 n 
this rotating frame, therefore, the nuclear spin can be regarded as if it is not experiencing 
an external magnetic field (since it is not moving). Application of an RF pulse of 
frequency (Oo along the x-axis of the laboratory frame produces effectively a static 
magnetic field Bi along the x' axis of the rotating frame. The nuclear spins experiencing 
the apparently static magnetic field Bi will behave exactly as described above. That is, 
the magnetic moment will be quantized along the axis of field application, its possible 
different orientations along the x' axis given by Eqn. (2.5). Eventually, the thermal 
equilibrium distribution will be achieved, giving a net magnetization component along 
the x' axis, as described by Eqn. (2.10) where the field Bi has to be considered instead 
of Bo. In practice, the strength of the RF field is orders of magnitude less than the static 
magnetic field, therefore this net magnetization component along x' can be considered 
negligible. Additionally, the duration of the pulse is usually assumed too short to allow 
thermal equilibrium in Bi to be established.

Each individual magnetic moment will precess about the x' axis and on the y’z 
plane at a resonance frequency coi given by an expression similar to Eqn. (2.11). 
However, as at the starting point of pulse application there is a measurable projection of 
the magnetic moment along the z axis, the precessional motion of all spins during the 
pulse is coherent. The result is that there is a net magnetization component on the y'z 
plane, processing with angular frequency coi. The angle of precession is given by:

0 = coiTp = yBiTp (2.12)

where Tp is the duration of the pulse.
A 90" RF pulse, for example, is of sufficient strength and precise duration 

(according to Eqn. (2.12)) to allow 90" precession of the magnetic moment projection 
on the y'z plane, which results in a measurable magnetic moment projection along y' 
and a net magnetization component along y'. At the end of the pulse, and viewing the 
system from the laboratory frame, the nuclear magnetic moments return to their previous 
state, coupled only with the static magnetic field of strength Bo. Once again, the 
equilibrium magnetization along the z axis starts to reform, while for each individual 
spin the projection of the expectation value of the magnetic moment on the xy plane is 
precessing at the Larmor frequency coo. However, this precessional motion is now 
coherent, thus creating a net magnetization component on the xy plane, which induces 
an electromotive force (EMF) in a coil placed around an axis on the same plane. This
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EMF, an oscillating voltage at the Larmor frequency, forms the detected NMR signal. A 
pictorial representation of the effect of a 90* and a 180* RF pulse on a proton ensemble 
is given in Fig. 2.3. It should be noted that this is only a simplified description, the full 
mathematical treatment can be expressed only in terms of quantum statistical mechanics, 
e.g. References [2.3-2.6].

2 . 3  R e l a x a t i o n  a n d  Re l a x a t io n  T i m e s

Whenever the energy state of a spin system is changed, for example by changing 
the overall static magnetic field or after application of a RF pulse, several processes 
occur to bring the spins back to equilibrium with their environment. These relaxation 
mechanisms have their origin in the time dependent magnetic or electric fields at the 
nucleus, which arise primarily from the random thermal motion present in the sample. 
Detailed descriptions of the relaxation mechanisms and their mathematical treatment in 
terms of quantum mechanical statistics have been given elsewhere [2.3, 2.7, 2.19]. 
Two major kinds of relaxation are usually distinguished in the NMR experiment, namely 
longitudinal and transverse relaxation.

Longitudinal or spin-lattice relaxation refers to the processes by which the spin 
system achieves the thermal equilibrium population distribution, the interaction between 
magnetic dipoles being one of the predominant mechanisms. Longitudinal relaxation is 
responsible for the finite time required for the generation of the excess of spin 
population in the lower energy state when a spin ensemble is placed in a static magnetic 
field, or when the strength of this field is changed. Similarly, whenever the population 
distribution in the energy states is disturbed by means of a RF pulse, longitudinal 
relaxation re-establishes the thermal equilibrium condition. In any case, the final result 
is the generation of a net magnetization component along the axis of the applied field, 
whose maximum value at thermal equilibrium is Mo, as given by Eqn. (2.10). For a 
large number of systems of practical interest, spin-lattice relaxation is generally a first- 
order process. The magnetization recovery towards its equilibrium value Mo is 
exponential and is characterised by a time constant Ti:

dMz M% — Mo 
“d T  =  - ~ T i —

Tl relaxation time can, thus, be considered as the lifetime of the spin system in the 
excited energy state and is inversely proportional to the decay rate of longitudinal 
magnetization.

Transverse relaxation refers to the loss of the spin coherence created by a pulse 
and originates in various processes, one of them being the return of spins in their
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original thermal equilibrium distribution (i.e. longitudinal relaxation) [2.20]. However, 
even if transitions between the energy states do not occur, the spin coherence is 
gradually lost due to energy interactions amongst the spins. Most of these spin-spin 
relaxation mechanisms are of the same nature as those of longitudinal relaxation, with 
dipole-dipole interaction again predominant. However, there are some additional 
contributions to spin-spin relaxation, and the most important of these is due to chemical 
or physical transfer of excited nuclear spins from one chemically distinguishable 
environment to another, where they continue to precess with a new random phase. The 
end result of transverse relaxation is the decay of the net transverse relaxation 
component, and for that reason the decay of the NMR signal. In proton NMR of 
biological systems, transverse relaxation is generally a complex function of time and can 
be resolved into two or more exponential components. With some approximation, 
however, it can be considered as a tirst-order process and an average time constant Tl is 
then ascribed to the decay of the transverse magnetization, Mxy:

^  (2.14)

Tl relaxation time can, thus, be considered as the lifetime of the net xy magnetization 
component or, in other words, of the observed NMR signal. As accuracy is inversely 
proportional to the time allowed for a measurement (Uncertainty Principle), NMR signal 
measurements will have an inherent uncertainty because of the finite Tl relaxation time. 
In practice, any static field inhomogeneity (due, for example, to non-uniform static 
magnetic field or susceptibility effects within different regions of the sample) gives rise 
to a spread of precession frequencies for a given nucleus and therefore a loss in phase 
coherence. The result is an additional decay of the transverse magnetization with an 
overall effective transverse relaxation time T2*<Tz

Tl and T2 relaxation times reflect the structure and dynamics of molecules [2.9]. 
In biological systems, relaxation times generally increase proportionally to the amount of 
free water present in the tissue. Additionally, any increase in paramagnetic centre 
concentration, enhances relaxation as their unpaired electron greatly favours dipole- 
dipole interactions. As a consequence, differences in water content (or mobility) and 
changes of paramagnetic concentrations are some of the major sources of contrast, and 
thus information, in biological proton NMR imaging.
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2 . 4  C h e m i c a l  Sh ift  a n d  S c a l a r  C o u p l i n g

The discussion so far has assumed that the presence of the sample does not 
modify the applied static magnetic field. However, this is not strictly true, and any 
individual nuclear spin experiences a static magnetic field slightly altered by interactions 
with the surrounding electronic cloud, as well as other neighbouring nuclear spins. The 
result is that the precession frequency of the nuclear moment is slightly altered, the 
difference between the apparent resonance frequency and the one calculated through 
Eqn. (2.11) being a characteristic fingerprint of the chemical environment of the 
nucleus.

The atomic and molecular electrons that surround the nucleus exhibit a total 
magnetic moment (due to both spin and orbital angular momentum) which interacts with 
the external magnetic field in a similar way to the nuclear spin magnetic moment [2.21]. 
The result is that the electrons are forced to circulate around the nucleus about the 
direction of the static magnetic field at their characteristic Larmor frequency, given by an 
expression similar to Eqn. (2.11). This circulating motion of electric charges induces a 
secondary magnetic field at the site of the nucleus, which depends upon the number and 

of the moving electrons. Therefore, nuclei at chemically distinct sites, 
which have different electronic distributions, experience slightly different effective 
magnetic fields, and thus resonate at slightly different frequencies. The secondary 
magnetic field created by the moving electrons is also directly proportional to the angular 
frequency of the electron motion, that is, directly proportional to the external static 
magnetic field. Therefore, the overall effective field, Beff, experienced by the spin can 
be expressed as:

Beff = (1-0) Bo (2.15)

where a  is the shielding constant. In general, a  is a tensor quantity because of the 
anisotropy in the molecular shielding, but in the case of liquids only the isotropic part is 
left unaveraged by the rapid thermal molecular motion, so a  reduces to a scalar value. 
The frequency difference between two groups of nuclei that experience different 
chemical environments is known as the chemical shift. To overcome the static field 
dependency, the chemical shift is usually quoted as a relative difference in frequency 
from some reference compound and is expressed as a dimensionless number, Ô, in parts 
per million (ppm):

6 = — — —  X 10  ̂ (2.16)
CO re f
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where co and co«f are the resonance frequencies of the nucleus in the chemical 
environment of interest and in a reference compound respectively. For proton NMR, 
tetramethylsilane (TMS) is usually the reference compound and the chemical shift of 
water protons, for example, relative to that is 4.8 ppm.

Intramolecular nuclear spins are also involved in another effect known as scalar 
or J coupling. This indirect interaction between adjacent nuclear spins arises via the 
shared electrons in covalent chemical bonds. The nuclear spin magnetic moment 
induces a slight electron polarization which is then transmitted to the neighbouring nuclei 
via electron delocalization. The magnitude of the nuclear magnetic moment is 
independent of the strength of the external magnetic field, however it takes various 
orientations according to Eqn. (2.5). According to the relative orientations of the two 
spins involved in the interaction, the local magnetic field at the site of the spin of interest 
is slightly altered, either reduced or enhanced. The spin ensemble will, therefore, 
exhibit as many frequencies as the different orientations of the coupled nucleus. The 
separation of the frequencies is given by the coupling constant J, which is characteristic 
of the two coupled spins. It can be shown that J coupling is not observable when the 
two spins involved are chemically equivalent, that is, they have the same chemical shift 
and the same J coupling constants with the neighbouring nuclei [2.5].

2 . 5  F r o m  Q u a n t u m  M e c h a n i c s  ... to the lab  !

The simplified and qualitative description of the nuclear magnetic resonance 
phenomenon that has been presented so far is rigorously treated in terms of the density 
matrix formalism of quantum statistical mechanics [2.3-2.6, 2.22, 2.23]. A more 
pictorial approach is that of the product operator formalism, which is based on the 
decomposition of the density matrix into a linear combination of products of spin 
angular momentum operators [2.24, 2.25]. However, when the simple spin systems 
involved in conventional imaging are considered, a classical approach to the NMR 
phenomenon is adequate and is usually favoured because of its simplicity and clear 
visualization of the process [2.3, 2.25, 2.26].

In this classical vector model the spin ensemble is represented by a single vector, 
M, the sum of all the individual nuclear magnetic moments. When no external field is 
applied, the individual nuclear moments are randomly oriented and cancel out, so there 
is no net magnetization. In the presence of a static magnetic field and at thermal 
equilibrium, the longitudinal component of the net magnetization, Mz, reflects the 
excess. Mo, of nuclear spins at the lower energy state as given by Eqn. (2.10). The 
incoherence of the nuclear spins is expressed as a zero transverse component, Mxy. 
Application of a RF pulse results in a rotation of the net magnetization component about
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the axis of the pulse application through an angle which is proportional to the strength 
and duration of the pulse, as given by Eqn. (2.12). At the end of the pulse, any 
transverse component of the magnetization processes about the z axis at the Larmor 
fiequency, and induces an electromotive force in a receiver coil [2.27].

2 . 6  FID AND Qu a d r a t u r e  D e t e c t i o n

Consider the simple experiment where a 90" RF pulse is applied to a proton 
ensemble which is in thermal equilibrium, i.e. Mo = Moz. The orientation of the 
transmitter coil is such that the direction of the Bi magnetic field at time zero is along the 
X axis, that is, along the x' axis of the rotating frame. The pulse generates transverse 
magnetization which starts a clockwise precession at the Larmor frequency, coo. Thus, 
at time t following the pulse the transverse magnetization is given by:

M(t) = exp(-t/T2*) [—Mo sin((j) + coot) x + Mo cos((|) + coot) y] (2.17)

where (J> is the phase difference between the x' axis of the rotating frame and the x axis 
of the laboratory frame at the end of pulse application. This precession of the net 
transverse magnetization is termed "free induction decay" (FID). It is apparent from 
Eqn. (2.17) that the net magnetization decays exponentially with a time constant T2* due 
to the effective transverse relaxation. In a perfectly homogeneous static magnetic field, 
the FID decay constant would be the transverse relaxation time T2.

A coil placed around the x axis experiences a time dependent magnetic flux O 
proportional to [-exp(-t/T2*) Mo sin(({)+o)ot)]. An electromotive force, proportional to 
the rate of change of the magnetic flux (i.e. EMF «« -dO/dt), is thus induced in the coil, 
and, assuming that l/T2*<koo| it is given by:

EMF(t) oc CùoMoexp(-t/T2*) cos(({)-KOot) (2.18)

This oscillating voltage can be amplified and is fed into a phase sensitive detector (PSD), 
where it is multiplied by a reference oscillation of frequency (Or and phase 0, generated 
in the receiver electronics. The output of the PSD is the NMR signal, given by:

S(t) = A Mo exp(-t/T2*) cos(<j)+coot) cos(0+cort) (2.19)

where A is a constant that relates to the characteristics of the receiver electronic circuit 
and encompasses the constant (i.e. Larmor frequency, coo) which results from the
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previous differentiation. Given that exp(i|3)=cos(3+isinP, V peS î, Eqn. (2.19) 
becomes:

S(t) = exp(-t/T2*) {exp[+i((coo-KOr)t + ((l)+0))]+exp[—i((coo-KOr)t + ((t)+0))]+

+ exp[+i((cûo-û>r)t + (4>-0))] + exp[-i((cûo-<ûr)t + ((j)-0))] ) (2.20)

This signal is passed through filters to remove the high frequency components and the 
remainder is:

S(t) = exp(-t/T2*) {exp[+i(Acot + (J>-0)] + exp[-i(Acot + <j)-0)]} (2.21)

where A© is the difference between the Larmor frequency and the reference frequency, 
i.e. Aœ=œo-cûr. Note that such a signal detection cannot distinguish between Larmor 
frequencies coo positioned below or above the reference frequency cOr. Thus, Larmor 
frequencies, for example, lower than the reference frequency will "fold" into the final 
spectrum. One solution is to position the reference frequency well above or below the 
expected Larmor frequency range. However, the noise will still fold, thus degrading the 
overall signal-to-noise ratio by a factor of V2. The elegant way to solve the problem is 
quadrature detection. The principle requires a second detector, at exactly 90’ to the first, 
for example on the-y axis. The EMF induced in this second detector is then given by:

EMF(t) -  CÛO Mo exp(-t/T2*) sin((|)-KOot) (2.22)

In practice, quadrature detection is performed in the receiver electronic circuit without 
the physical involvement of a second detector. The initial signal given by Eqn. (2.18), 
after amplification, is fed in[two phase sensitive detectors with a relative phase offset of 
90*. The output of the two PSDs is then:

PSDi(t) = A Mo exp(-t/T2*) cos((j)+coot) cos(0+cort) (2.23a)

PSD2(t) = -  A Mo exp(-t/T2*) cos((}>-KOot) sin(0+oort) (2.23b)

where 0 is the common phase of the two reference oscillations. As the two detectors 
have a 90’ phase difference, the total signal can be described using complex notation:
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S(t) = PSDi(t) + i PSD2(t) =

=  exp(-t/T2*) { exp[-i((Cûo+Cûr)t + (<{)+0))] + exp[+ i((û»-û)r)t +  ((|)-8))] )

(2.24)
The two signals are passed through filters to remove the high frequency components and 
the remainder is:

S(t,\j/) = exp(i\|/) exp(-t/T2*) exp(iAû)t) (2.25)

where \j/=({>-0. Detailed descriptions of phase sensitive and quadrature detection, as 
well as an analysis of the electronics involved can be found in texts such as References 
[2.11, 2.27, 2.28].

2 . 7  S i g n a l  Sa m p l i n g  a n d  F o u r i e r  Tr a n s f o r m

To extract the frequency response spectrum from the time dependent signal 
induced in the receiver, Fourier transform (FT) methods are employed and the 
calculations involve digital computers. Therefore the continuous time domain analogue 
signal must be sampled and digitized before further computer manipulation.

Invoking the sampling theorem [2.12], a continuous function of time can be 
adequately represented by a finite number, N, of discrete samples taken at regular time 
intervals, T, under the condition that its Fourier transform is non-zero over a finite 
frequency range. The sampling rate, 1/T, and the number of samples, N, specify the 
frequency bandwidth and resolution, respectively, in the subsequent frequency domain 
spectrum. In order to define a signal of a certain frequency a minimum of two points 
per cycle of the time domain signal must be sampled. Therefore the sampling rate 
should be at least twice the maximum frequency present in the time domain signal, 
which can generally be easily estimated in any specific NMR experiment. Therefore, the 
maximum detectable frequency for a given sampling rate is fm«=l/(2T) in Hz, and is 
known as the Nyquist frequency. Components of the signal with frequencies higher 
than the Nyquist frequency give rise to artifacts in the FT spectrum, as their apparent 
frequency is reduced by an integral multiple of the Nyquist frequency, Fig. 2.4. The 
frequency resolution is limited by how long the FID is sampled, as components of the 
magnetization with different frequencies have to be observed for a long enough time for 
their phase difference to become distinguishable. Considering that the maximum 
detectable frequency is 1/(2T), the frequency resolution, in Hz, is equal to l/( NT).
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Figure 2.4. Aliasing of frequencies above the Nyquist frequency F in the case of 
quadrature detection. The sampling rate is 1/T=2F and the sampling points are denoted 
with the vertical dashed lines. (A) For a cosine wave the sampled ordinates of a 
frequency F+ÔF (dashed curve) are the same as for a frequency F-ÔF (dotted curve). 
(B) For the equivalent sine wave of the second detector in quadrature, the sampled 
ordinates for the wave of frequency F+ôF (dashed curve) are the same as for an inverted 
sine wave of frequency F-5F (dotted curve). After quadrature detection, the actual 
wave of frequency F+6F is aliased as a ghost frequency of -(F-ÔF). In this graph the 
damping effect of the effective transverse relaxation has been ignored.
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As it is sampled, the continuous time domain signal of Eqn. (2.25) is converted 
into a function SD(t) of discrete time T. If the first sample is assumed to occur at t=0, 
then:

Sd(t) = S(xT) for T = 0, 1, 2 ,..., N—1
Sd(t) = 0 otherwise (2.26)

The frequency spectrum can then be recovered by the discrete Fourier transform F(v) of 
the time domain signal which is given by:

N-l

F(v) = / d{Sd(t)} = Sd(x) exp (-i2 jt^ ) for v = 0, 1, 2, ..., N -l
T=0

F(v) = / d{Sd(x)} = 0 otherwise (2.27)

where v/N may be identified with frequency measured in cycles per sampling interval 
over the given range, i.e. v/(NT) in Hz. For consistency with the signal expressions 
that use the concept of angular frequency, the frequency spectrum F(cod,\(/) in terms of 
the discrete angular frequency cod=2tuv/(NT) is given by:

N-l

F(û)d,\|/) = ^  exp(iY) exp(-xT/T2*) exp(iAoycT) exp(-iœDxT))
T=0

r ^ 2jt _ 27t _ 27t ,XT IX 271for C û D =  0, 2 3 ..., (N -l) ^

F(cûD,\j/) = 0 otherwise (2.28)

where Eqn. (2.25) has been used to expand Sd(x).

In practice, the computation of Eqn. (2.28) can be very time consuming, and 
most computers used in NMR experiments now employ fast discrete Fourier transform 
(FDFT) algorithms, such as the Cooley-Tukey algorithm and its modifications [2.29, 
2.30].

To summarize, the final input into the computer is a discrete function of time 
which can be thought as an approximation to the underlying continuous time domain 
signal initially induced in the receiver. Following numerical computation, the output of 
the Fourier transform is a discrete function in the frequency domain. This again can be 
regarded as an approximation to the FT of the continuous time domain signal. For 
simplicity, only the continuous time domain function and its FT will be considered in
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this analysis hereafter. Thus, the frequency spectrum F(co,\j/) of the time-domain signal 
S(t,\j/) can be recovered through its Fourier transformation /{S(t,\|/)):

F(cû,y ) = /{S(t,v)} = J S(t,v) exp(-icot) dt (2.29)

The integrating limits correspond to the duration of the FID observation, which starts at 
zero time and it is assumed to last till the signal has completely dephased (equivalent to 
infinity). Expanding Eqn, (2.29) and using the signal expression as given by Eqn.
(2.25), it can be shown that F(co,i|f) is a complex function and its real, Re{F(co,\j/)), and 
imaginary, Im{F(co,\|f)}, parts are given by:

(2.30a)

(2.30b)

The initial transverse magnetization phase <() and the phase 0 of the reference signal can 
easily be made equal, i.e. \j/=(j>-0=O, for example by shifting the time origin of the 
signal observation. Then the equations for the final signal and its Fourier transformation 
simplify to give:

S(t) = ^exp(-t/T2*)exp(-iAcût) (2.31)

and

AMo T2*Re{F(Cû)} =    ;- r
^ 1 + (cû-Acû)^ (T2 r

AMo (cû-Acû) (T2*)^
Im{F(co)} =  r----- ^

1 + (cù-Acû)^ (T2 r

(2.32a)

(2.32b)

The graphical representation of Eqns. (2.32a) and (2.32b) is shown in Fig. 2.5. The 
real part of the FT corresponds to a Lorentzian lineshape curve and is known as the
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Figure 2.5. Graphical representation of the real (absorption) and imaginary 
(dispersion) parts of the Fourier transform of an FID, as given by Eqns. (2.32). The 
width of the absorption line at half-height, and the peak-to-trough separation of the 
dispersion line are equal to 1/(jiT2*) in Hz.
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"absorption” signal, while the imaginary part gives the "dispersion" signal. The set of 
Eqns. (2.30) carry effectively the same information, but in this case both real and 
imaginary parts are admixtures of absorption and dispersion signals. In practice, such 
"contaminations" may also arise from other sources (such as mis-settings of the origin 
of the FID in time and off-resonance effects of finite radiofrequency pulses) and are 
usually frequency dependent. The pure absorption and dispersion signals can generally 
be recovered by "phase correction" procedures, which can be manual or based on 
iterative computer algorithms [2.31, 2.32].

2 . 8  ECHO Fo r m a t i o n  a n d  Sa m p l i n g

In several NMR applications and considering the finite time required for 
switching the electronics (i.e. switch off the transmitter and on the receiver), the 
effective transverse relaxation time of the sample can be prohibitively short for the 
required number of samples. Moreover, in imaging experiments, application of 
magnetic field gradients for spatial encoding further increases the decay constant of the 
FID. This latter problem can be solved by employing mechanisms that lead to the 
formation of a "spin echo" at a specified time TE after the excitation pulse. As it will be 
shown, sampling the full echo enables the recovery of the absorption spectrum simply 
by calculating the modulus of the Fourier transform. Additionally, full echo sampling 
results, after Fourier transformation, in double the signal amplitude as compared to 
sampling the FID, save for transverse relaxation. Spin echoes can generally be formed 
using additional pulses (RF echo) or employing magnetic field gradient reversal 
(gradient echo).

A common method of RF echo formation involves application of a 180* RF 
pulse at a time TE/2 after the initial excitation pulse. Fig. 2.6 [2.33, 2.34]. For 
example, consider an extension of the simple experiment described above, where the 
direction of the Bi field for the ISO’ pulse is along the y' axis. Immediately after the 90* 
pulse (applied along x') the magnetization is aligned along a direction which forms an 
angle (}) with the y' axis. Due to static magnetic field homogeneities, the individual 
components of the magnetization precess at different resonance frequencies. Therefore, 
as observed from a frame rotating at the Larmor frequency, they spread out during the 
time interval TE/2. The subsequent 180* pulse inverts the spins, which continue to 
precess at their individual fiequencies but now converging. After a further time TE/2 all 
magnetization components arc aligned once again along a direction which forms an angle 
(j) with the y' axis, thus forming an echo. Then the spins spread out again, in the same 
way as after the 90* pulse. As all phase shifts are refocused, the echo peak amplitude 
depends only on the spin-spin relaxation during the time TE. A simplified diagrammatic
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Figure 2.6. The free induction decay signal following a 90“(x) excitation pulse and 
the spin echo formed by means of a refocusing 18()°(y) pulse. In both the FID and the 
full echo, the signal decays due to the effective transverse relaxation time Tz*. 
However, the maximum amplitude of the echo decays only due to transverse relaxation, 
T2.
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Figure 2.7. A vector diagram illustrating the formation of a RF spin echo. A frame 
rotating at the Larmor frequency is assumed. (A) The net magnetization is aligned 
along y, immediately after, for example, a 90°(x) excitation pulse. (B) During the time 
TE/2 the individual spin vectors spread out due to differences in their frequencies, which 
arise from local inhomogeneities in the static magnetic field, susceptibility differences 
and chemical shifts. (C) An 180°(y) pulse inverts the spins, which continue to precess 
in their individual frequencies, but now converging. (D) After a further TE/2 time the 
spin vectors refocus to form a spin echo. Scalar couplings are assumed to be negligible 
in the spin system considered.
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representation of the spin precession and the formation of an echo as a result of the 
refocusing 180* pulse is shown in Fig. 2.7. A similar echo can be formed after an RF 
pulse of an arbitrary tip angle, though the amplitude of the echo depends on the tip angle 
of the pulse. A detailed, generalized description of the echoes formed by trains of 
pulses is given in Reference [2.20]. It should be noted that the echo amplitude is 
generally modulated by the J-coupling constant when coupled spins are present and the 
refocusing pulse is experienced by the entire coupled system [2.35].

Spin dephasing and refocusing can also be induced by magnetic field gradient 
reversal, and such an echo is usually termed a "gradient echo" [2.36]. The process 
involves application of a magnetic field gradient along an arbitrary axis. Fig. 2.8. Spins 
at different positions along the axis of the gradient experience different static magnetic 
fields, and precess at different resonance frequencies. The result is an overall 
dephasing, and the accumulated phase is proportional to the product of the time integral 
of the applied gradient. Gradient reversal forces the spins to rephase and an echo is 
formed when the overall accumulated phase compensates the phase gained during the 
first period of gradient application. The process of gradient echo formation is 
schematically illustrated in Fig. 2.9. As no spin inversion occurs, phase shifts due to 
Bo inhomogeneities, susceptibility differences and chemical shifts will not be refocused. 
The peak amplitude of the gradient echo, therefore, depends on the effective relaxation 
time T2*, and is modulated by the chemical shifts and scalar couplings of the spins 
present. Although this degrades the signal-to-noise ratio (as compared to an equivalent 
RF echo) and can induce artifacts due to chemically shifted spins (as described in a later 
chapter), it may prove an advantage when contrast dependent on T2*, susceptibility 
differences, or chemical shift is desired. Furthermore, gradient echoes can prove useful 
in certain clinical applications, where multiple refocusing pulses can result in excessive 
RF power deposition. Their dependence, however, on magnetic field homogeneity and 
chemical shift limits their widespread use. In the signal analysis hereafter, a RF spin 
echo (for example, that of Fig. 2.6) will be assumed, and, for convenience as well as 
consistency with literature, it will simply be refered to as spin echo.

If the time origin is placed at the centre of the spin echo and acquisition begins at 
that point, the signal is given by an expression similar to Eqn. (2.25), the only 
difference being that at echo formation the magnitude of the net magnetization has 
already been attenuated by transverse relaxation during the time interval TE and this is 
expressed by the additional factor exp(-TE/T2). Fourier transformation of the signal 
from the second half of the echo yields frequency spectra described by Eqns. (2.30). 
Assuming T2 effects during the echo formation are negligible, the signal from the entire 
echo can be described by:



37

90.

transmitter

TE

gradient

rec

echo

Figure 2.8. The free induction decay signal fo llowing a 90°(x) excitation pulse and 

the spin echo formed by means o f magnetic field gradient reversal. The echo is formed 

at the end ot the gradient pulse. The positive and negative gradient lobes have the same 

time integral. The FID as well as the first half o f  the echo  are characterized by the 

combined damping effect o f  the magnetic field gradient and the effective transverse 

relaxation time T :  . Dunng the second half o f  the echo the signal decays only due to the 

effective relaxation time T:"^.
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t = 0 B t = TE/2

G(z3> = 2G

G{z,) = G

G(z,) = 0

t = TE/2 D  t = TE

G(z3) = -2G

G(Zz) = -G

G(zi) = 0

Figure 2.9. A vector diagram illustrating the formation of a gradient echo. (A) The 
net magnetization is aligned along y| immediately after a 90“(x) excitation pulse. A 
magnetic field gradient applied along z forces spins at different locations to precess at 
different frequencies. (B) Spins at different planes normal to z accumulate different 
phase shifts. (C) The magnetic field gradient is reversed, inducing the same phase 
shifts but in the opposite direction. (D) The echo is formed when the phase shift 
induced by the first part of the gradient is exactly compensated for by the second, 
reversed gradient. Phase shifts due to local static magnetic field in homogeneities, 
susceptibility differences and chemical shifts are not refocused.
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S(t,\j/) = exp(-TE/T2) exp(iv) exp(t/T2*) exp(iAcût) - »  < t < 0 (2.33a)

S(t,\}/) = exp(-TE/T2) exp(i\(/) exp(-t/T2*) exp(iAcot) 0<t<+«> (2.33b)

If the transverse relaxation time is short compared to the observation time, the signal is 
modulated by the T2 exponential decay, leading to loss of resolution [2.37], which, 
however, can be recovered by deconvolution methods extracting Ti information at the 
same time [2.38]. Fourier transformation of Eqns. (2.33) involves integration over the 
entire observation time, from before echo formation has started (-«>), till the signal has 
completely dephased again (-H»).

+00

F(0),\}/) = /(S(t,\j/)} = Js(t,\|/) exp(-icût) dt =

+00

= Js(t,y) exp(-i03t)) dt + Js(t,\|/) exp(-io)t)) dt =

=  J(A M o/2 ) exp(-TE/T2) exp(i\j/) exp(t/T2*) exp(iAcût) exp(-iœt) dt

+
0
J(AMo/2) exp(-TE/T2) exp(i\j/) exp(-t/T2*) exp(iAcot) exp(-icot) dt

(2.34)

Performing the integration in Eqn. (2.34), it can be shown that F(co,\|r) is a complex 
function and its real, Re(F(o3,y)), and imaginary, Im(F(co,\j/)} parts are given by:

Ti*Re(F((0,\j/)) = A Mo exp(-TE/T2) cosij/-----------------%-----—ir (2.35a)
1 + {(û-Aœr (T2*r

T2*Im(F(co,y)) = A Moexp(-TE/T2) sin\j/----------------------—  (2.35b)
1 + (co-Aco)^ (T2 r

If \|/=(j>-0=O (i.e. if phase correction is performed) the FT reduces to a real spectrum:
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T2*Re{F(û))} = A Mo exp(-TE/T2)--------------- %----- - i r  (2.36a)
1 + (cû-Acû)^ (T2 r

Im{F(co)} = 0 (2.36b)

If only the second half of the echo is sampled then the absorption spectrum would be 
given by Eqn. (2.32a) allowing for an additional exponential term to account for 
transverse relaxation during TE. Comparing Eqns. (2.36a) and (2.32a), it is apparent 
that the amplitude of the full echo spectrum is double the amplitude of the spectrum 
resulting from sampling only the second half of the echo. Most interesting is the fact 
that the pure absorption line can be readily recovered by taking the modulus of the 
complex FT, that is:

M(cû) = lF(cû)l = (Re{F(co))^ + Im{F(co))^)'^ =

T2*= AMo exp(-TE/T2) ----------- ^ ^  (2.37)
1 + (cû-Acù)^ (Ti Y

2 . 9  M a g n e t i c  F ie l d  G r a d i e n t s  a n d  t h e  r-Sp a c e  Fo r m a l i s m

Since the resonance frequency is proportional to the strength of the applied 
magnetic field, a magnetic field gradient across a sample gives rise to a range of 
resonance frequencies. Although this simple fact had been pointed out in the early days 
of NMR spectroscopy [2.39], only in 1973 was the imposition of a magnetic field 
gradient used to produce spatial distribution maps of the contributing spins [2.40,2.41]. 
Initially, images were limited to small objects. The first whole body proton NMR image 
was published in 1977 [2.42] and these early results were followed rapidly by a variety 
of imaging techniques.

The principle of magnetic resonance imaging (MRI) lies in the effects a linear 
magnetic field gradient creates when superimposed on the static field during the 
conventional NMR experiment. In the presence of a static magnetic field Bo, the spins 
in the sample resonate at cüo= yB o. If the local spin density is given by the function p(T), 
then there will be p(T)dV spins in a volume element dV, and the macroscopic net 
magnetization arising from this voxel can be calculated considering Eqn (2.10), and is 
given by:

dMo = a  p(r) dV (2.38)
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where, considering Eqn. (2.10), the constant of proportionality a  is:

a  = (2.39)

The signal arising from this voxel can then be calculated using Eqn. (2.25), and is given 
by:

dS(t) = B p(r) dV exp(iAcot) (2.40)

where the constant of proportionality is either B = (Aot/2) exp(i\{/) exp(-t/T2*) in the 
case of sampling an FID, or B = (Aoc/2) exp(i\}/) exp(-TE/T2) exp(-t/T2*) when a spin
echo is considered. A spatially varying magnetic field G(r) applied across the sample
creates a spread of resonance frequencies that exhibit the same spatial dependence. For 
the common example of a linear magnetic field gradient, the local Larmor frequency at 
position r is thus defined as:

co(r) = yBo4-yG (r) T (2.41)

Consider applying such a magnetic field gradient for a time interval, i.e. from t=Ta to 
t=Tb. The signal arising from a voxel is then:

Tb
dS(t) = B p(r) dV exp(iy^G(T,t)-T dt) (2.42)

where the reference frequency is assumed to be cOr^Bo. Thus the integrated signal over 
the whole sample volume is:

Tb
S(t) = B

or

p(r) exp(iy jG (r,t)-r d t) dr (2.43)
Ta

S(t) = B ^p(r) exp(i E(t) r )  dr (2.44)

where the vector quantity F(t) is the integral of the magnetic field gradients over the 
duration of their application:
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E(t) = yJ
Tb

G(T,t) dt (2.45)

Equation (2.44) suggests that E(t) can be seen as a vector of "spatial-frequency" 
coordinates. That is, Eqn. (2.44) can be rewritten as:

S(t) = B S'(E(t)) (2.46)

where S'(E(t)) is thej^Fourier transform /{p (r )}  of the spatial spin distribution function 
p(r). The function of the spatial distribution of the object p(r) can be considered as a 
sum of sinusoids with different frequencies. The received signal as described by Eqn. 
(2.46) is the Fourier transform of this function, that is, the spectrum of individual spatial 
frequencies îc(t). A three-dimensional inverse FT of S(t) as given by Eqn. (2.46), 
therefore, gives the spatial spin density distribution of the object p(r).

It is apparent that sampling the time domain signal is equivalent to sampling the 
spatial frequency spectrum, which, in the general case, is three-dimensional. The 
sampling procedure follows the same basic principles as described before, the only 
difference being that now the process occurs in the "frequency" domain. Once again the 
sampling theorem [2.12] requires that the sampling of k-space along any axis should be 
at equal intervals, Ak, not exceeding l/(2rm«), where rm*x is the field of view (FOV) at 
this particular direction. It should be noted that in practice the magnetic field gradient is 
zero in the middle of FOV, extending from maximum negative value to maximum 
positive value over the entire FOV. In this case, rm« is half the FOV, as it always 
represents the distance along which the magnetic field gradient changes from zero to 
maximum value. The extent of k-space sampling, that is, the number of samples N, 
determines the spatial resolution, which is given by l/( ,NAk). A schematic 
representation of a k-space grid and a numerical example for the relation between the k- 
space sampling rate and the number of samples with the spatial resolution and the field 
of view is given in Fig. 2.10. In this figure, it is assumed that an NMR imaging 
experiment encodes the spatial spin distribution of an object with uniform density into 
the FID by employing magnetic field gradients along the two orthogonal in-plane 
directions x and y. The k-space grid shown corresponds to one of the two detectors in 
quadrature. The sampling interval along each direction is determined by the required 
field of view, 2xm«=32 cm and 2ym,%=20 cm (where the gradients are assumed to extend 
from negative to positive values over the FOV). Therefore, Akx = l/(2xmtx) = 0.032 
cm"^ and Aky = l/(2ymM) = 0.050 cm~^ The number of points sampled along each 
direction of k-space determines the image resolution, i.e.,
l/(2NxAkx) = 2 cm along x and l/(2NyAky) = 2.5 cm along y. The remaining three
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Figure 2.10. Schematic representation o f  a 2D object, its spin density  distribution as 

mapped in an NMR image, and a k-space grid corresponding to this image. The object 

is assum ed to have unifomi spin density distribution. An N M R imaging experim ent 

encodes the spatial spin distribution into the signal by em p lo y in g  m agnetic  field 

gradients along the two orthogonal in-plane directions x and y. The k-space grid shown 

corresponds to one o f the two detectors. The image is d isp layed  using a grey scale, 

different scale levels denoted by different tones o f  shading , while  the outline o f  the 

object is drawn only for clarity.
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quadrants are sampled only when full k-space echoes are acquired. It should be noted 
that k-space can be sampled irregularly, but interpolation algorithms must be used to 
place the acquired data points into the regular rectangular grid before the conventional 
multidimensional Fourier transform is performed.

Although the concept of spatial frequency is essential for the understanding of 
image formation in Fourier NMR methods, it may not be intuitively related to the actual 
experimental parameters. Invoking Eqn. (2.45), therefore, the spatial frequency 
sampling interval Ak for any given encoding direction r (where r is x, y, or z) can be 
expressed aS} cl c&c>rcx<\ĉ u.\cxT ^ccxà\e<\^ tocx'oe-^ocrr» ^

Akr = Y(GrATr +AGrTr-AGrATr) (2.47)

where AGr and ATr is the difference in the gradient strength, Gr, and gradient duration, 
Tr, respectively, between subsequent data points along the corresponding spatial 
encoding axis r. It is apparent that the k-space sampling interval Ak can be altered by 
keeping constant the gradient strength while changing the duration of the gradient 
between the signal samples or vice versa. Theoretically there is no limit to the maximum 
value of Ak, thus there is no limit as to the minimum achievable field of view, as well as 
the maximum achievable resolution. In practice maximum limits are imposed to the 
value of Ak due to hardware limitations in terms of maximum gradient strength, as well 
as to maximum gradient duration due to spin relaxation. However, the fact that the same 
sampling interval can be achieved for various combinations of difference in gradient 
strength and gradient duration provides the possibility to optimize FOV and spatial 
resolution for a given experimental set-up.

Similarly to the FT of the FID signal (see Eqns. (2.30)), the Fourier transform 
of Eqn. (2.46) is a complex function whose real and imaginary parts are admixtures of 
"absorption" and "dispersion" signals. This admixture appears as a "phase twist" across 
the spatial distribution map according to the shift theorem [2.10, 2.12]. Sampling a full 
"k-space echo" results in a FT whose both real and imaginary parts are "absorption" 
signals (see Eqns. (2.35)). Then, the phase shift can be easily corrected or a modulus 
image can be created. In analogy to the concept of spin echo, a k-space echo involves 
sampling negative spatial frequencies which can be created by gradient reversal, as it 
will be shown in the examples presented in the following section.

Detailed descriptions of the k-space formalism can be found in texts such as 
References [2.10, 2.43-2.48].

As shown in the previous analysis, the spatial encoding can be a three- 
dimensional procedure with the FID (or spin echo) carrying information from the entire 
imaging volume. However, the final map of the spin density distribution is generally
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displayed as a series of two-dimensional "slices" of the object. This slice selection can 
also be achieved by means other than simultaneous encoding of all three spatial 
dimensions in the NMR signal, which is a rather time consuming process for most k- 
space scanning schemes. An alternative method for slice selection involves an 
oscillating magnetic field gradient with a time dependent amplitude applied in a direction 
normal to the desired slice [2.49]. The gradient has zero-field contribution only in the 
image plane, thus signal averaging over the gradient time dependence removes signal 
from everywhere except the slice of interest. However, the most established and 
extensively used way to select a plane is by selective excitation [2.50, 2.51]. This 
involves application of a narrow frequency bandwidth RF pulse in the presence of a 
magnetic field gradient that creates a spread of resonance frequencies in the direction 
normal to the desired plane. A detailed treatment of selective excitation is given in 
Reference [2.10], while some of its considerations will be presented in a later chapter. 
In the following analysis, slice selection along the z axis is always assumed unless 
otherwise stated, and spatial encoding is, therefore, required only for the remaining two 
dimensions, i.e., x and y axes. As a result, the k-space grid, as well as the Fourier 
transform, become two-dimensional. It should be noted that the orthogonal axes along 
which the spatial encoding is performed in a magnetic resonance imaging experiment can 
take any arbitrary orientation in space, and x, y, and z are used only for convenience.

2 . 1 0  S c a n n i n g  r-Sp a c e  a n d  Fo u r i e r  i m a g i n g  m e t h o d s

Different imaging methods can be grouped together according to the way they 
scan k-space, which is determined by their gradient pulse sequence and signal sampling 
scheme. There is an infinite number of ways to scan k-space, each having advantages 
and disadvantages in terms of image quality, time efficiency, hardware and software 
requirements concerning the gradient pulse sequence implementation and the sampling 
procedures, as well as data computation. Most established and routinely used Fourier 
imaging methods are based on the k-space scanning schemes of projection 
reconstruction (PR), spin-warp, and echo-planar (EPI) imaging methods.

The first published NMR image was obtained using a projection reconstruction 
method [2.40]. A schematic pulse sequence diagram for the 2D spin echo version of 
this method is shown in Fig. 2.11. A. The excited magnetization within a slice is forced 
into a spin echo and the signal is selected in the presence of two orthogonal gradients. 
The vector sum of their time integral defines the line in the two-dimensional k-space grid 
along which the sampling occurs. The gradient reversal assures the formation of the k- 
space echo. The very first data point corresponds to the maximum negative k value 
along the line defined by the gradient combination. As the sampling continues, the
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Figure 2.11. (A) Pulse sequence diagram for a 2D, spin echo, projection
reconstruction imaging experiment. The slice selection is performed along z by means 
of selective excitation. The sequence is repeated for different combinations of the time 
integral values of the gradients along x and y. (B) Schematic representation of the 
corresponding k-space grid. Each line corresponds to a different sequence repetition, 
while the arrows indicate the direction of the sampling within each experiment.
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positive gradient cancels incrementally the effects of the previously applied negative 
gradient pulse, and the data points correspond to negative k values closer to zero. When 
the positive gradient has completely compensated the previously applied negative lobe, 
the data points correspond to positive k values which systematically increase till the end 
of the acquisition. A series of experiments are performed with different gradient 
combinations so that the line defined by their vector sum is "rotated" to cover the full k- 
space. The corresponding k-space grid and the sampling direction is schematically 
shown in Fig. 2.11.B. It is apparent that k-space is not sampled in the regular way 
required for application of the conventional 2D FT, and interpolation of the acquired 
points into a rectangular grid is required. In practice, however, the reconstruction of the 
final image is achieved by a different procedure, whereby a one-dimensional FT is 
performed for every sampled line of k-space, thus yielding a line integral projection of 
the object. The 2D image is then recovered from all the projections by means of 
mathematical techniques commonly used in X-ray computer assisted tomography [2.14, 
2.52].

A schematic pulse sequence diagram for a 2D, spin echo, spin-warp experiment 
[2.36, 2.53] is shown in Fig. 2.12.A. The excited magnetization within a selected slice 
is left to evolve in the presence of a gradient along one of the in-plane directions, for 
example y. This process, known as "phase encoding", encodes into the final signal a 
single spatial frequency along the y-axis. Invoking Eqn. (2.45), it is apparent that the 
encoded spatial frequency ky depends on the strength and duration of the applied 
gradient. Therefore, in order to encode all the desired spatial frequencies along the y 
direction, the same experiment must be repeated for different values of the gradient 
integral. The k-space echo formation in this direction is formed by stepping the phase 
encoding gradient for both positive and negative values. The spatial encoding in the 
remaining in-plane direction, x, is performed in a similar way as in the projection 
reconstruction method and it is known as "frequency-encoding". The k-space echo 
along X is again formed by gradient reversal prior to acquisition. This compensating (or 
'Refocusing") gradient lobe is usually placed before the refocusing RF pulse in order to 
avoid high strain in the gradient coil hardware as well as additional gradient echoes 
formed by magnetization excited by a non-perfect 180" refocusing pulse. In that case 
the polarity of the gradient is reversed, to account for the fact that the refocusing pulse 
effectively inverts the accumulated phase of the precessing spins. It should be pointed 
out that the spatial encoding process is the same along both in-plane directions, the only 
difference being in the time interval between sampling subsequent k-space points. In 
this respect, the terms "phase encoding" and "frequency encoding" are misleading, 
however they are extensively used both in practice as well as in the literature of the 
NMR field, and, for convenience, they will also be adopted hereafter. Figure 2.I2.B
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Figure 2.12. (A) Pulse sequence diagram for a 2D, spin echo, spin-warp imaging 
experiment. The slice selection is performed along z by means of selective excitation. 
The sequence is repeated for different values of the "phase encoding" gradient along y, 
(indicated by different letters). (B) Schematic representation of the corresponding k- 
space grid. Each line corresponds to a different sequence repetition, while the arrows 
indicate the direction of the sampling within each experiment.
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shows the corresponding k-space grid and the sampling direction for the spin-warp 
imaging experiment. This characteristic sampling of one line of the rectangular k-space 
grid per sequence repetition isLcommon feature for a large number of conventional 
imaging sequences in , current practice [2.10]. These include extensions of the simple 
spin-warp experiment to allow for relaxation time measurements and chemical shift 
imaging (such as methods reviewed and proposed in the following chapters), stimulated 
echo imaging [2.54, 2.55], as well as fast imaging techniques [2.48] based on steady- 
state-firee-precession [2.56, 2.57] and low-angle excitation [2.58]. Calculating the two 
dimensional inverse FT of the observed signal as given by Eqn. (2.46), it can be shown
[2.10] that the pixel intensity. I, in the final image is proportional to the maximum 
amplitude of the observed signal as given by Eqn. (2.43), that is:

I = C p exp(-TE/T2) (2.48)

where p is the proton density function averaged over the volume of the corresponding 
voxel, while C encompasses constants that relate to the hardware characteristics as well 
as constants arising from the Fourier transformation.

Another major group of imaging techniques involves scanning the k-space in a 
single experiment. This can be achieved by a series of spin echoes after a single 
excitation, where the spatial encoding procedure for each echo is the same as for each 
sequence repetition of the spin-warp experiment [2.59]. Alternatively, single-shot k- 
space scanning can be achieved by frequent reversal of at least one of the magnetic field 
gradients, which can be done in various ways resulting in k-space trajectories that can 
differ significantly. Many such pulse sequence schemes have been proposed, including 
the well know family of echo-planar (EPI) imaging sequences. Figure 2.13 shows the 
pulse sequence diagram and the corresponding k-space grid for a modification of the 
first proposed EPI imaging sequence [2.60]. The signal from the selected slice is 
sampled in the presence of gradients along both in-plane directions. One of them (in this 
example along x) is a low strength, constant gradient, forcing the sampling along x 
direction from zero towards larger kx values. At the same time, the first lobe of the 
alternating gradient along y forces the k-space trajectory to move from zero towards 
higher ky values. The second lobe progressively cancels the effect of the first lobe, and 
the trajectory moves progressively back to zero, and then towards negative ky values. 
The combination of the two gradients results in the "zig-zag" sampling pattern shown in 
Fig. 2.13.B. Note that although the alternating gradient ensures k-space echo formation 
along the y direction, no k-space echo is formed along x, therefore modulus imaging is 
not possible. Additionally, the data points have to be interpolated into a rectangular grid 
prior to application of the conventional 2D Fourier transform. Those problems have
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Figure 2.13. (A) Pulse sequence diagram for a 2D, echo-planar imaging
experiment. The slice selection is performed along z by means of selective excitation. 
The maximum amplitude of the gradient echoes is progressively reduced due to the 
combined effect of the effective transverse relaxation and the dephasing induced by the 
constant gradient along x. (B) Schematic representation of the corresponding k-space 
grid. The arrows indicate the direction of the sampling.
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Figure 2.14. (A) Pulse sequence diagram for a modified 2D, echo-planar imaging 
experiment. The slice selection is performed along z by means of selective excitation. 
The maximum amplitude of the gradient echoes is progressively reduced due to the 
effective transverse relaxation, and is also modulated by the dephasing effects induced 
by the gradient along y which varies from maximum negative towards maximum 
positive values in the course of the experiment. (B) Schematic representation of the 
corresponding k-space grid. The arrows indicate the direction of the sampling.
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been dealt with in several subsequent mcxiifications of EPI, and such a pulse sequence 
diagram is shown in Fig. 2.14 together with the corresponding k-space grid [2.61]. 
The sampling occurs in the presence of one gradient only (for example along x) thus a 
line of the rectangular k-space grid is scanned in a fashion similar to the spin-warp 
experiment. The k-space echo along this direction is formed by gradient reversal which 
also creates a gradient spin echo. Then a very short, intense pulse of the second 
gradient, along y, forces the trajectory to the next k-space line. The echo formation in 
this direction is ensured by a preceding reversed gradient lobe, with time integral equal 
to half of the total time integral of the subsequent gradient pulses. Data re-arrangement 
is required to account for the reversed scanning of every alternate line.

2 .11  NOISE
Combining Eqns. (2.10), (2.11) and (2.19), it is readily shown that the signal in 

the NMR experiment is proportional to the square of the Larmor frequency:

S oc coô  (2.49)

This is one of the most important reasons for the development of high static magnetic 
field systems, both for spectroscopic and imaging studies. However, this simple 
equation does not take into account the noise that is generated during the experiment

The noise in NMR can arise from various external sources, the sample, the 
receiver coil and the receiver electronic circuit. Although there may be some systematic 
sources of noise with characteristic frequency (e.g. some external transmission in the 
RF region which is strong enough to be picked up by the receiver), the noise in the 
NMR experiment generally arises from the randomly fluctuating currents due to the 
Brownian motion of electrolytes within the sample and the electrons within the receiver 
coil, and as such it is independent of the signal amplitude [2.62]. The noise, however, 
increases with static magnetic field strength, although there is some disagreement 
concerning the order of the dependence [2.3, 2.63-2.66]. In summary, and considering 
Eqn. (2.49), the dependence of the signal-to-noise ratio (S/N) for biological NMR 
imaging to the operating frequency is likely to be complex, being proportional to 
or coo7/4 at low static magnetic fields, switching to a linear dependence at higher field 
strengths [2.9].

The fact that the noise is independent of the NMR signal amplitude, while the 
signal is proportional to the imaging volume (Eqn. (2.38)), implies that the S/N is 
directly proportional to the voxel size, thus imposing limits to the maximum achievable 
spatial resolution for a specific experimental set-up [2.66]. The S/N can be improved by
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signal averaging: the signal is coherent and will increase linearly with the number of the 
successive experiments that are co-added, however the random noise fluctuations 
increase proportionally to the square root of the number of co-added experiments [2.62, 
2.67]. Although signal averaging increases the overall experimental time, it can also be 
combined with phase cycling procedures to cancel artifacts arising, for example, from 
imbalances in the two channels of the quadrature detector or from imperfect RF pulses 
(see Appendix 1).

Noise from sources such as thermal motion is expected to be statistically 
independent in the time domain and with a Gaussian probability density distribution 
centred around zero [2.68, 2.69]. In the 2D FT spin-warp image reconstruction 
technique used in this study, the Gaussian density distribution in the time domain will be 
also retained in both the real and imaginary parts of the Fourier transformed data [2.12]. 
In the modulus image, however, the probability density function of the noise magnitude 
shows a Rayleigh distribution [2.12]. Consequently, if a  is the standard deviation of 
zero mean noise in either the real or imaginary parts of the transformed signal, in the 
magnitude image and due to the Rayleigh probability density distribution, the mean 
value of noise will be 1.25a with a standard deviation of 0.66a [2.69]. This can result 
in a positive bias to measurements of low intensity signals which, however, can be 
removed by special correction procedures [2.70,2.71].
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CHAPTER 3

FAT AND WATER DIFFERENTIATION IN MRI

3.1 I n t r o d u c t i o n

The predominant signals in most medical, biological, and industrial applications 
of proton magnetic resonance imaging arise from water and lipid molecules. For 
example, a.<\: industrial application of MRI involves studying the properties of
sedimentary rock in relation to the water/oil saturation state [3.1]. In biological systems, 
water is the principal component of most cells, and the basic constituent of extracellular 
fluids, such as plasma, lymph, urine, as well as interstitial, synovial, amniotic and 
cerebrospinal fluid. Protons in large structural proteins give rise to extremely broad 
lines, which, in the presence of a narrow intense water peak, are not observed in 
conventional MRI experiments, and lipids are the only "mobile" molecules, other than 
water, to contribute to a conventional, biological proton image [3.2]. In plants, lipids 
appear primarily in the form of oils, while in mammals they are deposited as fatty 
droplets in the cells of adipose tissue which is located throughout the body (e.g. bone 
marrow, subcutaneous, orbital, mammary or abdominal fat), and also within various 
organs, such as liver, kidney, and muscle [3.3].

The water molecule consists of two hydrogen atoms symmetrically bound to an 
oxygen atom via ionic bonds. Fig. 3.1. As the natural abundance of hydrogen is 
99.985% H-1, hydrogen nuclei can be considered as protons. The symmetry of the 
molecule ensures that the two protons experience the same electronic shielding, therefore 
have the same Larmor frequency, i.e. the same chemical shift. Due to their chemical 
equivalence
scalar coupling oV ŝewe- -̂

Lipids are water-insoluble organic molecules that derive their distinctive 
properties from the hydrogen-carbon nature of a major portion of their structure. 
Adipose tissue stores lipids in the form of fatty acids, mainly in triglycerides. Fig. 3.2 
[3.3, 3.4], while crude oil mostly consists of alkanes, (CnH 2n+2) [3.5]. The major 
contribution to the proton NMR signal arises from the methylene groups ( -C H 2 - )  of the 
long fatty chains with minor contributions from unsaturated protons ( - H C = C H - ) ,  and 
protons of the methyl group ( -C H 3 ) . The electronic shielding is slightly different for 
the protons in the various groups of the fatty molecules, and as a result they exhibit a 
range of chemical shifts, which, however, are distinctively different from that of water 
protons. Generally, the majority of resonance frequencies for the fat protons lie within a
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Figure 3.1. The structure of the water molecule, showing the polar bonds between 
the hydrogen and oxygen atoms.
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Figure 3.2. Molecular structure of a triglyceride. Ri, R2, and R3 refer to the long 
carbon chains of three different fatty acids, which can be saturated or unsaturated and 
can occur in any combination. The formulae of 3 free fatty acids that are commonly 
found in adipose tissue are also shown.
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~2 ppm range, centred ~3.6 ppm below the water resonance [3.6]. Figure 3.3 shows a 
proton NMR whole-body spectrum of a normal adult rat obtained at 4.7T, showing the 
water and fat peaks. Although coupling occurs between non-equivalent nuclei of the 
same or different isotopes, considering the low natural abundance of carbon-13 (the 
only carbon isotope with non-zero nuclear magnetic moment), scalar coupling should 
mainly be expected between the protons of the ethyl group (CH3CH2-), and the value of 
the J constant is in the range of 7-8 Hz [3.7].

Relaxation times are usually different for fat and water in tissues, a detailed 
review of the related literature is given in Ref. [3.8]. In particular, Ti of fat is 
significantly shorter than the Ti values of most of the non-fatty tissues. As measured at 
1.5T, for example, Ti values are about 260 ms for fat and in the range of 500-920 ms 
for various non-fatty tissues, such as brain parenchyma, kidney, spleen, liver, cardiac 
and skeletal muscle [3.8].

3 .2  R e a s o n s  f o r  F a t  a n d  W a t e r  D if f e r e n t ia t io n  in  MRI
The need to create separate maps of fat and water distribution has been apparent 

since the early days of MRI [3.9, 3.10]; the major reasons are summarized below.

3 .2 .1  Physiological Implications of Water and Fat Distributions
Normally, basic knowledge of anatomy is sufficient to interpret the areas on a 

clinical MR image that correspond to lean tissue, such as muscle and brain and to 
distinguish them from fatty tissue. However, in certain disease states there is some 
ambiguity as to whether signal from certain areas corresponds to fat or water protons or 
a combination of the two. Such examples include cases of fatty infiltration of the liver
[3.11] or heart [3.12] as well as studies of bone marrow patterns with age or after 
transplantation and irradiation [3.13-3.15] or the distinction between various kinds of 
tumours on the basis of their lipid content [3.16]. Also, during the acute phase of 
multiple sclerotic plaque formation, free cholesterol esters that appear as the myelin 
sheath of the neuronal axon disintegrates may be the only "MRI visible" lipid within the 
central nervous system [3.17].

Calculation of the fat and fat-free content of the body is often desirable; an 
example, where MRI is perhaps the only applicable technique, is the study of fetal fat 
and its correlation to normal fetal growth [3.18]. Moreover, relaxation times in clinical 
MRI provide a source of additional diagnostic information and enable tissue 
characterization and quantitation as well as choice of optimum sequence parameters. 
However, this potential may be limited in cases where fat and water are present within
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Figure 3.3. In vivo proton NMR spectrum of a normal adult rat (whole body) 
obtained at 4.7T, showing the "water" (at ~5 ppm) and "fat" (at ~1.5 ppm) resonance 
peaks.
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the same imaging voxel due to their physiological distribution or as a result of chemical 
shift artifact

3 .2 .2  Dynamic Range Problems
The sampling and digitization of the NMR signal is performed via an analogue- 

to-digital converter (ADC), which converts the initially analogue signal into a binary 
sequence [3.19]. The number of bits in the ADC defines the dynamic range of the 
receiver circuit. Typical ADCs have 12 or 16 bits, one of them being reserved for sign 
information. Therefore, the dynamic range for a 12-bit ADC, for example, is (2^^-l):l, 
or 2047:1. Generally, the gain of the receiver circuit is adjusted so that the signal of 
maximum intensity in a NMR experiment nearly fills the ADC, i.e. corresponds to an 
intensity of ~2000 for a 12-bit ADC. Then any signal of relative intensity less than 1 
cannot be detected. The dynamic range of the system can be further limited by the 
display system, which for a typical computer screen corresponds to an 8-bit word, that 
is, 255:1. This limited dynamic range can result in loss of fine detail in intensity, 
especially when both fat and water signals are present

Although the proton density is fairly similar in a wide range of body tissues, it is 
often significantly increased in fatty tissue (e.g. proton density ratio of 1.46:1 for fat and 
muscle, respectively, in the human thigh [3.20]), resulting in a higher NMR signal. 
Due to its significantly shorter Ti, fat signal is often further enhanced relative to water 
when, for example, short repetition times are used in order to reduce overall imaging 
time. In the resulting conventional image, anatomical detail of fine structures near bulk 
fat deposits, e.g. renal cortex or optical nerve, may be lost. It should be noted that the 
dependence of signal intensity on proton density and relaxation times is specific to the 
pulse sequence involved. For the example of the spin echo experiment, the signal 
intensity is given by:

I = C p exp(-TE/T2) {1 -exp(-TR/Ti)] (3.1)

which is derived directly from Eqn. (2.1̂ 8) by taking into account the partial relaxation 
of the magnetization in the interval TR between successive excitation pulses. 
Furthermore, it has recently been reported by several groups that imaging sequences 
which employ trains of refocusing pulses, such as fast spin echo methods [3.21], result 
in significant enhancement of the fat signal due to J-coupling effects while the water 
signal can be reduced because of magnetization transfer [3.22-3.24]. The opposite 
situation is also possible, when intense signal from water compartments "dynamically" 
suppresses low intensity signal from small fat deposits, for example in imaging of the
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Figure 3.4. A diagrammatic representation of a 4-bit ADC, which results in a 
dynamic range of 2^-1:1, i.e. 7:1. (A) The gain is adjusted so that the maximum signal 
from fat (f) nearly fills the ADC, corresponding to a digital reading of "7". A range of 
weaker water signals (w) is dynamically suppressed to fit within a limited range of 
values, corresponding to a reading of either "3" or "4". (B) In the absence of fat, the 
same signal from water is adjusted to fit the whole ADC range, the individual 
components correspond to a range of digital readings.
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lipid deposits in blood vessels. A diagrammatic representation of the problems due to 
limited dynamic range of the electronics is illustrated in Fig. 3.4.

3 .2 .3  Chemical Shift Artifacts
The chemical shift difference between fat and water protons can lead to image 

artifacts at boundaries when water-filled compartments or tissue are adjacent to fatty 
deposits. In clinical imaging, examples are the organs in the abdominal region 
surrounded by subcutaneous and peritoneal fat, breast, heart, intervertébral disks, optic 
nerve, and bone marrow [3.25]. These artifacts, usually refered to under the general 
term of chemical shift artifact, appear in various forms according to the spatial 
enco ding technique involved in the imaging sequence, and their intensity generally 
depends on static magnetic field strength, gradient strength and pixel frequency 
resolution. Chemical shift artifacts primarily arise from k-space sampling schemes that 
"mix" spatial and spectral information. They can also be due to slice selection using 
selective irradiation, as well as echo amplitude modulation in gradient spin echo imaging 
sequences.

The description of image reconstruction through k-space sampling given in 
Chapter 2 is based on the assumption that the precession frequency of a spin is only 
related to its spatial location via the applied magnetic field gradients. A more complete 
k-space formalism, however, treats image reconstruction from NMR signals modulated 
by both spatial and spectral frequencies [3.26]. This generalized description takes into 
account the fact that the signal is actually a function of both spatial frequency and time, 
S(kr,t). Therefore, the Fourier transform is a function of both spatial location and 
resonance frequency, F(r,co). The two variables are mixed only when sampled 
simultaneously. Since the time-domain is sampled during the course of signal 
acquisition, the mixing of the two variables occurs only in the k-space sampling 
schemes that involve traversing k-space during signal acquisition. It follows that the 
"mixing" is limited to the spatial direction that is sampled during signal acquisition.

In the reconstructed image, the inability to distinguish in this specific direction 
between the chemical shift and the frequency difference induced by a field gradient, will 
appear as a misregistration of the fat image relative to water. This can be calculated as 
follows: Considering the chemical shift of 5=3.6 ppm between fat and water protons, 
their resonance frequencies in the absence of magnetic field gradients, coo(fat) and 
Cûo(water), respectively, obey the relationship:

COo(water) = COo(fat) + Aco (3.2)
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where Aû) can be expressed in terms of the chemical shift using Eqns. (2.11) and 
(2.16), and is given by:

Aco = SyBox 10"* (3.3)

Consider a linear magnetic field gradient of amplitude G applied along the r direction. 
Expanding Eqn. (2.41) to account for chemical shifts, the linear frequency distribution 
created by the gradient is:

co(r) = C00 +y(l-<j) Or = coo + yOr (3.4)

where a  is the shielding constant of the species to be imaged. Water at position r would
then exhibit a frequency co(water, r) given by:

CD(water, r) =  COo(water) +  yO r (3 .5)

or, using Eqn. (3.2):

CD(water, r) = coo(fat) + yG (r+ —~ ) (3.6)
yG

Equations (3.4) and (3.6) suggest that the water resonance at a spatial position r along 
the direction of the applied gradient is equal to the fat resonance frequency at a different 
position {r + (AoVyG)}, therefore the misregistration of the fat signal relative to water is 
given by:

Ar = X lO"* (3.7)
■yG G

This chemical shift artifact and the misregistration between fat and water signals is 
illustrated in Fig. 3.5. For the same resolution and field-of-view, increasing the 
gradient strength results in a smaller relative misregistration of the chemically shifted 
signals. As the static field and spatial resolution increase, the misregistration can 
become equivalent to several image pixels and create dark/bright rings in the interfaces 
of the two components [3.25]. Considering the examples of k-space sampling schemes 
presented in Chapter 2, for the spin-warp experiment of Fig. 2.12, and the echo planar 
sequence of Fig. 2.14, chemical shift misregistration appears only in the frequency 
encoding direction (x-axis in both figures), as for the remaining in-plane direction a 
particular value of k is reached prior to signal acquisition. Therefore the artifact will
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F igu re 3 .5 . Diagrammatic representation o f the chem ical shift artifact. (A) Signal 
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appear as the dark/bright interface of Fig. 3.5 along the frequency encoding direction. 
In the projection reconstruction technique of Fig. 2.11 and the echo planar sequence of 
Fig. 2.13, the misregistration occurs along all k-space trajectories, resulting in a blurring 
at the interfaces of the two components.

Additional boundary artifacts can appear when a gradient spin echo is used. 
Such an echo does not refocus the dephasing due to chemical shift differences. After 
excitation and during the entire echo time, TE, the two components precess at different 
resonance frequencies accumulating phase at different rates. The two components are in 
phase only if:

TE(in-phase) = ——  A.=0, 1, 2, 3,.... (3.8)
Aco

For any other values for the echo time, the signals from fat and water are out of phase at 
echo formation, and they become completely anti-phase for:

TE (out-of-phase) =—------ -— A.=0, 1, 2, 3,... (3.9)
Aco

At the interfaces of fat and water compartments, voxels are likely to contain a mixture of 
both components, therefore, if the in-phase condition is not fulfilled the two components 
can combine destructively, resulting in boundaries of low signal intensities [3.27, 3.28]. 
Recently it has been reported that, at 1.5T, gradient echo techniques gave an 
unacceptable level of chemical shift artifact in the imaging of lumbar spine [3.29].

When slice selection is performed by application of a frequency selective pulse in 
the presence of a magnetic field gradient, the misregistration of fat and water signals as 
given by Eqn. (3.7) can lead to non-planar slices and erroneous superposition of 
anatomical structures from different positions along the slice selection direction [3.30, 
3.31].
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3 .3  MRI T e c h n iq u e s  f o r  F a t  a n d  W a t e r  D i f f e r e n t i a t i o n

Many MRI methods have been proposed that create separate fat and water 
images or suppress contribution from one or the other. To distinguish between the two 
components, the techniques take advantage of one or more of their several different 
responses in NMR, such as relaxation times, chemical shift or scalar coupling, as well 
as other chemical and physical differences.

3 .3 .1  Methods Based on Relaxation Time Differences
A commonly used technique in clinical MRI is the Ti-nuU method [3.20, 3.32], 

which is based on the inversion recovery sequence. A 180* RF pulse initially inverts the 
magnetization and Ti relaxation causes it to increase from a negative value, passing 
through zero as it returns towards thermal equilibrium. If a 90’ read-out pulse is applied 
at a time when the net magnetization is passing through zero, no transverse component 
is generated and hence no signal results. Since Ti relaxation times of fat are usually 
much shorter than those of water in other tissues, the inversion time, TI, can be adjusted 
to minimize \  contribution to the total signal. As all the pulses are slice selective, the 
effect of the pulse sequence is confined within a single slice and therefore, data from 
several slices can be obtained within the same repetition time by repeating the same 
regime using different frequency offsets for all the pulses [3.33] (see also Fig. 3.6.B). 
There are no special demands on field homogeneity, hardware or data processing and 
the technique can be easily performed in any NMR imaging system.

Non-fatty tissues, however, tend to exhibit a wide range of longer Ti values
[3.8], and it is rather difficult to find an inversion time where all water signal would be 
eliminated. Therefore, in most cases the water Ti-null method is applied for fluid water 
attenuation only [3.34, 3.35], and then it is known as FLAIR (FLuid Attenuated 
Inversion Recovery). The long inversion time generally required, however, increases 
the overall repetition time, while it allows only a few slices to be accommodated within 
every repetition time. The number of slices acquired can be increased by employing 
more time-efficient multi-slice acquisition schemes. For example, the inversion pulses 
for a number of slices can be applied during the inversion time of the first slice, while 
the imaging part of the sequence for all the inverted slices follows subsequently as a set 
[3.33], Fig. 3.6.C. Alternatively, the inversion pulse and the read-out part of the 
sequence can be applied without any inversion time delay and are repeated for the 
number of times that can fit into the repetition time, ensuring that each inversion pulse 
does not correspond to the slice that the immediately following imaging sequence 
selects, but to a slice of a later read-out experiment, the duration of the intermediate 
number of experiments allowing for the desired inversion time [3.36], Fig. 3.6.D.
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Figure 3.6. Diagrammatic representation of various slice selection schemes for the IR 
sequence. Only the inversion and excitation pulses are shown, while the shaded box 
represents the rest of the imaging experiment. All pulses are slice selective. The 
numbers above each pulse and within the box indicate the slice number. (A) Single 
slice sequence. (B) Conventional multi-slice scheme. (C) and (D) Multiplexed multi
slice schemes.
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The Ti-null method is, however, most commonly used with short inversion 
times for fat suppression and in this case is known as STIR (Short inversion Time 
Inversion Recovery) [3.32]. STIR has become a very popular sequence in biomedical 
MRI since it not only suppresses the unwanted signal from fat but can also produce high 
Ti contrast for the remaining water signal. Due to the short inversion time, the overall 
imaging time is comparable to that of the conventional imaging experiments, though 
attempts have been made to decrease it even further by reducing the repetition time 
[3.37] and the tip angle of the excitation pulse [3.38]. A major limitation, however, is 
the necessity for prior knowledge or estimation of the fat Ti values which can be 
different in various anatomical locations or between different individuals [3.37]. 
Another drawback of the method is that the signal-to-noise ratio (S/N) may be greatly 
reduced relative to conventional spin echo images, as the water magnetization has 
partially relaxed when the 90* read-out pulse is applied. For example, in a clinical study 
[3.39], a STIR sequence with a repetition time of 1560 ms and an inversion time of 150 
ms was used to suppress signal from orbital fat (mean Ti of 215 ms) while imaging the 
optic nerve (white matter mean Ti of 385 ms) at 0.5T. It can be calculated that the S/N 
ratio for this STIR image is only 37% of that for a spin echo image at the same repetition 
time.

Discrimination between fat and water on the basis of the transverse relaxation 
time is not commonly used, as their range of Ti values in different tissue often overlap
[3.8]. Nevertheless, a conventional multi-echo sequence can be used to calculate Tz 
values for all the imaging voxels and thus discriminate between tissues of different Ti 
range by appropriately windowing the resulting Tz-calculated image [3.40]. In cases 
where the Tz values of the fat are known to be distinctively different from the 
surrounding tissues, this method may be used to produce separate fat and water 
distribution maps.

3 .3 .2  Chemical Shift Imaging
Separate fat and water images can be produced by a wide variety of pulse 

sequences that selectively image protons of a specific resonance frequency (chemical 
shift imaging), i.e. either protons from the water molecule or from the major groups of 
the fat molecule. It should be noted that a small proportion of adipose tissue does 
consist of water in the form of capillaries andjcollagen fibers. In a proton spectrum, this 
water accounts to the ~31% of the fat protons, and the same composition can be 
assumed for each fatty tissue imaging voxel [3.41].

A number of chemical shift imaging techniques use selective irradiation where a 
narrow-band frequency selective pulse is applied in the absence of any magnetic field 
gradient The frequency of the pulse and its spectral excitation profile can be adjusted to
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allow either the water or the fat protons to be on resonance. The pulse is thus made 
effective over the entire imaging volume for spins of only one of the chemical species. 
Another group of chemical shift imaging techniques takes advantage of the phase 
difference created by the different precession rates of the excited, chemically shifted 
species. Finally, techniques have been devised that distinguish between the two 
components by virtue of the chemical shift artifact in the frequency encoding or slice 
selection direction during a conventional imaging experiment

Selective Irradiation
A simple chemical shift imaging sequence using selective irradiation is shown in 

Fig. 3.7. The frequency selective 90" pulse applied in the absence of any gradient 
excites the spins of one of the two resonance peaks while slice selection is achieved 
during the refocusing 180* pulse [3.42]. Alternatively, chemical shift selection can be 
achieved during the refocusing pulse, with the 90* pulse being slice selective [3.43]. 
The effective difference between the two sequences is limited to hardware 
considerations. For example, eddy currents induced by switching off the gradients may 
degrade the static field homogeneity, thus necessitating a long delay prior to application 
of the chemical shift selective pulse. This delay can be more easily accommodated 
within the period \>e?o^e acquisition rather than the time TE/2 following excitation. 
Irrespective of the choice, two experiments are needed in order to create both fat and 
water images. If required, it is possible, however, to acquire both images during the 
same experiment, where water and lipid protons are excited sequentially by means of 
two frequency-selective 90* pulses at the appropriate frequency offsets. A single, slice- 
selective 180* refocusing pulse then generates two echoes, which occur with a time 
difference equal to the time separation of the excitation pulses [3.44]. The diagram of 
this pulse sequence is shown in Fig. 3.8. The two echoes appear in reverse order of the 
corresponding signal excitation, resulting in a differential T2 weighting of the two 
images. The major drawback of these methods is that they are single-slice: as the 
chemical shift selective pulse is applied over the entire imaging volume, the sequence 
can only be repeated for different slice frequency offsets after time for the required 
longitudinal relaxation has been allowed.

Selective irradiation can also be used to saturate the signal from one component. 
First, a frequency selective 90* pulse is applied in the absence of any gradient to 
selectively perturb the spins from the unwanted resonance into the transverse plane. The 
conventional spin echo, spin warp experiment that follows is experienced only by the 
spins left unaffected during the first part of the sequence [3.45]. Saturation can be 
enhanced by the application of a magnetic field gradient (spoiling or spoiler gradient) 
immediately after the chemical shift selective pulse, to rapidly dephase the undesired
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Figure 3.7. Simple chemical shift selective pulse sequence, where the chemical shift 
selection is achieved during radiofrequency excitation. The sequence selects a single 
slice and produces an image of either fat or water.
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Figure 3.8. Double-pulse chemical shift imaging sequence. Fat and water protons 
are excited separately by the two chemical shift selective pulses. The sequence is single 
slice, but it produces both fat and water images simultaneously, though differentially T2 
weighted as indicated by the two different echo times TEf (for fat) and TEw (for water).
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magnetization [3.46]. Finally, if the spin echo part of the sequence is repeated with 
different frequency offsets for the slice selective pulses, several slices can be obtained 
while spins with the unwanted chemical shift remain saturated [3.47]. It should be 
noted however, that as the saturated magnetization relaxes, it will gradually appear in 
later slices. It can be shown that the shorter the Ti values of the saturated component 
(e.g. in fat suppression), the more pronounced the differential suppression across the 
slices. This problem may create confusion in clinical studies, especially as slices are 
often selected not in their spatial order but in a "tirst-odd-then-even" mode. In order to 
avoid this problem, most clinical systems use a modification of the initial presaturation 
method, where the chemical shift selective pulse and the subsequent spoiling gradient 
are applied before every slice selection. The penalty is the slightly increased overall 
imaging time (or reduced number of slices) and additional RP power deposition.

Selective irradiation can be also employed in stimulated echo (STE) imaging. 
The stimulated echo is formed at the end of a 90*-TE/2-90*-TM-90*-TE/2 pulse 
sequence [3.48]. In a typical STE experiment, the magnetization is initially tipped into 
the transverse plane by a first 90* pulse and it dephases during the time interval TE/2, 
cKt the same time phase encoding is performed. The following 90* pulse rotates the 
magnetization in a plane parallel to the longitudinal axis. During the time interval TM the 
spins continue to precess (preserving the previously acquired phase information) while 
Ti relaxation occurs. The third 90* pulse rotates once again the plane of precession, and 
the magnetization refocuses to form the stimulated echo after a further time TE/2. Only 
the spins that experience all three pulses will contribute to the stimulated echo. In 
general, any of the three pulses can be made chemical shift selective [3.49], and a 
schematic diagram of one such pulse sequence with an extension to multiple slice 
imaging is shown in Fig. 3.9. The first pulse performs the selection of the desired 
component, while repetition of the last pulse at different slice frequency offsets results in 
a multi-slice data set of stimulated echo images. It should be noted that as the delay TM 
is different for the various slices, they will be differentially Ti weighted. Selective 
irradiation in STE imaging may offer an additional approach to multi-slice chemical shift 
imaging. However, the method is not always favourable for clinical applications 
because of the major drawback inherent in STE imaging, namely the fact that the 
stimulated echo has only half the signal intensity of the echo created by the equivalent 
spin echo experiment.

In all the figures that show diagrammatic representations of pulse sequences 
using selective irradiation (Fig. 3.7-3.9), the frequency selective pulse has been drawn 
as a shaped Gaussian [3.50], which excites a Gaussian shaped range of frequencies. It 
should be noted, however, that a variety of other frequency selective pulses exist 
Common examples include the long, weak rectangular [3.51] and the sinx/x (i.e. sine)
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echo

90"
chemical shift 

selective

90"

RF

TM (i)

TE/2 TE/2

g-siice

g-phase

g-frequency
N times, one for each slice

Figure 3.9. Stimulated echo pulse sequence for chemical shift imaging. The selection 
of the desired component is performed by the first, chemical shift selective pulse. 
Repetition of the last part of the sequence, within the box, for different pulse frequency 
offsets yields an N-slice set of images, each with a different TM, hence different Ti- 
weighted.
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shaped [3.52] pulse. However, these may cause irradiation of unwanted frequencies 
since both exhibit an excitation pattern with sidelobes that may extend far from 
resonance. Selective pulses specially tailored to match the line-shape of the component 
in question have also been presented [3.53, 3.54]. Frequency selection can also be 
achieved without the necessity for shaped radioffequency waveforms by the use of two 
or more short, rectangular pulses separated by an appropriate chemical shift evolution 
delay [3.55-3.57]. The simplest example of such a sequence involves the use of a 45x*- 
t-45x" pulse regime where the component of interest is placed on resonance and 
experiences a net 90" pulse whereas the resonance to be suppressed is allowed to evolve 
through 180" during T therefore returning to longitudinal magnetization on application of 
the second pulse.

Asymmetric Spin Echoes
A  large selection of chemical shift imaging techniques are based on "asymmetric" 

spin echo imaging sequences that use the phase difference induced in the excited spins 
of the two resonances, due to their different rates of precession. Fig. 3.10. In a 90"- 
TE/2-180"-TE/2 spin echo sequence, immediately after the 90" pulse water and fat 
protons are aligned, i.e. they are in-phase. Because of the difference in their resonance 
frequencies, however, water protons will precess faster than fat protons and in the time 
interval TE/2 water protons will be at a phase of A(j) = (TE Aco)/2 ahead of fat protons, 
where Aco is the difference of angular frequencies between fat and water protons as 
given by Eqns. (3.2) and (3.3). Application of the 180" pulse reverses their relative 
positions, effectively placing the water spins at a A(J) phase behind fat. The fast 
precessing water spins progressively diminish this phase difference, and all protons are 
once again in-phase exactly after a further time TE/2, at the centre of the spin echo. 
Subsequently, they dephase and rephase again and the time interval for the in-phase and 
out-of-phase conditions is given by Eqns. (3.8) and (3.9). More specifically, the first 
time the two components will be out of phase after the formation of the spin echo is 
given by:

Ax = —  (3.10)
Aû)

In order to create separate fat and water images, a spin echo imaging sequence 
can be used where the time delay between the refocusing 180" pulse and the acquisition 
is varied [3.58,3.59]. The sequence is repeated twice and two images are collected. In 
the first image, acquired using the conventional spin echo mode (symmetric spin echo), 
fat and water protons are in-phase and the signal is the sum of both components.
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Figure 3.10. The phase difference induced in the excited spins of fat (f) and water 
(w) as they precess at different frequencies. Immediately after the equilibrium 
magnetization (A) is excited, both components are in phase (B). As the system evolves 
and the water protons precess faster than the fat protons a phase difference appears (C) 
and at a time Ax, or odd multiples thereof, the relative phase difference between fat and 
water magnetization is 180* (D).
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Considering Eqn. (2.48), the signal intensity (e.g. phase corrected real part of the spin 
echo FT) can be expressed as:

I(symmetric) =  K (w ) p (w )  +  K (f) p (f )  (3 .1 1 )

where p(f) and p(w) are the proton densities of fat and water, respectively, while K(w) 
and K(f) encompass the constant C of Eqn. (2.48) and exponential terms that relate to 
the relaxation characteristics of each component In the second experiment, the effective 
echo time is TE+Ax (asymmetric spin-echo experiment), so that the fat and water 
magnetizatioijare 180* out of phase. Assuming on resonance condition with the water 
spins, the resulting signal can then be expressed as:

I(asymmetric) =  K (w ) p (w ) -  K (f) p (f) (3 .1 2 )

Adding or subtracting the two images thus yields a water-only or fat-only image, 
respectively:

I(symmetric) + I(asymmetric) = 2 k (w ) p (w ) (3.13a)
I(symmetric) — I(asynunetric) =  2  K (f) p (f) (3 .1 3 b )

Problems with this technique may arise from inhomogeneous magnetic fields 
and magnetic susceptibility differences within the object, as well as flow and diffusion, 
all of which induce further regional phase differences. In order to overcome these 
problems, the data from the two experiments can be represented in magnitude mode 
prior to addition and subtraction. This, however, suffers from the "absolute value" 
artifact, where the data set that results from summation is always an image of the 
component which gives the stronger signal for each individual voxel. Similarly, the data 
set that results from subtraction depicts the component within each voxel that gives the 
weaker signal. For example, if Q represents the stronger signal and q the weaker signal, 
irrespective of the component, then q < Q, and assuming magnitude representation, 
Eqns. (3.11) and (3.12) yield:

ll(symmetric)l = Iq+ ql = Q + q (3.14a)

ll(asymmetric)l = IQ -  ql = Iq —QI = Q — q (3.14a)

Upon data summation or subtraction, Eqns (3.14) yield:
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ll(symmetric)l +  ll(asymmetric)l = 2 Q (3.15a)

ll(symmetric)l — ll(asymmetric)l = 2q (3 .1 5 b )

To overcome this difficulty, various algorithms have been proposed to phase 
correct the original data, so that the asymmetric echo technique can be successfully used 
even in cases with regional field inhomogeneities and without employing magnitude 
mode representation. One such method involves acquiring an additional asymmetric 
spin echo corresponding to a 360" phase evolution between the two components [3.60]. 
Any phase differences between this additional image and the symmetric spin echo 
experiment are due exclusively to factors other than chemical shift, and they can be used 
for correction of the initial data sets. Similarly, phase errors can be recovered by 
information obtained when comparing the asymmetric echo corresponding to a 180" 
phase difference with an additional asymmetric echo that corresponds to a -180" (or 
270") phase difference [3.61]. Another technique determines the cause of phase 
changes based on the assumption that the field inhomogeneity (which is the primary 
cause of phase errors) varies smoothly over the image, whilst the boundaries between 
areas of fat and water cause sharp phase changes [3.62].

Another drawback of the asymmetric spin echo technique is that the overall 
imaging time required is at least double that of the conventional imaging methods, even 
in the case where only one of the components is of interest. To address this problem, 
multiple echo modifications have been proposed that allow for both in-phase and 
opposed-phase images to be acquired within the same experiment, thus reducing the 
imaging time of the conventional asymmetric echo technique by a factor of 2 [3.63, 
3.64].

Methods Based on Chemical Shift Artifacts
Several methods have been devised that create separate fat and water images by 

utilising any of the various kinds of chemical shift artifact. A first group of techniques 
considers the relative displacement of fat and water signals along the spatial direction 
which is encoded during acquisition. Reversing the direction of the gradient involved 
causes the displacement to appear in the opposite direction. Separate fat and water 
images can then be obtained by data manipulation which involves subtraction of the two 
data sets, shifting to account for the relative chemical shift displacement and adding them 
back to the original sets. The method, first applied to projection reconstruction imaging 
[3.65, 3.66] and then demonstrated for the conventional spin warp experiment [3.67], 
requires linear magnetic field gradients and extensive data manipulation, which may
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include iterative processes that can result in noise accumulation and registration errors 
[3.67].

The idea of the gradient reversal can also be implemented in the slice-selection 
direction [3.68, 3.69]. In a conventional spin echo experiment and because of the 
chemical shift separation between the two components, the slice where fat protons are 
excited is displaced with respect to the slice where water protons are excited, and this 
displacement is given by Eqn. (3.7). Increasing the static magnetic field strength causes 
an increase in the relative displacement to such an extent that, for certain values of the 
frequency bandwidth of the slice selective pulses, fat and water protons can be excited in 
completely separate slices where the "fat-slice" corresponds to lower slice-selection 
gradient values. If AFp is the frequency bandwidth of the slice selective pulse (in Hz), 
the threshold condition for selecting fat and water in slices that do not overlap is 
expressed by:

AFp ^ ^  (3.16)

or, using Eqn. (3.3):

AFp 10'̂  (3.17)

If the slice-selection gradient is reversed during the 180* pulse, fat and water protons 
will again experience the pulse in separate slices, only this time the "fat-slice" will be in 
the reverse direction (always corresponding to lower slice-selection gradient values). 
By properly adjusting the transmitter frequency for the 180* pulse, one of the chemically 
shifted species is irradiated in two different slices by the 90* and 180* pulse 
respectively, while the spins of the remaining chemical shift are affected within the same 
slice by both pulses. Only the spins that experience both pulses are refocused during 
acquisition, while signal from the other component is eliminated. The technique 
requires good static field homogeneity and gradient linearity and can function in a multi
slice mode.

Spectroscopic Imaging
In the group of chemical shift imaging methods one should also include 

spectroscopic imaging sequences where a complete NMR spectrum is obtained from 
each imaging voxel and a spatial map of any of the spectral lines can be reproduced 
[3.70, 3.71]. A diagram of such a sequence is shown in Fig. 3.11, where spatial 
encoding within the selected slice is performed by two independently incremented phase
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90” 180“ echo
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g-slice . J

g-phase
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Figure 3.11. Pulse sequence for 2D spectroscopic imaging. The spatial encoding 
within each slice is achieved by two independently stepped phase-encoding gradients 
and the signal is acquired in the absence of any gradient, thus giving spectral 
information for each imaging voxel.
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encoding gradients. The signal is acquired in the absence of all gradients and, on three- 
dimensional Fourier transformation, gives the spatial distribution of each spectral line. 
Spectroscopic imaging techniques, although providing extra spectral information, tend 
to require long imaging times to achieve acceptable spatial resolution. Such techniques 
can be justified when mapping of several resonance frequencies is required but they are 
not favoured for differentiation of simple, two component fat and water systems.

3 .3 .3  Coupled Spin Imaging
To overcome the requirement for both good static field homogeneity and high 

spectral resolution in many chemical shift imaging methods, a number of techniques that 
exploit the field independent parameter of scalar coupling (J) between protons in some 
groups of the fat molecule have been reported. The splittings in the fat peak due to 
proton spin-spin coupling have a mean frequency difference of J=7 Hz. Following a 
90* excitation pulse coupled spins precess at different rates (difference of 2tiJ in radians) 
in a similar way as that described in Fig. 3.10. Provided that a refocusing 180* is 
experienced by all coupled spins in question, the spin-spin coupling is not affected and 
the dephasing of the coupled spins continues during the entire echo time in a 
conventional spin echo sequence [3.72]. Following Eqn.(3.9), at echo times given by:

251+1
TE(out-of-phase) = -̂ j  X=0, 1 ,2 ,3 , ... (3.18)

the two frequency components of the coupled spins are exactly out of phase and they 
cancel each other. At any other time they produce a net vector sum, the maximum being 
when they are exactly in phase, i.e. for echo times being an integer multiple of 1/J, see 
Eqn. (3.8). It is apparent that subtraction of two conventional spin echo images 
acquired with two different echo times to correspond to the in-phase and out-of-phase 
condition for the coupled spins results in an image of the distribution of coupled spins. 
Both in-phase and out-phase images can be acquired in one sequence repetition using a 
four echo, multiple echo sequence [3.73]. Although the resulting coupled spin image 
gives the spatial distribution of fat, S/N is relatively poor as only a fraction of the fat 
protons contribute to the image. Furthermore, as the echo time for the in-phase 
condition must be at least of the order of ~ 150 ms (i.e. 1/J, for a mean J of 7 Hz), the 
S/N can be further degraded due to T2 relaxation.

More elaborate pulse schemes have also been used to exploit the phenomenon of 
multiple quantum coherence transfer in order to suppress the signal from water and other 
non-coupled spins [3.74-3.76]. But as with the previously mentioned method, the fat 
images are derived by difference techniques whether by direct subtraction of image data 
sets or phase cycling of the receiver to leave only the desired component. Therefore
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these methods are inherently sensitive to problems relating to motion and dynamic 
range. Finally, a water image can only be produced indirectly through further data 
manipulation.

3 .3 .4  Methods Based on Other Physical Param eters
In addition to conventional fat/water differentiation techniques discussed so far, 

there have been other recent MRI studies that explore chemical and physical differences 
of the two components. In a study reporting the first MR images of natural abundance 
carbon-13 (C-13) in biological tissues [3.77], images from an oxtail were shown to 
closely correlate with fat-only, proton images. However, the limitations connected with 
C-13 MRI, which include low sensitivity, low concentration and coupling, may prohibit 
its extensive use for fat imaging. A more recent, promising approach that involves the 
use of diffusion weighted imaging to suppress the mobile tissue water relative to less 
mobile lipids has been reported. The technique has been used to produce MR images of 
lipid deposits in atherosclerotic lesions of excised human aorta [3.78].

3 . 4  D i s c u s s i o n

Fat and water imaging by magnetic resonance techniques is now commonplace 
in the clinical environmenc The Ti-null technique is commonly used in clinical imaging 
of various organs and regions, such as the musculoskeletal system [3.79]. Asymmetric 
spin echo methods are also popular, recent examples being the imaging of prostatic 
tumours [3.80] and the studies of bone marrow in Hodgkin's disease patients receiving 
radiotherapy [3.81]. Selective irradiation methods for chemical shift imaging generally 
require longer imaging time since most of them are single slice protocols, therefore they 
are not extensively used. However, selective presaturation can function in a multi-slice 
mode, and has therefore been used to suppress fat in a variety of clinical studies, for 
example in the imaging of focal liver disease [3.82]. It has also been reported as a 
useful tool for differentiating benign lipomas from malignant tumours on the basis of 
their fat content [3.83]. Coupled spin filtration techniques, although not widely used, 
have been applied to studies of the nervous system during demyelinating disease [3.17]. 
With the advent of high field systems, the principle of gradient reversal in the slice 
selection direction in order to select fat and water in two different slices has recently 
become more popular. It has already been shown to be particularly useful for lipid 
suppression in MR angiography [3.84]. However, no individual method has yet proven 
to be successfully applicable to all anatomical regions and on every system 
configuration. Table 3.1 summarizes the different groups of methods for fat and water 
differentiation and highlights the major advantages and disadvantages of each regime.
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A potential approach to multi-slice chemical shift imaging is the use of the 
recently designed two-dimensional pulses which select both a desired slice thickness and 
the required chemical shift simultaneously using an elaborately shaped radiofirequency 
pulse in the presence of an oscillating magnetic field gradient [3.85]. Hybrid techniques 
that combine the asymmetric spin echo experiment with an inverting pulse [3.86] or 
frequency selective irradiation [3.87] have been proposed to enhance the suppression of 
both fat and motion artifact, although they may compound the limitations of each 
individual method. Two related pulse sequence schemes have recently been proposed to 
completely cancel the signal from fat tissue (as opposed to fatty cells only) [3.41]. This 
study takes into account the fact that the water protons of fatty tissue amount to 
-31% of the total fat protons for each fatty tissue imaging voxel. Partial chemical shift 
selective inversion of the fat resonance creates inverted fat magnetization equal in 
magnitude but with opposite sign to the water component in the same voxel. 
Alternatively, fast repetition of the selective, partial inversion pulse creates a steady-state 
condition for the fat magnetization (see also Appendix 2) with a value equal to the water 
component of the same voxel. A subsequent asymmetric spin echo experiment adjusted 
to correspond to the out-of-phase condition cancels the signal from fatty tissue.

As high magnetic field strength systems are becoming more popular, the need 
for fat and water differentiation in order to avoid chemical shift artifacts is increasing. 
At the same time, the improved spectral resolution favours chemical shift imaging 
techniques, although the additional imaging time often required still imposes limitations. 
Hence, future prospects lie with the combination of chemical shift selection with high 
speed imaging techniques. Such sequences have already been proposed [3.88-3.91] 
and their further investigation and application to elucidate the extent of disease in 
mankind will dictate their long term popularity. Inevitably, different regimes will be 
optimal for the observation of different conditions.
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TABLE 3.1

METHOD PROS CONS

Ti-nuU Method * no special requirements for * not true fat- or water-only
[3.20, 3.32] high or homogeneous static images, but suppression

magnetic field of component with certain Tl

* multiple-slice * prior knowledge/estimation

* high Tl contrast ofTl values required 

* may result in ooor S/N

T2-calculated Images * no special requirements for * not true fat- or water-only
[3.40] high or homogeneous static images, but images of

magnetic field components with certain T2
* multiple-slice * range of T2 values for fat and 

water often overlap

Selective Excitation * true fat- or water-only images * requires static field high and
[3.42-3.44] homogeneous enough to 

resolve the two resonances 

* single-slice

Selective Excitation Using * true fat- or water-only images * requires static field high and
Stimulated Echo Imaging * multiple-slice homogeneous enough to
[3.49] resolve the two resonances

* differential Tl weighting 

across the slices

* inherent ixx)r S/N

Selective Suppression * true fat- or water-only images * requires static field high and
[3.45-3.47] * multiple-slice homogeneous enough to 

resolve the two resonances 

* may result in differential 

suppression across the slices

Table 3.1 continued...
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METHOD PROS CONS

Asymmetric Spin-Echo 
[3.58]

* true fat- or water-only images

* lower static field requirements 

than most other chemical shift 

imaging techniques

* multiple-slice

* phase-correction algorithms, 

relatively extensive post

processing which may result in 

degradation of the image 

motion artifacts

* at least two experiments 

required even if only one 

component is of interest

* may suffer from dynamic range 

problems_________________

Asymmetric Multiple-Echo 
Spin-Echo [3.63]

* true fat- or water-only images

* lower static field requirements 

than the other chemical shift 

imaging techniques

* multiple-slice

* inherent Bo information 

available for phase-correction

* phase-correction algorithms, 

relatively extensive post

processing

* data-manipulation may result 

in degradation of the image by 

motion artifacts

* may suffer from dynamic range 

problems_________________

Gradient Reversal in Slice 
Selection Direction [3.68]

* true fat- or water-only images

* multiple-slice

* requires static field high and 

homogeneous enough to 

resolve the two resonances

* requires gradient linearity

* slice number and thickness 

limitations ______

Table 3.1 ...continued...
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METHOD PROS CONS

Spectroscopic Imaging 
[3.70, 3.71]

* true fat- or water-only images

* multiple-slice

* extra spectral information

* requires static field high and 

homogeneous enough to 

resolve the two resonances

* longer imaging times to 

achieve the same spatial 

resolution

* relatively extensive post
processing (3D)

Coupled-Spin Imaging 
[3.73-3.76]

* no special requirements for 

high or homogeneous static 

magnetic field

* data-manipulation may result 

in degradation of the image by 

motion artifacts

* may suffer fiom dynamic range 

problems
C-13 Imaging 
[3.77]

* water-excluded images * inherent limitations, such as 

low sensitivity, low 

concentration, scalar coupling

* no water-only images

Diffusion-Weighted 
Imaging [3.78]

* fat images

* multiple-slice

* poor S/N

* motion artifact

* no direct water-onlv images

Table 3.1. A summary of the main advantages and disadvantages of conventional 
magnetic resonance imaging techniques for fat and water differentiation.

The "title" for each subcategory is followed by the original 
references relating to that method.
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CHAPTER 4

"SLICE CYCLING" TECHNIQUES FOR THE CHEMICAL 
SHIFT SELECTIVE PRESATURATION SEQUENCE

4 . 1  In t r o d u c t i o n

Selective presaturation chemical shift imaging is a popular method for fat and 
water differentiation in clinical MRI, as it provides water or fat suppressed multi-slice 
data sets in an overall imaging time comparable to that of the conventional spin echo 
experiment. The multi-slice version of the method was initially proposed [4.1] as 
shown in Fig. 4.1, with a single presaturating pulse followed by a series of spin echo 
experiments for different slice offsets, and will be refered to as PRESAT-1 hereafter. 
However, the major limitation of this technique is that as the saturated magnetization 
relaxes, it gradually re-appears in later slices. This differential suppression across the 
slices is most pronounced for short Ti components, for example fa t The problem 
becomes more complex, when, in order to minimize saturation effects due to possible 
overlapping of adjacent slices, the slices are selected not in their spatial order but in a 
"first-odd-then-even" mode. Furthermore, differential suppression can be a major 
problem for certain image processing algorithms, such as contour detection and 
segmentation techniques that are based on thresholding [4.2]. In such applications, 
reduction of intense signals is often desired to avoid dynamic range problems, but 
differential variation of the suppression imposes limitations to the threshold values used 
to characterize and follow different contours and structures across slices.

In order to avoid this differential suppression, most clinical systems use a 
modification of the sequence, shown in Fig. 4.2, and refered to as PRES AT-2 hereafter. 
In this sequence the chemical shift selective pulse and the subsequent spoiling gradient 
are applied before every slice selective spin echo experiment, thus ensuring the same 
suppression of the unwanted component across the slices. The sequence, however, has 
two limitations:

(i) It can result in increased imaging time (or, alternatively, less slices available), due 
to the extra time required for presaturation pulses and gradients prior to each slice 
selection. The minimum duration of this presaturation is typically in the order of 
10-20 ms. For example, a Gaussian pulse with a frequency bandwidth of 
approximately 4 ppm is in the range of 2-20 ms, for static magnetic fields of 4.7-
0.5 T, respectively. The minimum possible duration of the spoiling gradient can 
be calculated considering the minimum gradient time integral required to create a



84

90° echo180“

RF

g-slice

g-phase

g-frequency
N  tim es

Figure 4.1. Pulse sequence diagram for the PRESAT-1 method. The initial chemical 
shift selective pulse and the subsequent spoiler gradient saturate the unwanted 
component. A series of spin echo experiments follow to select different slices.

echo180°90° 90°

RF

g-slice

g-phase

g-frequency
N  tim es

Figure 4.2. Pulse sequence diagram for the PRESAT-2 method. The saturating 
chemical shift selective pulse and the subsequent spoiler gradient are repeated before 
each one of the spin echo experiments performed to select different slices.
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spread of magnetizadon phases that average to zero over the size of the voxel in 
the direction of the gradient application. In proton imaging, for a typical example 
of 1mm voxel dimension in the direction along which the spoil gradient is applied, 
and a gradient strength of lOmT/m, the minimum spoil gradient duration is 
approximately 2.5 ms. Therefore, a typical duration for the presaturation part is 
usually less than 30-40% of the total sequence duration when a spin echo regime 
is employed (assuming typical echo times of 30 ms and longer). In a gradient 
echo experiment, however, with a typical echo time of 10 ms, repetition of the 
presaturation part prior to each slice selection effectively doubles the sequence 
duration.

(ii) The second limitation of the PRESAT-2 sequence concerns the extra power 
dissipated in the sample due to the additional pulses. This power is proportional 
to the square of the tip angle of the pulse [4.3, 4.4]. Assuming that the duration 
of the chemical shift selective pulse is similar to the slice selective ones, repetition 
of the saturating pulse prior to each slice selection accounts for the ~ 17% of the 
total RF power deposition when a spin echo is employed. However, if a gradient 
echo experiment is performed, the presaturating pulses represent 50% of the total 
power dissipated, which may be unacceptable.

In this chapter, two slice selection cycling procedures are proposed for the 
PRESAT-1 sequence that reduce the differential suppression across the slices without 
use of additional saturation pulses. Both techniques take advantage of the additional 
repetitions of the sequence often required to enhance signal-to-noise ratio in high 
resolution imaging, and to allow for phase cycling procedures (see Appendix 1). The 
principle of the proposed methods is that in every sequence repetition, the slice selection 
order is altered. The result is that the differential suppression is "distributed" differently 
across the slices, and is eventually "smoothed out" after signal averaging. The proposed 
slice cycling schemes are particularly beneficial in high resolution imaging where many 
averages are generally required. In such cases a large number of slices is usually 
desired (to give a similarly high resolution in the slice selection direction), while gradient 
echoes are often employed to keep the overall experimental time within reasonable 
limits. In such cases, PRESAT-2 would result in significant increase of both 
experimental time and power deposition. In this study, the proposed cycling procedures 
are evaluated using phantoms and compared to the two conventional presaturation 
schemes, for both water and fat suppression.



86

4 . 2  T h e o r e t i c a l  An a l y s i s

The longitudinal magnetization Mz(t) at time t after a 90* pulse can be calculated 
by integrating Eqn. (2.13), and is given by:

Mz(t) = Mo [1 -e x p (-;^ )]  (4.1)

where Mo and Ti are the thermal equilibrium magnetization and the longitudinal 
relaxation time, respectively. (A more detailed treatment for the general case of 
longitudinal magnetization after a train of (3* pulses is given in Appendix 2.)

Consider a set of N slices with spatial position indicated as 1,2, 3 , . . . ,  n , ..., 
N. For simplicity, it is assumed that the slices are selected in their spatial order and not 
in the "first-odd-then-even" mode. Applying Eqn. (4.1) for the initially saturated 
component in the PRESAT-1 sequence of Fig. 4.1, the relaxed longitudinal 
magnetization Mi(n) at the beginning of the nth subsequent spin echo experiment which 
corresponds to the nth slice is given by:

Mi(n) = Mo [1 -  exp(- —  (4.2)

where Ts is the interval between the presaturating pulse and the excitation pulse in the 
following spin echo experiment, TE the echo time and To the delay between successive 
spin echo experiments. In theory, no extra delay is required between signal acquisition 
and the next 90* pulse, therefore To should be equal to the second half of the acquisition 
time. In practice, however, it is possible that a considerable delay between successive 
experiments is required to allow, for example, for data transfer or balancing the RF 
channel duty cycle. The delay Ts is at least equal to the spoil gradient duration, although 
it may be longer in order to ensure that any eddy currents from switching off the spoil 
gradient will not degrade the selection of the following slice. Figure 4 .3 .A  shows 
Mi(n) plotted as a function of the number of spin echo experiments, i.e. number of 
slices, for a set of timing parameters also used in the experimental evaluation that 
follows: T s=25 ms, T E =30 ms, Td=30 ms, and T i= 2 8 0  ms. The variation in the 
relaxed longitudinal magnetization across the slices is even more complicated, and 
therefore confusing, if the "first-odd-then-even" slice selection scheme is assumed, as 
shown in Fig. 4 .3 .B . In P R E S A T -2 , by comparison, the recovered longitudinal 
magnetization of the saturated component is the same for every slice and depends only 
on its Tl value and the time interval Ts:

M(n) = Mo [ 1 -  exp(- ̂ ) ]  (4.3)
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Figure 4.3. The residual longitudinal magnetization of the initially saturated 
component of 280 ms Ti, as a fraction of its thermal equilibrium value Mo, plotted 
against the slice number for PRESAT-1 and P R E SA T -2 sequences (Ts=25 ms, T E =30  

ms, and T d=30 ms). (A) The slices are selected in their spatial order. (B) The slices 
are selected in a "first-odd-then-even" fashion. Note that the plots are meaningful at 
discrete points only, the lines have been drawn for clarity.
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From Eqn. (4.2) it is apparent that the initially saturated magnetization recovers 
exponentially across the slices. However, Fig. 4.3.A indicates that during the first few 
slices the re-growth of the magnetization can be approximated with a linear function. 
This can be also be shown mathematically using the Taylor expansion theorem, 
according to which an exponential function can be expanded o-s a MacLaurin series. 
Assuming that the absolute value of the exponent is much less than 1, the exponential 
can then be approximated by a linear function:

exp(x) ~ 1 + X Ixl « 1 (4.4)

Using Eqns. (4.2) and (4.4), the longitudinal magnetization prior to the nth slice is 
given by:

Ml(n) = Mo (4 .5)

where it is assumed that:

Ts + (n-1) (TE+Td) « Tl (4.6)

For a given set of riming parameters there can exist a limited number of slices, for which 
the condition (4.6) is satisfied. For the example of Fig. 4.3, condition (4.6) is satisfied 
for the first 3-4 slices (with an error in the value of the relaxed longitudinal 
magnetization of -4.4% for the 1st slice, -16% for the 2nd, -28% for the 3rd, and 
-41% for the 4th). For another typical example of Ts=20 ms, TE=30 ms, and negligible 
To, the recovery of a saturated component of Ti=500 ms could be considered linear, 
with some approximation, through a 10 slice data set (with an error of -2% for the 1st 
slice, -15% for the 5th, and -32% for the 10th slice).

Assuming that condition (4.6) is satisfied, consider repeating the same 
experiment, with the temporal order of slice selection reversed, that is, the last slice is 
selected first and so on. If n always indicates the spatial position of the slices, the 
longimdinal magnetization of the saturated component in the beginning of the experiment 
for the nth slice can be calculated using Eqn. (4.5):

M2(n) = Mo (TE+Td) (4.7)
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where N is the total number of slices. Adding the signal of the two experiments yields a 
constant residual signal for the saturated component across all slices, and this is 
indicated by the relaxed longitudinal magnetization:

M i(n) + M2(n) = Mo + Mo (TE+Td) ^

= MO 2 î l ± M n i ± Ï 2 )  (4 .8)

which is independent of n. As before, Eqn. (4.8) holds only when the inequality (4.6) 
is fulfilled, for example, for the 10-slice data set of the numerical example given above 
(saturated component of T i= 5 0 0  ms, T s=20 ms, T E = 30 ms, and negligible To). Even 
then, some variation across the slices should still be expected, due to the approximation 
inherent in Eqn. (4.5). For this particular example, the result of the proposed slice 
cycling procedure is shown in Fig. 4.4, where the recovered longitudinal magnetization 
of the saturated component is plotted against the number of slices. For comparison, the 
result of the PR E SA T -2 method has also been plotted. It is apparent that the proposed 
slice cycling procedure smooths out the variable suppression across the slices. For this 
example, there is an increase of the residual magnetization from 4% in the first slice up 
to 44% in the 10th slice for the PRESAT-1 sequence. Using the same sequence and the 
proposed slice cycling procedure, the suppression varies only from 24% to 26.5%. The 
penalty, however, is a significant increase in the mean value of the relaxed magnetization 
as compared to the PR ESA T-2 sequence. For the example of Fig. 4.4, the residual 
magnetization in PRESAT-2, as calculated using Eqn. (4.3), is only 4%, while the mean 
residual magnetization using PR E SA T -1 and the proposed slice cycling procedure is 
25.5%.

If the linear condition is not satisfied, it is expected that the proposed cycling 
procedure will still reduce to a certain degree the variation of the saturated component. 
Figure 4.5 shows the procedure for a 12-slice set for the tinting parameters of Fig. 4.3,
i.e. Ts=25 ms, TE=30 ms, Td=30 ms, and Ti=280 ms, where the linear approximation 
can be made within a -30% error only for the first 3 slices. For this example, the 
residual magnetization varies from 8.5% in the first slice up to 91.5% in the 12th slice 
for the PRESAT-1 sequence. Using the same sequence and the proposed slice cycling 
procedure, the range becomes 50%-71.5%, which, while reduced, is still significanL 
Compared to the residual magnetization of 8.5% in the PRESAT-2 method, the slice 
cycling procedure results in a residual magnetization with a mean value of 63.5%.

The least possible variation of the residual magnetization can be ensured by 
applying the slice cycling procedure well within the linear region of the exponential
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magnetization re-growth curve. This can be achieved by estimating the number of slices 
that correspond to this region for every particular parameter set and applying a saturating 
pulse prior to every such set of slices. Such a hybrid presaturation scheme, however, 
would still result in increased imaging time and extra RF power deposition compared to 
PRESAT-1. As an alternative, a 4-repetition slice cycling procedure is proposed for the 
PRESAT-1 sequence, which can be combined with the commonly used 4-step 
CYCLOPS phase cycling procedure described in Appendix 1. In this procedure the total 
number of slices is divided into four sub-sets. Fig. 4.6.A. The exponential 
magnetization re-growth curve is, therefore, divided into four corresponding sub- 
regions, Fig. 4.6.B, and each one of them can be approximated with a linear function. 
Then, for each sequence repetition the slice selection order is arranged so that by the end 
of the complete sequence all four slice sub-sets have experienced each one of the four 
linear sub-regions of the exponential curve (and each one of the phase cycling steps). 
Table 4.1 summarizes the 4-step slice cycling procedure for the case of a 12-slice data 
set.

T A IJLE 4.1

order of slice 
selection

1st repetition 2nd repetition 3rd repetition 4th repetition

1 1 (1) 12 (12) 4 (7) 9 (6)
2 2 (3) 11 (10) 5 (9) 8 (4)
3 3 (5) 10 (8) 6 (11) 7 (2)
4 4 (7) 9 (6) 1 (1) 12 (12)
5 5 (9) 8 (4) 2 (3) 11 (10)
6 6 (11) 7 (2) 3 (5) 10 (8)
7 7 (2) 6 (11) 10 (8) 3 (5)
8 8 (4) 5 (9) 11 (10) 2 (3)
9 9 (6) 4 (7) 12 (12) 1 (1)

1 0 10 (8) 3 (5) 7 (2) 6 (11)
11 11 (10) 2 (3) 8 (4) 5 (9)
12 12 (12) 1 (1) 9 (6) 4 (7)

TABLE 4.1. The slice selection order for each of the four repetitions of the 4-step 
slice cycling procedure, for the normal (outside the parentheses), as well as the 

"first-odd-then-even" (within the parentheses) slice selection schemes.
The numbers indicate the spatial position of the slices.



93

1 2 3 4 5 6 7 8

1st 2nd 3rd

slice sub-sets

B

o

4 th
s u b - r e g i o n

1st
s u b - r e g io n

2 n d
s u b - r e g io n

3 rd
s u b - r e g i o n

1.0 —o

0.0
200 5 10 15

slice temporal order

Figure 4.6. (A) The total number o f slices divided into 4 sub-sets when the slices are 

selected in their spatial order. In the case o f "first-odd-then-even" fashion, the division  

into the sub-sets assumes the temporal slice order, and the 1st, 2nd, 3rd and 4th sub

sets w ould respectively  be {1 ,3 ,5 ,7 ,9 } , (1 1 ,1 3 ,1 5 ,1 7 ,1 9 } , (2 ,4 ,6 ,8 ,1 0 } , and 

( 12.14,16,18,20}. (B) The exponential magnetization re-growth curve for a saturated 

component o f 280 ms Ti (Ts=25 ms, TE=30 ms, and Td= 30 ms) showing the four sub- 

regions between the vertical dashed lines.



94

For the parameter set of Ts=25 ms, TE=30 ms, Td=30 ms, Ti=280 ms and 12 
slices , the results of the proposed 4-step slice cycling procedure are shown in Fig. 4.7, 
where the relaxed longitudinal magnetization of the saturated component is plotted 
against the slice number for the four sequence repetitions and their sum. For 
comparison, the result of the PRESAT-2 method has also been plotted. The maximum 
variation of residual magnetization for the PRESAT-1 with the 4-step slice cycling 
procedure is now reduced to 59%-67.5%, compared to the 50%-71.5% range of the 2- 
step cycling scheme. When compared to the residual magnetization of 8.5% in the 
PRESAT-2 method, this slice cycling procedure results in the same mean residual 
magnetization of 63.5%, as the 2-step cycling scheme. Finally, the result of the 
proposed 4-step slice cycling procedure for the example of Ti=500 ms, Ts=20 ms, 
TE=30 ms, and negligible To is shown in Fig. 4.8, for a 12-slice data set. The variation 
of residual magnetization across the slices ranges from 28.6% to 30%.

Although the proposed slice cycling procedures reduce significantly the variation 
of the residual magnetization across the slices, the mean value of this residual 
magnetization (which depends on the parameter set) is still considerably higher than in 
the PRESAT-2 method. This may not be a major problem when only reduction of fat or 
water signals is required in order, for example, to overcome dynamic range problems. 
However, if maximum possible suppression of the unwanted component is desired, the 
proposed 4-step slice cycling procedure can provide the necessary information so that 
"masking" post-processing techniques can be employed to null the signal from the 
unwanted component.

Such an algorithm can be based on the fact that although the signal of the 
saturated component in each slice changes considerably for every repetition of the 4-step 
procedure, the signal from the component which is not saturated should remain 
constant Thus if the signal intensity from two different repetitions of the 4-step cycling 
procedure is compared in a pixel-by-pixel basis, the pixels that show the same signal 
intensity (within a predetermined range of values to account for variations due to noise) 
have contribution from the unsaturated component only. A difference between the 
intensities of the pixels larger than the predetermined threshold indicates contribution 
from the saturated component. For the algorithm to be successful, the maximum 
possible change in the signal intensity of the saturated component is desired. This 
occurs when the first and the last sub-regions of the exponential re-growth curve are 
considered. For a cycling scheme such as that in Table 4.1, this maximum change 
corresponds to the 1st and 2nd sequence repetition for the 1st and 4th slice sub-sets, and 
to the 3rd and 4th sequence repetition for the 2nd and 3rd slice sub-sets. The post
processing, therefore, involves a computer program whose input is the separate images 
derived from the 4 steps of the cycling procedure, and the sum image, while the output
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is a corrected image. For each slice a decision is made as to which slice sub-set it 
belongs, and then a signal intensity comparison is performed on a pixel-by-pixel basis 
considering the pair of images with the maximum difference in the saturated 
magnetization as described above. If the signal intensity of the equivalent pixels is the 
same, to within a range of values determined by the noise, then the corresponding 
"mask" pixel is set to 1, indicating a pixel with no contribution from the saturated 
component If the difference between the intensities of the compared pixels is more than 
the threshold, then the "mask" pixel is set to 0. The sum image is then multiplied pixel- 
by-pixel by the "mask" image, leaving unaffected the pixels of the desired magnetization 
component, while setting to zero ("masking") those pixels which have contributions 
from the saturated magnetization.

4 .3  E x p e r im e n t a l  M e t h o d s

The proposed slice cycling procedures were evaluated for their ability to smooth 
out the variation of the suppression across the slices in the PRESAT-1 method using a 
two-compartment phantom. The study was performed on a SISCO-200 NMR imaging 
spectrometer (Spectroscopy Imaging Systems Corporation, Fremont, California), 
equipped with a 4.7 T, 33 cm bore superconducting magnet (Oxford Instruments Ltd, 
Oxford, UK), and the HP AGI 8 SISCO magnetic field gradient set (100 mT/m, 18 cm 
inner diameter). An imaging coil with an inner diameter of 8 cm was used.

The phantom consisted of a glass tube (~1 cm outer diameter, -3.5 cm height) 
inside a glass beaker (-2.5 cm outer diameter, -3.5 cm height). The inner tube 
contained distilled water doped with -0.4 g/1 copper sulphate (CuS04) to give a solution 
with a Tl of -500 ms. The beaker contained mineral oil (Aldrich Chemical Co. Ltd., 
Gillingham SP8 4JL, England) with a mean Ti value of -280 ms. The Ti value of each 
component was measured by the standard spectroscopic version of the inversion 
recovery technique [4.5]. A pilot spectrum from the phantom, acquired prior to the 
imaging experiments, showed that the oil resonance frequencies occurred within a -2 
ppm (400 Hz) range, centred -3.6 ppm (720 Hz) upfield from the water peak (shimmed 
to 0.5 ppm full width at half maximum height).

For the imaging experiment, 12 cross-sectional slices of -1 mm thickness and
1.4 mm separation centre-to-centre were acquired through the middle of the object. A 
series of imaging sequences was performed:

(i) standard spin echo (SE) sequence,
(ii) conventional PRESAT-1 sequence,
(iii) conventional PRESAT-2 sequence.
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(iv) PRESAT-1 sequence, with the proposed 2-step slice cycling procedure, and
(v) PRESAT-1 sequence, with the proposed 4-step slice cycling procedure.

The presaturation sequences were repeated twice, saturating the fat or the water protons. 
All imaging experiments were performed with a 4x4 cm field of view, 128x128 data 
matrix and 4 signal averages per phase encoding step to enhance signal-to-noise ratio 
and allow for the phase cycling procedure described in Appendix 1. The acquisition 
time, echo time and repetition time were kept constant for all sequences at the values of 7 
ms, 30 ms and 2000 ms, respectively. Slice selection used the "first-odd-then even" 
ordering, and was performed with 5000 )is five-lobe sine pulses in the presence of 24.4 
mT/m linear magnetic field gradient, giving a slice thickness of 0.96 mm. Chemical 
shift selection was performed by 2850 |is Gaussian pulses of 700 Hz effective 
frequency bandwidth, i.e. 3.5 ppm at 4.7 T. The interval between the presaturation 
pulse and the following spin echo experiment was 25 ms. For the number, pattern, 
duration, and time separation of the RF pulses employed, a minimum delay time of 
Td=30 ms between subsequent sequence repetitions was required in order to remain 
within the duty cycle of the system's M3011 RF amplifier (185-205 MHz, 1 KW, 
American Microwave Technology Inc.).

The pulse sequence program supplied by the manufacturer (VNMR software, 
Varian Associates Inc.) was used for the standard spin echo experiment, while all the 
other sequences and slice cycling schemes were implemented using the C programming 
language and libraries supplied by the manufacturer. In the slice cycling methods, the 
signal from the different repetitions of the cycling procedure was stored in separate files. 
Data re-ordering, summation and Fourier transformation were accomplished using 
macros developed in the "viewit" programming environment (viewit is an array 
programming language with function support, developed by C. Potter, Beckman 
Institute, Urbana, IL 61801). Further post-processing for "masking" involved 
development of C programmes based on the UNC image processing software and 
libraries (University North Carolina, USA).
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4 .4  RESULTS AND DISCUSSION
Three representative slices from each of the 12-slice data sets acquired with the 

sequences listed above, are shown in Fig. 4.9 (for the case of oil suppression) and in 
Fig. 4.10 (for the case of water suppression). The slices are the 1st, 6th, and 12th in 
temporal order of selection. Considering the "first-odd-then-even" selection scheme, 
this temporal order corresponds to spatial positioning of 1st, 11th, and 12th, 
respectively. The chemical shift artifact is well illustrated in the spin echo images, 
where the oil signal is displaced relative to water in the firequency encode direction and a 
bright/dark ring appears at the interface of the two components because of the 
superposition of the mis-registered signals. The PRESAT-2 images show the efficient 
suppression of the saturated component in all three slices. The differential regrowth of 
the saturated magnetization is apparent in the PRESAT-1 images, particularly in this case 
for the oil component (Fig. 4.9). Both slice cycling procedures reduce the differential 
suppression of the saturated component across the slices.

The signal of the saturated component was calculated for all images by 
measuring the mean signal intensity from a 64 pixel region of interest (i.e. 0.6 mm^) and 
by normalizing to the signal of the same region in the equivalent spin echo image ( in 
order to show fractional suppression). Figure 4.11 shows the residual oil signal as a 
function of the slice number for the 2-step and the 4-step slice cycling procedures, as 
well as for the conventional PRESAT-1 and PRESAT-2 images in the case of oil 
suppression. The slices are shown in the order of temporal selection. The residual oil 
signal in the PRESAT-1 images varies from 16% in the first slice up to 100% (i.e. no 
suppression) in the last. In the images acquired with the 2-step slice cycling procedure 
(Fig. 4.11.A) the variation is reduced to the range 52% to 84%. In the images acquired 
with the 4-step slice cycling procedure (Rg. 4.11.B) the variation is further reduced to a 
range of 62% to 70%.

Figure 4.12 shows the residual water signal as a function of the slice for the 2- 
step and the 4-step slice cycle, as well as the conventional PRESAT-1 and PRESAT-2 
images in the case of water suppression. The residual water signal in the PRESAT-1 
images varies from 7% in the first slice up to 80% in the last. In the images acquired 
with the 2-step slice cycling procedure (Fig. 4.12. A) the variation is reduced to a range 
of 40% to 53%. In the images acquired with the 4-step slice cycling procedure (Fig. 
4.12.B) the variation is further reduced to a range of 43% to 49%.

Finally, Fig. 4.13 shows the results of the simple "masking" algorithm 
described previously, for the first slice of the data sets for the case of "/^^suppression. 
The post-processing procedure is designed to null the signal of all the pixels in the initial 
image that have significant signal contribution from the saturated component, therefore, 
partial volume and chemical shift artifacts are not removed.
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PR E SA T -2 sequences, as well as water-suppressed P R E S A T -1 with the 
proposed 2 -step  and 4 -step  slice cycling procedures.
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4 .5  C o n clu sio n s

Presaturation sequences are commonly used in clinical MRI. For example, fat 
and water presaturation has been used to better assess the degree of normal fatty bone 
marrow replacement in fractured vertebral bodies [4.6], while fat presaturation has 
proved better than spin echo sequences in determining focal liver disease and improving 
assessment of venous systems [4.7]. The multi-slice presaturation scheme which 
involves a single presaturation procedure followed by a series of spin echo experiments 
to select different slices (PRESAT-1) results in differential suppression of the unwanted 
component across the slices due to Ti relaxation. Although repetition of the 
presaturation procedure prior to each slice selection (PRESAT-2) overcomes this 
problem, the overall imaging time is increased and there is considerable extra RF power 
deposition, especially when gradient echoes are employed.

Two slice cycling procedures are proposed that can be combined with the 
PRESAT-1 sequence to smooth out the differential suppression across the slices. The 
proposed 2-step slice cycling procedure requires two repetitions of the sequence with 
reverse slice selection order. The reduction in the variation is maximal when the Ti of 
the saturated component and the timing parameters of the sequence are such that the 
exponential regrowth of the magnetization over the slice set can be approximated with a 
linear function. In other cases the 2-step cycling scheme is still expected to reduce the 
variation of the suppression to some degree, especially for the central slices (temporal 
order).

The proposed 4-step slice cycling procedure requires 4 repetitions of the 
sequence with a more complicated re-ordering of the slices, as explained previously. 
The variation of the suppression across the slices is further reduced. A more important 
feature of the 4-step slice cycling scheme, however, is that it can supply the necessary 
information for a post-processing algorithm to create true fat or water images. Such a 
simple algorithm has been described and implemented in this phantom study, resulting 
in images where all pixels that have signal contribution from the suppressed component 
are "masked" out. Alternatively, the pixels that do not contain any signal from the 
suppressed component can be set to zero, resulting in an image of the suppressed 
component, which, however, will suffer a relatively poor S/N. This simple masking 
procedure does not correct for the chemical shift artifact or partial volume effects at the 
interfaces of the two components. However, it can result in complete suppression of fat 
tissue^here  pixels contain a mixture of fat and water and a simple chemical shift 
selective, fat suppression is not efficient to cancel all signal [4.8].

True correction of the data to give fat-only or water-only images could also be 
achieved, although this would require rather more elaborate post-processing. The four 
sequence repetitions of the 4-step slice cycling procedure are images of the saturated
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component at four different points of its Ti recovery curve, and they can be used to 
create a Ti map of the saturated component The process would involve a three 
parameter fit of the data from the 4 experiments, the unknown variables being the spin 
density of the unsuppressed component, the spin density of the suppressed component 
and the Ti of the suppressed component in every pixel (similar fitting procedures have 
already been used in various NMR experiments, e.g. [4.9]). This information can then 
be used to generate synthetic images of the saturated component, at arbitrary points of 
the relaxation curve. Furthermore, it is also possible to create images of the saturated 
component with a different Ti weighting for different slices, so that they correspond 
exactly to each one of the sequence repetitions of the slice cycling procedure. Direct 
subtraction of the synthetic images from the acquired ones would result in an image of 
the desired component only, free from chemical shift artifacts and partial volume effects.

The proposed slice cycling techniques are expected to be most beneficial in 
imaging applications that require signal averaging and a relatively large number of slices, 
but the available imaging time is restricted. Such an example is high resolution, gradient 
echo imaging. Slice cycling, however, can be employed in a similar fashion in any 
other multi-slice imaging sequence with a single initial preparation period. Such a 
straightforward application would be in FLAIR imaging [4.10, 4.11], where in order to 
reduce imaging time a non-selective inverting pulse is usually applied prior to acquisition 
of a number of slices, the penalty being the differential suppression of fluid across the 
slices.
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CHAPTER 5

A CHEMICAL SHIFT SELECTIVE INVERSION RECOVERY (CSS-IR) 
SEQUENCE FOR FAT AND WATER DIFFERENTIATION IN MRI

5 . 1  I n t r o d u c t i o n

Imaging time, software and hardware limitations, and the multi-slice requirement 
of most routine clinical MRI examinations often restrict the wide use of many of the 
proposed techniques for fat and water differentiation. The two most commonly used 
methods are the selective presaturation (PRESAT) sequence, and the Ti-null method 
based on the inversion recovery sequence (IR).

Presaturation chemical shift imaging sequences [5.1-5.3] require radiofrequency 
and static magnetic fields homogeneous enough to allow differentiation between the 
resonance frequencies of fat and water protons over the whole imaging volume. 
Nevertheless, PRESAT sequences can function in a multi-slice mode, where the initial 
selective pulse and the subsequent spoiling magnetic field gradient are performed before 
the selection of each individual slice. The Ti-null IR method [5.4, 5.5] has no special 
hardware or software requirements, works in a multi-slice mode and can be 
implemented on most clinical systems irrespective of both the static magnetic field 
strength and homogeneity. One significant disadvantage, however, is that suppression 
of the unwanted component is heavily dependent on its Ti, which has to be either 
measured or at least estimated prior to the experiment. Moreover, if the unwanted 
magnetization exhibits a range of Ti values, suppression may be inadequate. Thus the 
technique has been extensively used only with a short inversion time (STIR) to achieve 
suppression of fat protons. As water exhibits a wide range of Ti values in tissues, the 
use ofjjfi-null method has been limited to "fluid attenuation" (FLAIR) rather than true 
water suppression [5.6, 5.7]. Even so, when applied in the conventional multi-slice 
mode, the long inversion (TI) and repetition (TR) times required allow only for a few 
slices to be selected within one sequence repetition.

A new, hybrid chemical shift selective inversion recovery pulse sequence 
scheme is proposed. It combines the principle of the Ti-null method with selective 
irradiation of either the water or the fat protons to produce multi-slice data sets with 
enhanced suppression of the unwanted component and without the limitations of the 
original techniques, namely the Ti-null inversion recovery (IR) and the chemical shift 
pre-saturation (PRESAT) sequences. Compared to IR, the suppression of the unwanted 
component by the hybrid sequence is less strongly dependent on the Ti of the
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magnetization, thus permitting the efficient use of the technique in cases where the Ti 
values of the unwanted component are not accurately known or even when there is a 
relatively wide range of Ti values (e.g. water protons). Furthermore, the inversion time 
required by this hybrid sequence is generally shorter than in the conventional IR, thus 
allowing the imaging of more slices within the same repetition time, as well as 
manipulation of the contrast for the unsuppressed component to be Ti and/or Ti 
weighted, depending on the repetition and echo times, respectively. When compared to 
PRESAT, the hybrid sequence is more able to tolerate mis-settings in the tip angle and 
the frequency bandwidth of the selective pulse, thus reducing the rather stringent static 
and radiofrequency field requirements of this conventional chemical shift imaging 
method. The hybrid sequence is evaluated both using phantoms and in vivo, and is 
compared to conventional Ti-null IR and PRESAT imaging. This hybrid sequence will 
be refered to as CSS-IR (Chemical Shift Selective - Inversion Recovery) hereafter. The 
sequence, when considered for fat-suppression, can also be regarded as a specific case 
of the Selective Partial Inversion Recovery (SPIR) method [5.8], which has recently 
been implemented in the clinical evaluation of breast disease [5.9].

5 .2  T heory

The pulse sequence diagram for CSS-IR is shown in Fig. 5.1. The initial 180’ 
pulse is chemical shift selective, causing only protons of the unwanted chemical shift, 
that is either the protons in the water molecule or the methyl and methylene protons of 
fat, in the whole sample to be inverted while leaving the rest of the magnetization 
unperturbed. A slice selective 90* pulse is then applied at a time Tlcss-ir when the 
inverted magnetization passes through the null point and causes only "non-inverted" 
protons within that slice to be excited. The sequence can be immediately repeated to 
select another slice.

As the inverting 180’ pulse is applied in the absence of all gradients (in order to 
achieve chemical shift selection), its effect is not confined to a single slice. Therefore 
the selected protons over the whole imaging volume experience a train of inverting 
pulses, with an effective repetition time:

TR
TReff = (5.1)

where N is the number of slices. This is similar to the PRESAT sequence, where the 
protons that are suppressed experience a train of 90’ saturating pulses with the same 
effective repetition time, TReff. It is apparent that in a single slice experiment, TReff
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Figure 5.1. Diagrammatic representation of the CSS-IR hybrid pulse sequence. The 
chemical shift selective 180° pulse inverts only the protons of either the fat or water 
resonance, and the inversion time, TIcss-ir, corresponds to the "null-point" for this 
magnetization. TE is the echo time.
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equals the total sequence repetition time, thus, at this limit, TReff equals TR, as in the 
conventional IR experiment

The inversion time which corresponds to the time when the inverted 
magnetization passes through zero (denoted by TI hereafter) can be calculated 
considering the relaxation of the longitudinal magnetization Mz, as described by the 
Bloch equation:

dMz Mz -  Mo 
dt “  -  Ti

where Mo is the longitudinal thermal equilibrium magnetization. The following analysis 
assumes negligible steady-state-ffee-precession (SSFP) effects.

In the general case of a train of (3* pulses applied with a repetition time of T, the 
longitudinal magnetization, Mn, just after the nth pulse can be calculated by integrating 
Eqn. (5.2) with appropriate limits (a detailed derivation is given in Appendix 2):

Mocos((3) (1 + Mocos"(p) ç-n(T/Ti) -  cps(p))
 ̂ ■ 1 -  cos(P) e-T/Ti

After many pulse repetitions, a steady state is reached and the longitudinal magnetization 
is given by:

1 — e~T/Tl
Mss(P“)=  Mocos(P)   7r,r~ -T/Ti (5.4)

1 -  cos(p) e

In the case of a train of inverting pulses, the longitudinal magnetization Mn and 
its steady state value Mss can be directly derived from Eqns. (5.3) and (5.4) 
respectively, by setting the tip angle P’ equal to 180’:

M . =  MO i ) n e - n ( T m )
1 + e " i / i 1

and

g - T / T l  _  I
Mss = Mo    (5.6)

e“ i / i i  + 1

Figure 5.2 shows the magnetization Mn just after each inverting pulse as it approaches 
its steady state value. This graph has been computed assuming a Ti of 200 ms (a typical



I l l

o
s
B
S

5 10

num ber of pulses n

Figure 5.2. Mn, as a fraction of the thermal equilibrium magnetization Mo, just after 
each inverting pulse, as it approaches a steady-state. The Ti is assumed to be 200 ms 
and the pulse repetition time is 200 ms. Note that the graph consists of discrete points, 
the dotted line is drawn only for clarity.
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Figure 5.3. The value of the steady state magnetization Mss as a function of the pulse 
repetition time, for a range of Ti values chosen to correspond to the typical range of 
proton Ti values encountered in vivo.
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value for fat protons in vivo) and an effective repetition time of 200 ms. For the same 
Ti, the shorter the pulse repetition time T, the lower the magnitude of the steady state 
magnetization Mss, as shown in Fig. 5.3.

The time of the null point, TI, for the steady state condition can then be 
calculated from Eqns. (5.2) and (5.6):

TI = Ti ln2 -  Ti ln( 1 + e-T/Ti) (5 .7)

This dependence of TI on the Ti and the inverting pulse effective repetition time is also 
shown in Fig. 5.4. It is apparent that as the pulse repetition time increases, TI becomes 
dependent mainly on the Ti. This is the case for the conventional Ti-null IR technique, 
(either the STIR or FLAIR version), where the total repetition time TR is long enough 
so that « 0, and the inversion time TI can be approximated by the most
frequently used expression:

TIir = Ti ln2 (5.8)

However, for typical values of total repetition time and number of slices, TReff in the 
C S S -IR  sequence is short enough so that the above approximation does not hold, and 
the inversion time is then given by Eqn (5.7), where T=TReff, that is:

Tlcss-ir =  T i ln2 -  T i ln(l + e-TR'fOTi) (5 .9)

Thus, the inversion time that corresponds to the null point for CSS-IR sequence is a 
function of T i, repetition time and number of slices, and this dependency is illustrated in 
Fig. 5 .5 , where TIcss-ir is plotted against the number of slices for a range of repetition 
times assuming a T i of 200 ms. Comparing Eqns. (5 .8 ) and (5 .9 ), it can be shown that 
TIcss-ir is generally shorter than T Iir, which makes the CSS-IR sequence more time- 
efficient than the conventional IR  sequence. The result is that for the same repetition 
time, more slices can be selected using the hybrid sequence, as shown in Fig. 5 .6 .A  for 
the case of the S T IR  experiment. When F L A IR  is considered, the relatively long 
inversion time allows for a more time efficient slice selection scheme, where the 
inversion pulses for later slices are accommodated within the inversion time 
corresponding to the first slice [5.10] (see also section 3.3.1). Even so, the CSS-IR 
generally affords more slices in the same total repetition time, as shown in Fig. 5.6.B  

for magnetization of 700 ms T i .

Rgure 5.7 shows the calculated inversion time as a function of Ti for both IR 
and CSS-IR sequences, using Eqns. (5 .2 ) and (5 .9 ) respectively, for a range of
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Figure 5.4. The inversion time TI that corresponds to the null point as a function of 
the inverting pulse repetition time, for a typical range of proton Ti values.
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Figure 5.5. The inversion time, TIcss-ir, as a function of the number of slices, N , for 
a range of sequence repetition times, TR. The total imaging time of the spin echo part of 
the sequence is 40 ms, and Ti=200 ms. The curves terminate where N(TIcss-ir+TE) =  

TR, i.e. when no more slices can be fitted within the repetition time. The plot is 
meaningful at discrete points only.
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Figure 5.6. The maximum number of slices which can be selected within a repetition 
time TR for (A) the STIR and CSS-IR sequences for fat magnetization of Ti=200 ms, 
and (B) for the conventional multi-slice IR (Fig. 3.6.B), an IR sequence that employs a 
multiplexed (interleaved) slice selection scheme (Fig. 3.6.C), and the hybrid CSS-IR 
sequence, for water magnetization of Ti=700 ms. It is assumed that the total imaging 
time of the spin echo part of all sequences is 40 ms.
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Figure 5.7. The calculated inversion time as a function of Ti for IR (dashed line) and 
CSS-IR (solid lines), for a typical range of effective repetition times, TReff.
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common values of TReff. Differentiation of Eqns. (5.2) and (5.9) shows that the rate of 
change of the inversion time as a function of Ti for IR is always greater than the rate of 
change of the inversion time for CSS-IR. The hybrid sequence thus requires a smaller 
range of inversion times than IR to null signal 6om magnetization exhibiting a particular 
range of Ti values, so the suppression is less dependent on the range of Ti values 
present or on the accuracy of the measured or estimated Ti. This may be particularly 
important in the case of water suppression, as water protons exhibit a rather wide range 
of Ti values in vivo. An example is shown in Fig. 5.8, where the residual longitudinal 
magnetization at the time the read 90* pulse is applied, is plotted against the "assumed" 
Ti used to calculated the null point for magnetization that exhibits a range of actual Ti 
values. For this graph only the absolute value of the magnetization was considered, in 
order to match the magnitude mode representation in the conventional NMR imaging 
experiment.

An additional advantage of the hybrid sequence is that it can tolerate greater mis- 
settings of the tip angle of the chemical shift selective pulse than PRESAT. Figure 5.9 
shows the magnitude of longitudinal magnetization (Ti=200 ms) at the time when the 
90* slice selective pulse is applied, derived from Eqn. (5.4) as a function of the effective 
tip angle of the previous chemical shift selective pulse, for both PRESAT and CSS-IR. 
For this particular example the range of tip angles that result in a residual magnetization 
of less than 5% of its thermal equilibrium value are indicated by the arrows on the 
graph. For CSS-IR, this range is 42% of the nominal 180* value for the chemical shift 
selective pulse, whereas for PRESAT this range is only 12% of the nominal 90* value.

All the above arguments assume a steady state condition, so the need arises to 
determine how many repetitions of the CSS-IR sequence are required to reach it (see 
also Appendix 2). If it is assumed that the steady state condition is reached when the 
difference between the Mn and the steady-state magnetization Mss is less than or equal to 
a predetermined value a% of Mss, then:

IM n -  MssI ^  oc 
Mss ^  100

or, substituting Mn and Mss from Eqns. (5.5) and (5.6) respectively, the minimum 
number of sequence repetitions for the magnetization to be within a% of the steady state 
value Mss is:
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Figure 5.8. The amplitude of longitudinal magnetization Mz (as a fraction of its 
thermal equilibrium value Mo) just before the application of the 90° slice selective pulse, 
plotted against the "assumed" Ti value used to calculate the inversion time, for a range 
of actual Ti values, and for; (A) the conventional IR sequence, TR=6000 ms, and (B) 
the hybrid CSS-IR sequence, TReff=600 ms. The arrows indicate the range of assumed 
Ti values for which the magnetization of each particular Ti component is less than 5% 
of its thermal equilibrium value.
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Figure 5.9. The amplitude of longitudinal fat magnetization Mz (as a fraction of its 
thermal equilibrium value Mo) just before the application of the 90’ slice selective pulse, 
plotted against the tip angle of the chemical shift selective pulse for PRESAT (dashed 
line) and CSS-IR (solid line). The arrows indicate the range of tip angles for which the 
suppressed magnetization is less than 5% of its thermal equilibrium value. A Ti of 200 
ms, a TReff of 200 ms and a delay of 25 ms between the saturating pulse and the spin 
echo part of the experiment in the PRESAT are assumed.
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Figure 5.10: The minimum number of pulse repetitions required for the
magnetization to reach within a% of its steady-state value as a function of the number of 
slices. It is assumed that the magnetization has a Ti of 200 ms and the total repetition 
time of the sequence is 3000 ms.
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Note that only the repetition of the chemical shift selective pulse is of importance for the 
generation of the steady-state magnetization, thus nss refers to the number of repetitions 
of the chemical shift selective pulse and not to the number of complete sequence 
repetitions. For conventional imaging conditions, nss is usually very small compared to 
the total number of sequence repetitions (phase encoding and signal averaging), 
therefore steady state for the unwanted magnetization can be achieved within the first 
few encoding steps. Alternatively, nss can be accommodated as dummy scans at the 
beginning of the experiment with negligible increase of the total imaging time. Figure 
5.10 shows the minimum number of the chemical shift selective pulse repetitions 
required for magnetization of Ti=200 ms to reach within a% of its steady-state value as 
a function of the number of slices, for an overall sequence repetition time of 3000 ms.

To give an example of the timing for the C S S -IR  sequence; in a clinical case 
from the literature [5 .11] a S T IR  sequence with T R = 1 5 6 0  ms and TTir=150 ms was 
used to suppress signal from the orbital fat (mean T i of 2 1 5  ms) in a 6-slice image set of 
the optic nerve (white matter mean T i of 385 ms) in a 0 .5  T  clinical system. For the 
same data set with the same repetition time, the hybrid fat-suppression sequence would 
require an inversion time of TIcss-ir=94 ms (as opposed to 150 ms), while 9  dummy 
scans would be enough for the fat magnetization to reach a value with less than 0.01% 
difference from its steady state value.

5 .3  EXPERIMENTAL METHODS
The hybrid CSS-IR sequence was evaluated, using phantoms, for its ability to 

suppress fat and water without degrading the S/N ratio for the remaining signal. The 
performance of the sequence was studied for its dependence on the estimated Ti of the 
unwanted magnetization, as well as its dependence on the homogeneity of the static 
magnetic field. Bo, and radiofrequency field, Bi. Finally, CSS-IR was demonstrated in 
vivo by imaging the abdominal region of a normal, adult rat.

All experiments involved direct comparison with the most closely related 
conventional MRI methods for fat and water differentiation, that is, the Ti-null IR 
(simply refered to as IR hereafter) and the chemical shift selective presaturation 
techniques. A single-slice chemical shift imaging method [5.12] (CSI) was also 
performed, as well as a conventional spin-echo imaging experiment. A diagrammatic 
representation of the pulse sequences is given in Fig. 5.11, where the shaded box 
represents the conventional spin-echo, spin-warp part of the imaging experiment, 
common to all sequences used. The study was performed on a SISCO-200 NMR 
imaging spectrometer (Spectroscopy Imaging Systems Corporation, Fremont, 
California), equipped with a 4.7 T, 33 cm bore superconducting magnet (Oxford
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Figure 5.11. Pulse sequence diagrams for all techniques used. SE: conventional spin 

echo; CSI: single-slice chemical shift imaging sequence; IR: conventional inversion 

recovery; PRESAT: presaturation chemical shift selective imaging sequence; CSS- 
IR: proposed hybrid sequence. The shaded box, common to all sequences, represents 

the conventional spin-warp, spin echo experiment.
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Instruments Ltd, Oxford, UK), and the STD33 SISCO magnetic field gradient set (20 
mT/m, 33 cm inner diameter). An imaging coil with an inner diameter of 9 cm was 
used for all phantom and in vivo experiments.

5.3.1 Fat Suppression
Fat Suppression

The aim of this pan of the study was to demonstrate the ability of the CSS-IR 
sequence to suppress fat in the images of a water/oil phantom, in direct comparison to 
the conventional MRI fat-suppression techniques already mentioned. The phantom used 
consisted of a glass tube (~lcm outer diameter, ~3.5 cm height) inside a glass beaker 
(~2.5 cm outer diameter, -3.5 cm height). The inner tube contained mineral oil (Aldrich 
Chemical Co. Ltd., Gillingham SP8 4JL, England). The beaker contained distilled 
water doped with -0.6 g/1 copper sulphate (CuS04) to give a solution with a Ti of -360 
ms. The mineral oil had a mean Ti of -200 ms. The Ti value of each component was 
measured by the standard spectroscopic version of the inversion recovery technique 
[5.13]. A pilot spectrum from the phantom, acquired prior to the imaging experiments, 
showed that the oil resonance frequencies occurred within a -2  ppm ( 400 Hz) range, 
centred -3.6 ppm (720 Hz) upfield from the water peak (shimmed to 0.5 ppm full width 
at half maximum height).

For the imaging experiment, the phantom was placed vertically and 10 cross- 
sectional slices of 2 mm thickness and 3 mm centre-to-centre separation were acquired 
through the middle of the object. A series of imaging sequences was performed:
(i) standard spin echo sequence,
(ii) single-slice chemical shift imaging sequence, whereby only the desired component 

(i.e. water) was selectively excited in the absence of all magnetic field gradients by 
a chemical shift selective 90* pulse prior to a 180" slice selective refocusing pulse,

(iii) conventional short inversion time inversion recovery, with TIir=139 ms,
(iv) selective presaturation sequence, saturating the fat before each slice selective 

excitation of the sequence (with 25 ms delay between the presaturating pulse and 
the following spin echo part of the sequence),

(v) the new hybrid sequence, where the frequency offset of the chemical shift 
selective pulse was set to the centre of the fat resonance and the inversion time was 
calculated using Eqn. (5.9) to null the signal from fat protons, i.e TIcss-ir=75 ms. 
12 dummy scans where incorporated at the beginning of the experiment to allow 
for the fat magnetization to reach less than 0.01% difference from its steady state 
value, Eqn. (5. 11).
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The standard spin echo, the conventional inversion recovery, and the single slice 
chemical shift selective pulse sequence programs were supplied by the manufacturer 
(VNMR software, Varian Associates Inc.), while all the rest of the sequences were 
implemented using the C programming language and the libraries supplied by the 
manufacturer. Post-processing and display were accomplished by the UNC image 
processing software (University North Carolina, USA).

All imaging experiments were performed with a 4x4 cm field of view, 256x128 
data matrix and 4 signal averages per phase encoding step to enhance signal-to-noise 
ratio and to allow for the phase cycling procedure described in Appendix 1. The 
acquisition, echo, and repetition time were kept constant for all sequences at 15 ms, 30 
ms, and 2000 ms, respectively. Slice selection was performed with 5000 |is five-lobe 
sine pulses in the presence of 11.7 mT/m linear magnetic field gradient, giving a slice 
thickness of 2 mm, while the chemical shift selection used 2500 |is Gaussian pulses of 
800 Hz effective frequency bandwidth, i.e. 4 ppm at 4.7 T.

The oil signal was calculated for all images by measuring the mean signal 
intensity from a 25 mm^ (i.e. 512 pixels) region of interest, while the noise was 
determined by measuring the mean intensity from a 200 mm^ (i.e. 4096 pixels) region 
of interest in the background. The standard error of the mean signal intensity (SEM) 
was calculated as the standard deviation of the mean divided by the square root of the 
number of pixels in the area of interest [5.14]. It should be noted that all images were 
magnitude images, therefore there should be expected a positive bias to the 
measurements of any low-level signal, such as the suppressed oil signal [5.15, 5.16]. 
However, no effort was made to correct this positive bias, as the main concern in this 
study was a relative evaluation of the efficiency of different methods to suppress the oil 
signal, and not the deduction of absolute values.

Ti Dependency
Fat suppression in both IR  and C S S -IR  sequences depends on the accuracy of 

the determination of the fat Ti, as discussed in the theory (Figs. 5.7 and 5.8). A series 
of experiments was performed to study the dependency of fat-suppression on the 
accuracy of the estimated fat Ti value, that is the sensitivity of fat-suppression to the 
inversion time used.

The hybrid C S S -IR  and the conventional IR  sequence were performed as above. 
The experiments were then repeated for a range of different inversion times, TIcss-ir and 
T Iir. These T I values were calculated using Eqns. (5.9) and (5.8) respectively, 
assuming hypothetical Ti values for the oil ranging up to ±60% of the actual Ti value of 
200 ms (hypothetical Ti values ranged from 80 to 300 ms). The oil signal in all 
experiments was measured as before.
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Bl Dependency
The aim of this part of the study was to investigate the dependency of fat- 

suppression on the effective tip angle of the fat selective pulse, as discussed in the 
theory (Fig. 5.9). The hybrid CSS-IR and the conventional PRESAT sequence were 
performed as in the first part of the study. The experiments were then repeated for a 
range of different effective tip angles for the chemical shift selective pulses, i.e. the 90* 
saturation pulse in the PRESAT sequence, and the 180" inversion pulse in the new 
sequence respectively. The tip angles were calculated to be within a range from -44% to 
+41% of the nominal value for the fat selective pulse in both sequences, i.e. from 50* to 
127* for the presaturating pulse in PRESAT, and from 101* to 254* for the inverting 
pulse in CSS-IR. Note that although variations in Bi are generally relatively small for 
conventional imaging coils in clinical systems, the radiofrequency field can be greatly 
degraded in surface coil imaging.

Bo-Homogeneity Dependency
As both PRESAT and CSS-IR sequences employ chemical shift selective pulses, 

the suppression depends on the spectral resolution of the two resonances. Sufficient 
suppression can always be ensured by the use of a rather broad frequency selective 
pulse to excite or invert, respectively, the whole range of the unwanted resonances. 
However, in situations were the spectral resolution is degraded, for example by regional 
Bo inhomogeneities, such a pulse may also suppress part of the desired signal. This 
experiment was, therefore, intended to study the effects of PRESAT and the hybrid fat- 
suppression technique on the water signal in such cases.

The hybrid CSS-IR and the conventional PRESAT sequence were performed as 
in the first part of the study. The experiments were then repeated for a range of different 
effective bandwidths of the chemical shift selective pulses (centred on the oil resonance). 
The bandwidths were calculated to cover the whole possible range of frequency 
selection, from suppressing just the oil peak (2 ppm), to suppressing the whole 
spectrum (10 ppm).

5.3.2 Water Suppression
Water Suppression

The aim of this part of the study was to demonstrate the ability of the CSS-IR 
sequence to suppress water in the images of a water and oil phantom, in direct 
comparison to the conventional MRI water-suppression techniques already mentioned. 
The phantom consisted of several glass tubes (~1 cm outer diameter, ~3.5 cm height) 
within a glass beaker (-4.5 cm outer diameter, -4  cm height). Each phantom 
compartment contained either mineral oil (Aldrich Chemical Co. Ltd., Gillingham SP8



125

w ater w a ter

w a te r w a te r

w a te r  
280 ms

w ater 
360 m s

Figure 5.12. Schematic diagram of a cross section of the phantom used for the water 
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4JL, England), or water doped with copper sulphate (CuS04) in a range of 
concentrations to give water Ti values in a range similar to that found in clinical MRI. A 
schematic diagram of a cross-section of the phantom is shown in Fig. 5.12. The Ti 
value of each component (also shown in Fig. 5.12) was measured by the standard 
spectroscopic version of the inversion recovery technique [5.13]. A pilot spectrum from 
the phantom, acquired prior to the imaging experiments, showed that the oil resonance 
frequencies occurred within a -2  ppm (i.e. 400 Hz) range, centred -3.6 ppm (i.e. 720 
Hz) upfield from the water peak (shimmed to 0.5 ppm full width at half maximum 
height). The mean Ti value of the water resonance peak was measured to be -650 ms.

For the imaging experiment, the phantom was placed vertically and 10 cross- 
sectional slices of 2 mm thickness and 3 mm centre-to-centre separation were acquired 
through the middle of the object The series of imaging sequences of Fig. 5 .1 1 was 
performed, while the acquisition, echo and repetition times were kept constant at 5 ms, 
30  ms, and 30(X) ms, respectively. The inversion time for the IR  and the hybrid 
sequence was calculated to correspond to the null point of the mean magnetization 
T i= 6 5 0  ms, that is, T Iir= 450 ms and TIcss-ir=133 ms. As the multi-slice selection was 
performed in the conventional fashion (simply repeating the same experiment to select a 
different slice within the repetition time), the inversion time of 4 5 0  ms and the repetition 
time of 3 0 0 0  ms allowed only for 5 slices to be selected in the IR  experiment. All 
imaging experiments were performed with a 6x6 cm field of view, 128x128 data matrix 
and 4 signal averages per phase encoding step to enhance signal-to-noise ratio and allow 
for the phase cycling procedure described in Appendix 1. Slice selection was performed 
with 5 0 0 0  IIS five-lobe sine pulses in the presence of 11.7 mT/m linear magnetic field 
gradient, giving a slice thickness of 2 mm, while the chemical shift selection used 25(X) 

M-s Gaussian pulses of 800 Hz effective frequency bandwidth, i.e. 4 ppm at 4.7 T.
The water signal was calculated for all images by measuring the mean signal 

intensity from a 14 mm^ (i.e. 64 pixels) region of interest, while the noise was 
determined by measuring the mean intensity from a 112 mm^ (i.e. 512 pixels) region of 
interest in the background. The standard error of the mean signal intensity (SEM) was 
calculated as before.

Ti Dependency
A series of experiments was performed to study the dependency of water- 

suppression on the estimated water Ti value for the hybrid CSS-IR and the conventional 
IR techniques. Both sequences were performed as above, using the mean water Ti 
value for the calculation of the inversion time. The experiments were then repeated for a 
range of different inversion times, calculated to correspond to the null point of each one 
of the water phantom compartments with Ti values of 230 ms, 280 ms, 360 ms, 510
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ms, 900 ms, and 1350 ms, respectively. The water signal in all experiments was 
measured as before. It should be noted that in the IR experiments the number of slices 
that could be selected within the repetition time of 3000 ms was reduced to 8 slices for 
the case of 360 ms "assumed" Ti, 6 slices for the case of 510 ms Ti, 4 for the case of 
900 ms Ti, and 2 slices for the case of 1350 ms "assumed" Ti.

Bo-Homogeneity Dependency
This experiment was intended to study the effects of both the PRESAT and the 

hybrid water-suppression technique on the remaining fat signal in cases where the 
spectral resolution is degraded and broad frequency chemical shift selective pulses are 
used. The hybrid CSS-IR and the conventional PRESAT sequence were performed as 
in the first part of this study. The experiments were then repeated for a range of 
different effective bandwidths of the chemical shift selective pulses (centred on the water 
resonance). The bandwidths were calculated to cover the whole possible range of 
frequency selection, from suppressing just the water peak (2 ppm), to suppressing the 
whole spectrum (12.5 ppm). The oil signal in all experiments was measured as before.

IR with a non-Selective Inversion Pulse
It is expected that even in the extreme case of a non-selective (hard) inversion 

pulse, there should be a wide range of inversion times for the CSS-IR sequence that 
would result in good suppression of long Ti components (i.e. water) while preserving a 
considerable residual signal for short Ti components (e.g. fat), as is also shown in Fig. 
5.8.B. Therefore, the CSS-IR sequence was performed with a non-selective inversion 
pulse of 2500 Hz bandwidth (12.5 ppm) and for a range of inversion times 
corresponding to the null point of each water phantom component, as well as the longer 
Ti values of 2000 and 3000 ms. The water and oil signal in all experiments was 
measured as before. It should be noted that when the inversion pulse in the CSS-IR 
sequence is no longer chemical shift selective, the acronym CSS-IR is not appropriate. 
In such cases the sequence should more appropriately be refered to as "modified IR".

5.3.3 In Vivo Studies
A normal 350 g adult male Wistar rat was placed in the magnet in a prone 

position, under anaesthesia induced and maintained by 1% (v/v) halothane in oxygen 
flowing at a rate of 1 1/min. A series of inversion recovery spectra were obtained with a 
range of inversion times from which the Ti of bulk fat was estimated to be ~326 ms.

To demonstrate fat-suppression, 15 axial slices, 2 .4  mm thick, in the abdominal 
region were acquired using a spin echo sequence with TR=3000 ms, a conventional IR 
with TR=5115 ms and T Iir= 226  ms, PRESAT with TR=3000 ms and the CSS-IR
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sequence with TR=3000 ms and TIcss-ir=85 ms. All imaging experiments were 
performed with TE=30 ms, 8x8 cm field of view, 256x256 data matrix and 4 signal 
averages per phase encode step.

To demonstrate water suppression in the extreme case of a non-selective 
inversion pulse, 10 axial slices, 2.4 mm thick, in the abdominal region were acquired 
using a conventional spin echo and a CSS-IR with a non-selective inversion pulse, i.e. 
modified IR sequence. The repetition time was 3000 ms for both sequences. An 
inversion time of 144 ms was used for the CSS-IR, calculated assuming a Ti value of 
2000 ms to correspond to the fluid of the bladder. A conventional IR experiment was 
also performed, with an inversion time of 1385 ms. Despite the longer repetition time of 
6000 ms, only 4 slices could be afforded with the IR sequence. All imaging 
experiments were performed with TE=30 ms, 7x7 cm field of view, 256x256 data 
matrix and 4 signal averages per phase encode step.

5 .4  R e su l t s  a n d  D is c u s s i o n

5.4.1 Fat Suppression
Fat Suppression

The 5th slice from each 10-slice data set is shown in Fig. 5.13. The chemical 
shift artifact is well illustrated in the spin echo image, where the fat signal is displaced 
relative to water in the frequency encode (horizontal) direction. A bright/dark ring 
appears at the interface of the two components because of the superposition of the mis- 
registered signals. In the IR image, the degradation of the image quality is apparent as 
signal from the water compartment is significantly suppressed. Images acquired using 
the single slice chemical shift selective sequence, the fat presaturation and the CSS-IR 
sequence, on the other hand, exhibit both good fat suppression and image quality.

The oil and water signals for all sequences are given in Table 5.1. If a 100% 
suppression is defined to be the suppression of the high signal in the spin-echo 
experiment down to the noise level, the three conventional fat-suppression techniques 
and the new hybrid sequence result in about 99% suppression for the oil signal.

Ti Dependency
Figure 5.14 shows the residual oil signal in the IR and CSS-IR sequence images 

as a function of the "assumed" value of oil Ti used to calculate the inversion time for 
both sequences. In the IR images, suppression of the oil signal greater than 95% is 
achieved only over a limited Ti range of 80 ms round the actual oil Ti value of 200 ms, 
and drops down to 74% or 78%, respectively, for "assumed" Ti values 60% shorter or
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F ig u re  5 .13 . Phantom images from the middle slice of each data set acquired using 
a spin echo sequence (SE), and fat-suppressed CSI, IR, PRESAT, and C SS-IR  
sequences. The phantom consists of a tube containing oil within a beaker full of 
water.
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TABLE 5.1

oil signal water signal

spin echo 110.3 ±0.4 3 0 6 .8  ± 0.4

csi 12.2 ± 0 .2 2 9 7 .5  ± 0.4

ir 12.1 ± 0 .2 51.1  ± 0 .3

presat 12.5 ±0 .3 2 9 8 .7  ± 0.4

css-ir 12.5 ± 0.2 3 0 7 .8  ± 0.4

noise 11.5 ±0.1 11.5 ±0 .1

Table 5.1. Fat and water signal, as well as noise mean intensities (arbitrary units) 
corresponding to the images in Fig. 5.13. The mean intensities 

and the standard error of the mean (SEM) have been 
calculated as described in the text.
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Figure 5.14. Measured oil signal intensity (arbitrary units) plotted against the 
"assumed" value of oil Ti (used to calculate the inversion time) for both the conventional 
IR and the CSS-IR sequence.
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longer than the actual oil Ti. In contrast, the CSS-IR sequence gives a fat-suppression 
greater than 95% over the whole range of the "assumed" Ti values used in this series of 
experiments (i.e. 220 ms). These results show that fat-suppression by the proposed 
hybrid sequence is relatively independent of the value of fat Ti, as predicted by the 
theoretical analysis (see Fig. 5.7).

Bi Dependency
Figure 5.15 shows the residual oil signal in the PRESAT and CSS-IR sequence 

images as a function of the effective tip angle for the selective pulse. For the PRESAT 
sequence fat-suppression is greater than 95% only for the limited range of effective tip 
angles from 80* to 101", which corresponds to a mis-setting of -11% to 12% of the 
nominal 90* value. For the extreme value of 50* used in this experiment (-44% mis- 
setting), the fat-suppression drops as low as 54%. The CSS-IR sequence, on the other 
hand, shows the same efficient performance of more than 95% fat-suppression for the 
much wider range of effective tip angles from 113* to 213*. This corresponds to a mis- 
setting of -37% to 18% of the desired 180* value. Even for the extreme values of 101* 
or 254* (—44% and 41% mis-setting), fat-suppression is as high as 91% and 81% 
respectively. These results show that fat-suppression by the proposed hybrid sequence 
is high for a significantly wider range of tip angles for the fat selective pulse, as 
predicted by the theoretical analysis (see Fig. 5.9).

Bo-Homogeneity Dependency
Figure 5.16 shows the water signal in the images from both the PRESAT and 

the CSS-IR sequences as a function of the effective frequency bandwidths for the 
chemical shift selective pulses. All experiments showed fat-suppression equal to or 
better than 99%, so the oil signal has not been plotted. Selective pulses centred on the 
oil resonance with bandwidths up to 6 ppm should not affect the water protons whose 
resonances lie within a 0.5 ppm range centred 3.6 ppm away. This agrees with the 
experimental results for both sequences, as presented in Fig. 5.16. Pulses with 
frequency bandwidths wider than 6 ppm are expected to affect both the oil and water 
resonances, and this can be seen in Fig. 5.16, where the water signal is progressively 
suppressed as the pulse becomes less selective. However, the remaining water signal in 
the images acquired with the hybrid sequence is always significantly larger than in the 
corresponding PRESAT images. Although in the PRESAT sequence, all the "selected" 
magnetization excited by the primary 90* pulse is completely saturated, in the CSS-IR 
sequence the magnetization affected by the chemical shift selective pulse is merely 
inverted and is nulled only if the inversion time corresponds to its null point. Since 
water generally has a much longer Ti relaxation time than fat, then even if it is all
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Figure 5.15. Measured oil signal intensity (arbitrary units) plotted against the 
effective tip angle of the chemical shift selective pulse, for the PRESAT and the CSS-IR 
sequence.
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Figure 5.16. Water signal intensity (arbitrary units) plotted against the bandwidth of 
the chemical shift selective pulses (centred on the oil resonance), for the PRESAT and 
the hybrid CSS-IR sequence.
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inverted by the selective pulse of the CSS-IR sequence it will still yield some residual 
signal, the value of which depends upon the water Ti and the sequence parameters.

5.4.2 W ater Suppression
Water Suppression

The central slice from the data set acquired with each sequence is shown in Fig. 
5.17. The chemical shift artifact is again apparent in the spin echo image. In the IR 
image, water suppression is efficient only for the water component of Ti=900 ms. 
Images acquired using the CSS-IR sequence, on the other hand, exhibit good water 
suppression for all phantom compartments, and only the shorter Ti components of 280 
ms and 230 ms give a slight signal.

The oil and water signals of the phantom compartments for all sequences are 
given in Table 5.2. If a 100% suppression is defined as before, the single slice chemical 
shift selective sequence results in about 99% suppression of the water signal in all 
phantom compartments. The PRESAT sequence results in water suppression equal to 
or better than 95%. This poorer performance of PRESAT relative to CSI may be due to 
some mis-setting of the tip angle of the chemical shift selective pulse. Such a mis- 
setting would not affect the water signal in the CSI method, as the pulse is not affecting 
the water resonance. In the PRESAT sequence, however, mis-setting of the tip angle of 
the saturating pulse would result in some residual magnetization of the unwanted 
component. The IR sequence produces significant effect only for the components with 
Ti close to the mean Ti value used to calculate the inversion time, resulting in 89% 
suppression for the 1350 ms Ti component, 92% for Ti=900 ms, and 86% for Ti=510 
ms. The suppression for the remaining components is as low as 44%, 31% and 13% 
for the Ti values of 360, 280, and 230 ms, respectively. On the other hand, water 
suppression with the new sequence is much less dependent on Ti. The CSS-IR 
sequence results in a water suppression of more than 95% for the Ti components of 
1350 and 900 ms, 90% for Ti values of 510 and 360 ms, and 88% and 82% for the Ti 
components of 280 ms and 230 ms, respectively.

Ti Dependency
Figure 5.18 shows the residual water signal in the IR and CSS-IR sequence 

images as a function of the "assumed" value of water Ti used to calculate the inversion 
time for both sequences. In the IR experiment, each one of the water components is 
efficiently suppressed only when the inversion time is calculated to correspond to its Ti 
value. For long Ti components, the graph shows that the best suppression is achieved 
for assumed Ti values shorter than the actual Ti value of the component. This is due to 
the fact that the repetition time of the sequence is relatively short compared to the long Ti
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Figure 5.17. Phantom  images from the 5th slice of data set acquired using a spin echo 
sequence (SE), CSI, conventional IR, PRESAT, and C SS -IR  sequences. The phantom 
is the one shown in Fig. 5.12.
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T A B L E  5.2

spin echo csi ir presat css-ir

oil 309 ± 1.8 305 ±1.8 226 ± 1.7 308 ± 1.7 305 ± 1.8

water 
1350 ms

935 ±2.1 18 ±0.7 110 ±0.7 45 ± 0.7 31 ±0.8

water 
900 ms

934 ± 2.2 16 ±0.7 91 ±1.1 56 ± 1.0 47 ± 1.1

water 
510 ms

924 ± 2.1 20 ± 1.0 139 ±0.7 49 ± 0.7 97 ± 0.8

water 
360 ms

933 ±2.1 14 ± 0.7 530 ± 2.2 52 ± 0.7 100 ± 0.8

water 
280 ms

777 ± 1.7 17 ± 1.0 544 ± 2.1 48 ± 0.7 106 ± 1.7

water 
230 ms

704 ± 1.7 19 ± 0.7 614 ± 1.6 49 ± 1.7 135 ± 1.7

noise 14 ± 0.6 14 ± 0.6 14 ± 0.6 14 ± 0.6 14 ± 0.6

Table 5.2. Oil and water signal, as well as noise mean intensities (arbitrary units) 
corresponding to the images in Fig. 5.17. The mean intensities 

and the standard error of the mean (SEM) have been 
calculated as described in the text.
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Figure 5.18. Measured water signal intensity (arbitrary units) plotted against the 
"assumed" value of Ti (used to calculate the inversion time) for (A) the conventional 
IR, and (B) the CSS-IR sequence.
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values of some of the phantom compartments. In such cases the approximate Eqn. (5.8) 
used to calculate the inversion time for the IR sequence does not hold and the actual null 
point (as calculated by Eqn. (5.7)) is significantly shorter. For example, the error in the 
calculation for the null point of the 900 ms and 1350 ms Ti components for a TR of 
3000 ms is 5% and 17.5%, respectively.

The CSS-IR sequence gives efficient water suppression for all the phantom 
compartments and for the entire range of the "assumed" Ti values used in this series of 
experiments. Specifically, the suppression of the component with Ti=1350 ms is 
greater than 98% over the whole range of the assumed Ti values. The suppression of 
the 900 ms, 510 ms, and 360 ms Ti components is always greater than 90%, while the 
suppression of the 280 ms and 230 ms Ti components is greater than 90% for shorter 
assumed Ti values (in the range from 230 ms to 510 ms) and between 80% and 90% for 
longer assumed Ti values. These results show that water suppression by the proposed 
hybrid sequence is relatively independent of the value of water Ti, especially for longer 
Ti components, as predicted by the theoretical analysis (see Fig. 5.8.B).

Bo-Homogeneity Dependency
Figure 5.19 shows the oil signal in the water suppressed images acquired using 

the PRESAT and the CSS-IR sequences as a function of the effective frequency 
bandwidths for the chemical shift selective pulses. Selective pulses centred on the water 
resonance with bandwidths up to 3 ppm should not affect the protons whose 
resonances lie within a 2 ppm range centred 3.6 ppm away. This agrees with the 
experimental results for both sequences, as presented in Fig. 5.19. Pulses with 
frequency bandwidths greater than 3 ppm are expected to affect both the oil and water 
resonances, and this can be seen in Fig. 5.19, where the oil signal is progressively 
suppressed as the pulse becomes less selective. However, the remaining oil signal in 
the images acquired with the hybrid sequence is always significantly larger than in the 
corresponding PRESAT images. This is due to the fact that the oil magnetization is only 
inverted in the CSS-IR sequence, and has already relaxed to a positive value when the 
spin echo part of the sequence is applied (as the inversion time has been calculated to 
null longer Ti components). A significant reduction of the oil S/N is, however, 
expected, and it is dependent on the oil Ti, the "assumed" water Ti value used for the 
calculation of the inversion time and the effective repetition time of the inverting pulse.

IR with a non-Selective Inversion Pulse
Figure 5.20.A shows the water and the oil signal in the images acquired using 

the CSS-IR sequence with a non-selective inversion pulse as a function of the 
"assumed" Ti value used to calculate the inversion time. The oil, with a short Ti value
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Figure 5.19. Oil signal intensity (arbitrary units) plotted against the bandwidth of the 
chemical shift selective pulses (centred on the water resonance), for the PRESAT and 
the hybrid CSS-IR sequence.
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of -280 ms, shows a residual signal intensity which is higher than the signal intensity of 
the longer Ti water components, and is maximized for longer assumed Ti values, i.e 
higher than 1500 ms. However, as the suppression is relatively independent of the 
assumed Ti, the longer Ti water components are efficiently suppressed for the relatively 
long assumed Ti values of 2000 and 3000 ms. The signal from the compartment of the 
intermediate Ti of 360 ms, however, is progressively increased for the longer assumed 
Ti values of 2000 and 3000 ms. In summary, suppression of water magnetization in 
the Ti range of 510-1350 ms is better than 95% for an assumed Ti value of as long as 
3000 ms, while the oil magnetization is only suppressed by 65%. Therefore, even in 
the extreme case of non-selective inversion pulse, the CSS-IR can give images with 
good suppression for relative long Ti components, and significant residual oil signal 
(although with relatively degraded S/N). The results of the conventional IR sequence 
are shown in Fig. 5.20.B, for comparison. Once again, it is apparent that suppression 
of each Ti component is strongly dependent on the accuracy of the assumed Ti used to 
calculate the inversion recovery.

5.4.3 In Vivo Studies
Figure 5.21 shows images of a cross section at the level of the bladder of a 

normal rat as obtained by spin echo, and fat suppressed IR, PRESAT and CSS-IR 
sequences. In the spin echo image the chemical shift artifact is again apparent, with the 
signal of the abdominal fat being superimposed on the water signal, creating a bright 
ring at the left side of the bladder wall. Fat suppression in the following images has 
removed the artifact and the bladder is clearly outlined. Once again, in the IR image the 
low S/N ratio for the tissues surrounding the bladder results in a significant loss of the 
overall anatomical detail. Note that although the CSS-IR sequence gives efficient fat 
suppression, the PRESAT image still suffers from some chemical shift artifact, probably 
due to regional differences in Bi homogeneity.

Figure 5.22 shows images of a cross section in the abdominal region of a normal 
rat obtained with a spin echo sequence, as well as water suppressed images acquired 
with the conventional IR and the modified IR, that is, the CSS-IR sequence with a non- 
selective inversion pulse. In the spin echo image the chemical shift artifact is again 
apparent, with the signal of the abdominal fat being superimposed on the water signal in 
several of the anatomical structures. Water suppression in the conventional IR image is 
efficient only for the bladder, with the signal from the rest of the tissues being reduced 
but not totally suppressed. The modified IR sequence, however, gives a true water 
suppressed image.
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i
Figure 5.21. Transverse image of the normal abdominal region of a live normal 
rat at the level of the bladder, produced using a spin echo sequence. STIR, fat- 
suppressed PRESAT, and fat-suppressed C SS-IR
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F igure 5.22. Transverse images of the abdominal region of a live normal rat at the 
level of the bladder, produced using a spin echo, conventional inversion recovery 
with a long inversion time, and the hybrid sequence with non-selective inversion 
pulse and inversion time calculated to null lo n g T l components (modified IR).
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5 .5  C o n clu sio n s

A hybrid pulse sequence for fat and water suppression in proton magnetic 
resonance imaging has been investigated and a theoretical as well as experimental study 
is presented of the efficiency of the method as compared to its most closely related 
conventional fat and water differentiation techniques, namely Ti-null IR and PRESAT. 
The new sequence has proved to give the same efficient fat or water suppression as the 
other conventional methods employed, in both phantom and in vivo studies. In 
addition, the technique has shown better performance than IR or PRESAT in several 
situations where parameters, such as inversion time as well as tip angle and frequency 
bandwidth of the chemical shift selective pulse, were mis-set.

The hybrid CSS-IR sequence combines a selective pulse with the inversion 
recovery approach of IR. However, the inversion time is generally significantly shorter 
than that used in the conventional IR sequence, thus allowing shorter repetition times or, 
alternatively, more slices to be selected within the same imaging time. While in the IR 
sequence suppression is strongly dependent upon the Ti of the component to be 
suppressed, both theory and experiments show that in the hybrid sequence the nuU-point 
is, in general, effectively independent of Ti for a significant range of Ti values. This 
ensures efficient suppression even in the cases where either the Ti is not accurately 
known prior to imaging or there is a wide range of Ti values for the unwanted 
component

The CSS-IR sequence has been shown to provide good suppression for a wider 
range of mis-settings of the chemical shift selective pulse tip angle than the PRESAT 
sequence. It has already been reported that fat presaturation can be suboptimal in studies 
of liver disease due to inhomogeneous suppression of the superior and inferior aspect of 
the liver [5.17]. Even though modem instrumentation affords only a few percent 
variation in Bi field homogeneity in the central imaging volume, the field may be 
rapidly degraded near the edges of the coil. This becomes particularly important, for 
example in the suppression of subcutaneous fat which is nearest to this inhomogeneous 
region. For example, in studies of breast imaging although the overall fat suppression 
was satisfactory, PRESAT gave a poor suppression near the skin surface [5.18]. One 
can also envisage future application of CSS-IR to fat and water imaging using surface or 
internal coils.

Chemical shift imaging requires a relatively high and homogeneous static 
magnetic field in order to resolve the fat and water resonances. Thus fat and water 
differentiation sequences that are based merely on this principle may give less acceptable 
results in cases where the static field is regionally degraded by susceptibility differences 
within the imaging object, for instance when imaging the optical nerve and 
musculoskeletal system. Even though the CSS-IR method uses chemical shift selection.
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it has been shown that a wider selective pulse will always ensure good suppression 
while degrading the signal from the desired component considerably less than an 
equivalent PRESAT experiment. A modification of the CSS-IR sequence, with a non- 
selective inversion pulse was also used to provide multi-slice data sets with good 
suppression of intermediate and long Ti water components, for example muscle tissue 
and body fluids. The use of non-selective inversion pulses, as well as the fact that the 
null point is not strongly dependent on the inversion time, should also give good 
suppression of signal arising from flowing spins.
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CHAPTER 6

LONGITUDINAL RELAXATION TIME MEASUREMENTS IN MRI

6 .1  INTRODUCTION
The measurement of relaxation times is common practice in NMR spectroscopy, 

where a relaxation time value is derived for each chemically shifted spectral peak. 
However, there are spins which may have the same chemical environment but subtly 
different physical surroundings, for example water protons in different tissues [6.1]. In 
such a case, spectroscopic relaxation time measurements of the total water resonance 
will yield only a weighted-mean value. Multi-exponential fitting of the experimental data 
is possible, but the resolution between different components may be very low, and it has 
been shown previously that a single exponential closely represents the variation of a 
multi-exponential decay unless the separate components differ by a factor greater than 
three [6.2].

In contrast, relaxation time measurements in MR imaging involve the generation 
of a "calculated" image, where each volume element holds the mean relaxation time 
value of all the spins confined to that region. The price to pay for this extra spatial 
information is that the chemical shift resolution is lost, at least for conventional imaging 
methods. The problem is further exasperated by the partial volume effect, that is, when 
the imaging voxel corresponds to an area that contains tissues with a range of relaxation 
time values. Although multi-exponential behaviour is expected, only the weighted mean 
value will be assigned to the imaging voxel. The relative misregistration of fat and water 
signals, due to their chemical shift difference, makes partial volume effects even more 
profound (depending on the static and gradient magnetic field strengths used). When 
small structures are involved, measurements could even become impossible. An 
example is the optic ner\'e with its surrounding orbital fat [6.3], and a diagrammatic 
representation of the partial volume effects in this case is shown in Fig. 6.1. As the 
spatial resolution is increased, partial volume effects diminish affording more accurate 
measurement of relaxation times (provided the signal-to-noise ratio remains the same, 
e.g. via increased signal averaging or better sample-receiver coupling). Another 
example is the kidney; MRI microscopy studies on rat kidneys, for example, have 
revealed five zones of tissue with distinctively different relaxation characteristics, while 
conventional MRI distinguishes only two regions [6.4].

Relaxation time maps in MRI are the primary subject matter of this chapter. 
After a brief discussion on their justification, the text focuses on longitudinal relaxation
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F igure 6.1. A schematic diagram o f  partial volum e effect for the case o f the optic 

nerve, a small structure surrounded by orbital fat. For sim plicity, only the pixel area is 

considered, although the whole voxel is involved. (A) A low  spatial resolution image 

matrix. The nervous tissue corresponds to the four central p ixels, i.e. A (2b], A [2c], 

A(3bJ & A [3c |, which, however, also contain some orbital fat. The overall intensity o f  

each individual pixel is, therefore, the w eighted mean o f the contributing fat and nervous 

tissue signals. (B) When the spatial resolution is increased one can resolve pixels 

which correspond only to nervous tissue, i.e. B |4d l, B14el, B |5 d | & B [5e |. For 

simplicity, the mis-registration o f the fat signal relative to water due to the chemical shift 

artifact has not been drawn.



149

time (Ti) calculated images and the various conventional techniques used to create them, 
and comments on the limitations, artifacts, corrections and practical considerations that 
relate to each method. This background work is intended as an introduction to the study 
of differential fat and water Ti imaging presented in the next chapter.

6 .2  R e a so n s  f o r  r e l a x a t io n  Tim e  M e a s u r e m e n t s  in  M R I
Much of the interest in tissue relaxation times has stemmed from the early 

observation of elevated Ti and Ti values in tumorous tissues of experimental animals 
[6.5, 6.6]. Since then, the need for relaxation time measurements in MRI has become 
even more profound, and the major reasons are detailed here.

Tissue Characterization and Quantitative Studies
Relaxation time maps have been used for tissue characterization in numerous 

circumstances, one obvious case being the differentiation between fat and the rest of the 
tissues on the basis of its markedly shorter Ti. Thus, calculated Ti images have been 
used, for example, to assess the percentage of fetal fat (both subcutaneous and intra
abdominal) with respect to other fetal tissue in normal, as well as diabetic, pregnant 
women [6.7]. Recently, a new method has been proposed for quantitation of regional 
blood volumes based purely on Ti maps generated before and after the injection of an 
intravascular contrast agent that enhances Ti relaxation [6.8].

Contrast Manipulation in MRI: Pulse Sequence Optimization and Synthetic Images
Contrast in an MR image can be arranged to depend on various parameters and 

especially relaxation times [6.9]. If the relaxation times are known, then the imaging 
sequence and its timing parameters (such as repetition, echo or inversion time) can be 
chosen to give an image with the desired contrast and hence create the optimum imaging 
protocol to detect a certain pathology in the shortest possible scan time [6.10]. 
Furthermore, parameter optimization may be critical in sequences that differentiate 
between fat and water on the basis of their relaxation time differences, namely STIR 
[6.11] and FLAIR [6.12]; efficient suppression of the unwanted component can only be 
ensured when its Ti is known prior to the experiment

Contrast in MRI can be further exploited by the use of synthetic images. Given 
the proton density and the relaxation time values, synthetic images can be generated for 
arbitrary timings in any pulse sequence, without requiring additional imaging time, thus 
allowing a rapid retrospective optimization of contrast through interactive control of the 
sequence and the imaging parameters [6.13].
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Relaxation Times as Markers of Other Physical Parameters
Paramagnetic centres in a solution directly affect the relaxation processes of the 

solvent [6.14], therefore relaxation time measurements can be used to detect their 
pathological presence and measure their concentration in several clinical situations. For 
example, proton Ti and T2 relaxation maps have been used to obtain quantitative 
estimates of iron concentration in the liver in conditions like transfusion iron overload 
and haemachromatosis [6.15, 6.16], as well as to measure the ferritin content of brain 
tissue [6.17]. Several studies have also reported the potential of Ti maps for 3- 
dimensional dosimetry of ionizing radiation. Such applications involve Fricke solutions 
where the ferrous ion Fe^+ is converted to the ferric ion Fe^+ which enhances Ti 
relaxation [6.18, 6.19], or acrylamide-Bis-aragose gels where Ti values are reduced due 
to polymerization and cross-linking induced by ionizing radiation [6.20].

Relaxation rates, particularly Ti, are temperature dependent, and it has been 
shown that Ti maps can encode information relating to temperature distribution [6.21]. 
More recent studies have suggested that the temperature resolution obtained using Ti 
calculated images (1-2 *C for a spatial resolution of 4-5 mm and Is scan time) should be 
sufficient for non-invasive temperature mapping in clinical hyperthermia treatment of 
hypoxic tumours [6.22, 6.23].

There is also potential for the use of relaxation time maps to spatially encode the 
variation of any other physical processes that affect relaxation. For example, Ti 
calculated images have been shown to correlate with pore size variations in brine 
saturated cores [6.24].

Diagnostic Information
It should have become clear from the above examples that relaxation times have a 

complex, leading role in MRI and a potential to become even more important. 
However, the possibility of reaching diagnosis based only on relaxation time maps is 
often regarded with scepticism, as most clinical studies indicate a large spread in 
relaxation time values for both normal and pathological tissues [6.25]. When performed 
over a period of time and on the same patient, however, relaxation measurements are 
sensitive, and can be directly correlated with certain pathologies. For example, it has 
been shown that the differential diagnosis of brain disease can be aided by relaxation 
time measurements when conventional imaging fails to distinguish them [6.26], while 
relaxation time maps proved to be important in evaluating the effect of interferon therapy 
in liver métastasés [6.27].
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6 .3  T i M e a su r e m e n t s  in  M R I
At present, the most commonly used methods for generation of Ti maps are 

based on the basic pulse sequences used for Ti measurements in spectroscopy, i.e. 
progressive saturation (PS) and inversion recovery (IR). These RF pulse sequences can 
be combined with a number of imaging techniques, including conventional spin-echo, 
spin-warp methods and fast imaging regimes such as echo-planar and low tip angle, 
gradient recalled echo imaging. In this section the principle of each technique is 
described and as an example, incorporation into the common spin echo, two- 
dimensional (2D) Fourier imaging regime is assumed. Alternative imaging methods for 
determining Ti are also reviewed. These include stimulated echo (STE) imaging, as 
well as variable tip angle and multiple read-out imaging sequences. The latter have 
recently drawn much attention, primarily because imaging times can be considerably 
shortened albeit at the expense of reduced S/N.

6 .3 .1  Progressive Saturation (PS) and Saturation Recovery (SR)
The first published Ti calculated image [6.28] was generated using progressive 

saturation [6.29]. In this method an initial 90* pulse perturbs the magnetization into the 
transverse plane and longitudinal relaxation occurs during the interval TR before the next 
sequence repetition. If TR is relatively long (i.e. > 5Ti), the longitudinal magnetization 
has been allowed to recover completely during the intermediate time interval. However 
if the repetition time of the sequence is short, only a fraction of the thermal equilibrium 
magnetization recovers. Therefore, the transverse magnetization generated by the 
subsequent 90* pulse, as well as the acquired signal, is a function of Ti and the 
repetition time TR. After a few sequence repetitions, a steady-state condition is reached 
and the signal strength iPS for each pixel in the image is given by:

IPS = C p exp(-TE/T2) [1 -exp(-TRyTi)] (6.1)

where the first exponential term refers to the transverse relaxation during the echo time
  pui^e
TE of a spin-echo experiment; had the 180’|,been omitted to give a gradient recalled 
version of the sequence, the decay time constant T2 would have been replaced by the 
effective transverse relaxation time T2*. C is a dimensionless constant that relates to the 
characteristics of the system, and p is the proton density averaged over the voxel, see 
also Eqn. (2.48). In the above analysis T2*«(TR-TE) is assumed, that is, any residual 
transverse magnetization is completely dephased prior to the next sequence repetition. 
Note that very short Ti values (comparable to TE) cannot be accurately measured, as 
this magnetization is almost fully relaxed back to its thermal equilibrium value before 
data collection.



152

When all pulses are slice selective, data from several slices can be obtained 
within the repetition time [6.30]. However, there is a limit to the maximum number of 
slices that can be accommodated if the repetition time is required to be relatively short in 
order to obtain a data point early in the relaxation curve (especially when short Ti values 
are interrogated).

If several images are obtained with different values of TR, the value of Ti for 
each pixel can be calculated independently of the spin density and the transverse 
relaxation. This normally involves a non-linear, multi-parametric least-squares fit 
through iteration, which, considering the large number of pixels (e.g. 65,536 for an 
image of 256x256 resolution), may be a quite time-consuming process, although special 
fast algorithms have recently been developed [6.31]. Rapid non-least-squares 
processing techniques have also been described in the literature, however they generally 
sacrifice some accuracy for improved speed [6.32, 6.33].

It should be mentioned that in several publications progressive (or partial) 
saturation is incorrectly referred to as saturation recovery. The saturation recovery (SR) 
method as presented in the early days of NMR spectroscopy [6.34], involves an initial 
burst of radiofrequency pulses to completely saturate the system, that is, to zero the net 
magnetization. Then, after a time Tsr a 90* pulse samples the amount of relaxed 
magnetization and the final signal is given by an expression similar to Eqn. (6.1), where 
Tsr is used instead of TR. The time interval Tsr can be made as short as desired (the 
only limitation being the switching of electronics), so theoretically there is no lower limit 
to the accurate measurement of Ti. However, many medical applications prefer to use 
the partial or progressive saturation method instead of saturation recovery, mainly 
because the initial burst of radiofrequency field can dissipate a considerable amount of 
energy into the subject, while the extra Tsr delay prolongs the overall imaging time. The 
problem of excessive energy deposition can be overcome using a version of the SR 
sequence where the saturating burst of pulses is replaced by a single 90* pulse to tip the 
spins into the transverse plane, followed by a delay which is long relative to T2*, or by a 
pulsed magnetic field gradient, to completely dephase the transverse magnetization [6.2, 
6.35].

6 .3 .2  Inversion Recovery (IR)
Another popular method of data acquisition for Ti maps is based on the 

inversion recovery (IR) sequence [6.36]. The spin system is initially inverted by means 
of a 180* pulse and longitudinal relaxation occurs. After a time TI a 90* pulse "reads" 
the relaxed magnetization. The final signal intensity IiR is proportional to the fraction of 
the magnetization that has recovered during the inversion time TI, and for a spin-echo 
experiment is given by:
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IlR = C p exp(-TE/T2) [1 -2  exp(-TI/Ti)] (6.2)

Again it is assumed that T2*«(TR-TE-TI). In order that Eqn. (6.2) holds, the repetition 
time of the sequence must be long enough for the perturbed magnetization to return to its 
thermal equilibrium value prior to the next inversion pulse. Practically, this means that a 
repetition time of at least 5 times the longest Ti should be ensured (-99% recovery). 
However, this requirement is rarely met in the imaging context, as the imaging time 
would be lengthened to an unacceptable degree (e.g. TR=10 s in vivo). In practice, TR 
needs to be relatively short, so Eqn. (6.2) is modified to account for the partial recovery 
of the magnetization in the time interval between the read 90* pulse and the next 
sequence repetition [6.37]. Thus the observed signal intensity for each pixel in the 
image is given by the expression:

Im = C p exp(-TE/T2) [ 1 - 2  exp(-TI/Ti) + exp(-TR/Ti)] (6.3)

In the analysis hereafter where the IR experiment is considered, Eqn. (6.3) is always 
assumed.

If several images are obtained with different inversion times (while other 
sequence timings are kept the same), then a non-linear, multi-parametric, least-squares 
fit for each pixel of the image matrix would again yield a Ti map. Similar processing 
algorithms can be employed as in the case of the saturation methods. Note that the IR 
sequence can also function in a multi-slice mode in the same fashion as the PS 
experiment. Alternative, more complicated and more time efficient multi-slice schemes 
have also been proposed [6.38, 6.39], as described in Section 3.3.1.

The inversion recovery method is often prefei^  as it exhibits a wider dynamic 
range than the saturation techniques, since the magnetization is initially inverted and 
starts relaxing from a negative value. These negative signals, however, may induce a 
fundamental difficulty, known as contrast reversal [6.40]. In MRI experiments, data is 
generally presented as a magnitude image in order to avoid correcting phase shifts 
induced by pulse sequence timing errors, phase delay of electronic circuits, gradient 
ramping and eddy currents, static field inhomogeneity, and moving spins. In such a 
magnitude image, negative signal intensities arc inverted. Figure 6.2 shows the actual 
relaxation curve of the magnetization following an inverting 180* pulse, and how this 
will appear when considering only the modulus of the intensity. It is apparent that the 
negative signal from a long Ti component cannot be distinguished from positive signals 
of the same magnitude given by samples with shorter Ti values. Several methods have, 
however, been used to restore signal polarity in IR images. A first approach is to search 
for the null point of the magnetization for each pixel in a set of IR images acquired with
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Figure 6.2. Relaxation curves for longitudinal magnetization following a 180* 
inverting pulse. The long-dashed and solid lines correspond to the magnitude 
representation of the relaxation curves for two components with different Ti values 
("short" Ti = 200 ms, and "long" Ti = 500 ms respectively). The dotted lines show the 
negative part of the curves when sign information is also considered. At an inversion 
time B, the long Ti component gives a magnitude signal much lower than the short Ti 
component. However, if the system is observed at time A, the contrast is reversed.
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different inversion times [6.41]. At least four IR images are required, therefore this 
technique could not be incorporated in two-point or one-shot Ti measurement regimes 
(as described in the following paragraphs). Alternatively, the sign information can be 
recovered if one considers and corrects for the phase shifts of the data prior to the Ti 
map reconstruction. A simple method requires an additional partial saturation 
experiment, identical to the inversion recovery sequence except that the inversion pulse 
is omitted. Phase shifts due to hardware considerations are assumed to be the same for 
both data sets, however in the IR image any pixels corresponding to inverted 
magnetization will have an additional 180* phase shift. If the phase images of the two 
data sets are subtracted, the resulting image should yield a phase close to zero for pixels 
corresponding to short Ti components, while regions where the signal is still inverted in 
the IR image should have a phase of -ISO* [6.42]. Although noise and motion artifacts 
broaden the distribution of the phase differences around the two ideal values of 0* and 
ISO*, this is not expected to significantly affect the sign restoration, as only a crude 
approximation of the phase difference is required. The IR magnitude image can then be 
made polarity sensitive by inverting the sign of the signal intensity in the pixels which 
are out of phase. In a similar approach, the phase information from the partial saturation 
data set is used to completely correct the inversion recovery data, so that the real part can 
then be used to reconstruct the image [6.43]. However, motion related or other random 
phase shifts cannot be corrected and may induce significant inaccuracies in the Ti 
measurements. A regional phase correction algorithm has also been described, which 
involves the creation of a map of the gradual phase shifts due to hardware imperfections 
which is then used to phase correct the data [6.44]. The phase gradient between 
neighbouring pixels is calculated and any abrupt phase changes due to inverted spins are 
removed. Since the correction relies on information in adjacent pixels, noise areas may 
introduce errors which can then be propagated. To prevent this, empirical thresholds of 
pixel magnitude and phase coherence must be defined by the user.

Several studies have provided a comparison between saturation methods and the 
inversion recovery experiment, in terms of their achieved precision in the Ti calculation 
within the same total experimental time, and suggest optimal parameter settings [6.45- 
6.47]. When systematic errors, such as pulse imperfections and slice profiles are not 
considered, IR experiments, with repetition time of about double the maximum 
estimated Ti and TI values linearly spaced in time, have been shown to give better 
results than saturation sequences [6.46]. However, the prolonged imaging and 
processing times have led to the development and wide use of two-point measurement 
techniques, often employing hybrid, more efficient pulse sequence schemes, as 
described below.
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6 .3 .3  Two Point Measurements and Hybrid Schemes
Ti can be derived from only two images using the "intensity ratio" niethod

[6.48]. In this approach, two different repetition times (if PS is considered), or two 
different values for the waiting time Tsr (for the SR sequence), or two different 
inversion times (for the IR sequence) are necessary. Ti is then calculated from tte ratio 
of the two signals. The measurements can only be precise if the pulse intervals are 
suitably chosen. In the PS sequence for example, if the data points are too early in the 
exponential recovery curve, then the intensity ratio becomes very insensitive to Ti, 
whereas if the pulse intervals are both long in comparison with the relaxation timf to be 
determined, the intensity ratio tends to unity. Near these limits any noise on the signals 
introduces large errors in the derived relaxation times. A large ratio of repetition times 
permits a wide range of relaxation times to be determined, but tends to be more time- 
consuming than a smaller ratio. In practice a repetition time ratio of 4 has been foJnd to 
represent a reasonable compromise [6.48, 6.49]. In the inversion recovery cas? high 
precision is obtained when one of the experiments is near the null condition [6.48].

A hybrid two-point measurement scheme has, however, proven to be most 
efficient. It was suggested in the early days of NMR imaging [6.50] and still is the 
method of choice for many clinical studies. The method involves a partial saturation and 
an inversion recovery imaging experiment. Then the ratio of intensities for any pixel in 
the data matrix of the two images is given by:

IiR _ 1 -  2exp(-TI/Ti) + exp(-TRiR/Ti)
IPS "  1 -  exp(-TRps/Ti)

where IlR and iPS are the signal intensities for the IR and PS images with repetition times 
TRir and TRps, respectively. The two sequences can form two completely difrerent 
experiments, or be performed in an interleaved fashion within the same sequence. The 
latter scheme is prefered, as it compensates for any mis-registration due to involuntary 
movement or shift in electronics during the different steps of the phase encoding 
procedure.

The most convenient method to generate the Ti map is to refer to a computed 
"look-up" table, where the theoretically determined signal ratio, for the specific values of 
repetition and inversion times used in the experiment, is tabulated for various values of 
Ti, using Eqn. (6.4). Then, the signal ratio for each pixel is calculated and compared to 
the computed values [6.51]. In theory, the inverse ratio Ips/I ir is equivalent for the 
purpose of Ti measurement, however, it may create practical computational problems as 
it approaches infinity for combinations of TI and Ti where the IR signal is zero.

This hybrid PS-IR method has been shown to be more efficient than other two- 
point measurement schemes for determining Ti within a wide range of possible values
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Figure 63Longitudinal images of the head of a preseived shark species at 4.7 T.
(A) Partial saturation, spin echo image, TR=4000 ms, TE=24 ms.
(B) Inversion recoveiy, spin echo image, TR=6000 ms, TI=400 ms, TE=24 ms.
(C) Calculated T l map using the 2-point hybrid PS-IR  method. TI values for the

three main tissues are; 1050 + /-  20 ms for brain (b)
2124 + /-  20 ms for cartilage (c)

767 + /-  16 ms for muscle (m).
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[6.49]. Optimal parameter settings have also been suggested. For example, to measure 
Tl within the ranges of 120-1200,150-1500 and 200-1800 ms, the optimum TI should 
be about 280, 400, and 500 ms, respectively, while the same optimum TRir/TRps of 
about 2.5-3.0 would apply to all three bands [6.49]. Figure 6.3 is an example of a Ti 
map of a shark head from The Natural History Museum (London) collection generated 
by the hybrid PS-IR method. Generation of this Ti map was part of the initial imaging 
protocol for the first study of anatomical features of preserved shark species by MRI 
[6.52].

6 .3 .4  Variable Tip Angles
Tl maps can also be generated by employing a variable tip angle pulse during the 

imaging experiment. In this method, a pulse of tip angle 0" is used to perturb the 
magnetization, which is then left to partially relax back to its thermal equilibrium value 
during the repetition time, which is generally short. As the excitation pulse is generally 
other than 90’, only a fraction of the thermal equilibrium magnetization is "tipped" into 
the transverse plane. This transverse magnetization is then a function of both the pulse 
tip angle 0* and the amount of longitudinal relaxation that has occui^ during TR [6.53]. 
In this case the application of a 180* refocusing pulse to form a spin echo cannot be 
used, as such a pulse would also invert the magnetization which has remained along the 
longitudinal axis. Instead, an echo is formed through the use of gradients [6.54]. The 
transverse relaxation during the echo time TE is now described by the effective 
transverse relaxation time constant Tl* and the signal intensity le for any pixel in the 
data matrix is given by:

le = C p exp(-TEZr2‘ ) - ^ i2 M lz H E ( z ™ m  (6.5)
1 -COS0 exp(-TRZTi)

This assumes that pulses are applied along the same axis and that a steady state has been 
reached, which can generally be achieved within the first few sequence repetitions
[6.55]. TR»T2* is also assumed, so that the transverse magnetization is completely 
dephased prior to the next sequence repetition. Note that for a 90’ pulse Eqn. (6.5) 
reduces to Eqn. (6.1) which describes the progressive saturation experiment, save for 
the transverse relaxation time constants. The two methods, therefore, are very similar, 
with the fundamental exception that Eqn. (6.5) can be re-arranged to allow linear data 
analysis to be employed for the Ti calculations:

le . . le= exp(-TR/Ti)-------+ C p exp(-TE/T2*) [ 1- exp(-TR/Ti)] (6.6)
sin0 tan0
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Following Eqn. (6.6), the plot of l0/sin0 against le/tanG is a straight line with a slope of 
exp(-TR/Ti). Because the rest of the unknown parameters, such as spin density and 
transverse relaxation constant, affect only the intercept of the linear plot, they do not 
interfere with the calculation of Ti.

Studies for sequence parameter optimization have shown that two point 
measurements using only two images acquired at two different tip angles can be even 
more precise than a multiple point measurement with the same overall imaging time
[6.56]. Additionally, simulation and experimental results have suggested that the 
optimum sequence parameters should involve a pair of tip angles well separated (e.g. 
20’ and 100’) and a short repetition time, such that T R ^ i .  As a result, the method 
turns out to be quite fast, although care must be taken that the transverse magnetization 
is completely spoiled prior to the next sequence repetition. The variable tip angle 
method has also been shown to be of comparable or even greater efficiency and 
precision when compared to its most closely related technique, progressive saturation
[6.56]. However, some limitations should also be considered. The most important is 
probably the fact that the sequence can not employ a 180’ refocusing pulse for the echo 
formation, thus the final signal intensity may be prohibitively poor in a relatively 
inhomogeneous static magnetic field. Additionally, errors may arise in the calculation of 
the pulse tip angles, especially when one considers the variation of the tip angle across 
the slice thickness.

6 .3 .5  Single-Shot Techniques
All methods described so far require more than one imaging experiments in order 

to generate the calculated Ti image. This is probably the most important limitation of Ti 
mapping as it significantly increases the imaging time. One should note that sequences 
such as the hybrid PS-IR are often already performed in most clinical examinations in 
order to get images with a variable Ti contrast, so that in these cases calculation of a Ti 
map would give additional information without requiring extra imaging time. 
Nevertheless, several techniques have been devised to generate a Ti map using 
information from only one sequence repetition.

One group of single-shot Ti measurement methods involves stimulated echo 
(STE) imaging [6.57, 6.58]. The magnetization is initially tipped into the transverse 
plane by the first 90’ pulse and dephases during the time interval TE/2. At the same time 
phase encoding is performed. A second 90’ pulse causes half the magnetization to be 
stored in a plane parallel to the longitudinal axis, preserving its acquired phase 
information, while the other half of the magnetization rephases to form an echo after a 
further time TE/2. This echo is usually termed the primary echo (PE). The signal 
intensity for any given pixel in the PE image matrix is given by:
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IPE = j  C p exp(-TE/T2) (6.7)

which is the same as in the conventional, equivalent spin-echo experiment except for the 
factor of one-half. The other half of the magnetization that has been stored along the 
longitudinal axis is then brought back into the transverse plane by the application of a 
third 90" pulse (applied at time TM after the second pulse) and refocuses to form an echo 
after a further time TE/2. This is commonly termed the stimulated echo. During the 
intermediate interval TM the stored magnetization experiences only longitudinal 
relaxation. If TM is too long (i.e. > 5Ti), practically all spins relax back to thermal 
equilibrium and by the time the third 90" pulse is applied no stored magnetization is left 
to form a stimulated echo. Thus, the signal intensity for any pixel in the STE image is 
dependent not only on Tl relaxation during TE but also upon the Ti relaxation during 
TM:

ISTE = ^  C p  exp(-TE/Ti) exp(-TM/Ti) (6.8)

Eqns. (6.7) and (6.8) assume the pulse sequence repetition time is sufficiently long to 
avoid additional Tl dependence via partial saturation. Then, the ratio of STE signal 
intensity, to the intensity of the PE image is a direct measure of Ti [6.59]:

IS T E  /  TM
IP E

= e x p ( -^ p ^ )  (6.9)

An additional advantage of this two-point Ti technique is that the two data sets are 
inherently interleaved, thus reducing the effect of motion or drift in electronics on the 
accuracy of the Tl measurements. However, the signal intensities are at most only half 
those of the conventional spin echo and this poorer S/N can lead to larger errors in the 
Tl measurements.

Perhaps the most interesting advantage of STE imaging is that the technique can 
be manipulated to give more than two points in the relaxation curve within a single 
imaging experiment, thus allowing the study of possible multi-exponential relaxation 
behaviour within a reasonable imaging time. For this purpose, the third 90" pulse is 
replaced by a number of small tip angle pulses that partially sample the stored 
magnetization at different TM intervals. Each read pulse reduces the residual stored 
longitudinal magnetization (hence the magnitude of the next stimulated echo as well) by 
a factor of the cosine of the tip angle. The same tip angle dependence for all the 
stimulated echoes can be ensured by properly adjusting the tip angle of each read pulse, 
although this requires good Bi field homogeneity. Detailed calculations show that.
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ideally, the tip angles should increase from small values to reach 90* for the last pulse in 
the series [6.60,6.61]. An alternative approach is to set all pulses to a very small angle 
(of the order of 5*), in which case the cosine can be approximated by 1 [6.60]. One 
should note however, that the lower the tip angle of the read pulse, the poorer the S/N of 
the resulting image. Another important consideration is that when using such a multi
pulse sequence several different and unwanted echoes may be formed during each 
acquisition interval. Phase cycling procedures and systematic application of magnetic 
field gradients have been employed to suppress this unwanted signal and give artifact 
free stimulated echo images [6.62].

Another group of single-shot methods for producing Tl maps is based on the 
principle of multiple read-out pulses to sample the longitudinal magnetization during the 
transient region as it evolves towards a steady-state condition [6.63]. These multiple 
read-out sequences involve a series of evenly spaced, low tip angle (0*<9O* ) pulses. 
Each 0’ excitation pulse forces some of the magnetization into the transverse plane and 
produces a signal proportional to the amount of the longitudinal magnetization before the 
pulse. This signal is always recorded as a gradient-recalled echo because a 180* 
refocusing pulse would also invert the residual longitudinal magnetization. Between the 
pulses, which are applied with a short time interval Td, the magnetization still relaxes 
with Tl. However, the apparent overall decay towards a steady-state condition is 
characterized by an effective relaxation time Tieff, which is related to the actual Ti, the 
pulse tip angle 0" and the interpulse delay Td by:

Tuff = ---------- — -----------  (6.10)
Td/Ti -  ln(cos0)

The tip angle 0* must be less than 90* so that the logarithm of cos0 is permissible in 
Eqn. (6.10). Other assumptions include the complete spoiling of the transverse 
magnetization prior to the application of the next read-out pulse, which can be satisfied 
by ensuring Td»T2*, or by applying an appropriate spoiling field gradient pulse. It is 
apparent that the train of low-tip angle read-out pulses is used to both perturb the 
longitudinal magnetization from the thermal equilibrium condition and consecutively 
sample it as it gradually decays towards a steady-state value [6.63, 6.64]. In order to 
increase the dynamic range of the experiment, a saturating or inverting pulse can be 
employed to prepare the magnetization at some starting value [6.65-6.67]. The 
evolution of the longitudinal magnetization in all different versions of the preparation 
part of the sequence is characterized by the same effective relaxation time Ticff as it 
converges towards the same equilibrium value. A schematic description of the recovery 
of longitudinal magnetization for the multiple read-out sequence is shown in Fig. 6.4. 
As several read-out pulses are performed during each sequence repetition, a full
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Figure 6.4. The recovery of the longitudinal magnetization during the course of the 
multiple read-out pulse sequence when the preparation pulse is omitted (a), when the 
preparation pulse is 90“ (b) and when the preparation pulse is 180“ (c). The calculations 
assume a Ti value of 500 ms, a time interval of 20 ms between the preparation pulse and 
the read-out train, twenty read-out pulses of 20“ tip angle and Td=80 ms, and a repetition 
time of 2300 ms. The magnetization gradually approaches a steady-state, while the 
steps in the curves are due to the read-out pulses which bring some of the longitudinal 
magnetization into the transverse plane. It is apparent that the greatest change in the 
longitudinal magnetization (the dynamic range of the experiment) is obtained when the 
preparation pulse is 180“ (c).
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reconstruction of the decay curve is possible. When the pulse tip angle 0" is not 
accurately known, a three parameter fit of the data can be employed to give a Ti map as 
well as the spatial distribution of the RF field [6.64]. In the case of the inverting 
preparation pulse, signal polarity should be restored prior to Ti calculations. The simple 
two-point algorithm described in Section 6.3.2 can be easily employed, where the 
inversion recovery and the partial saturation images required are substituted by the first 
and the last image, respectively, in the read-out train [6.42].

Studies on the optimization of the multiple read-out sequence parameters suggest 
tip angles in the range of 15" to 30", and Td values in the range of 70-100 ms for 
accurate measurements of Ti values ranging from 150 to 900 ms [6.68-6.70]. 
Comparative studies have shown that within the same total imaging time, multiple read
out methods can produce calculated Ti images with S/N comparable to that of Ti maps 
generated by conventional multiple point methods, such as IR [6.71]. In the single-shot 
methods, the extra imaging time is used for signal averaging, and not for sampling more 
points in the relaxation curve, thus it is possible to trade off Ti map S/N in order to 
reduce the overall imaging time if so desired. Nevertheless, in clinical examinations a 
conventional image with an acceptable S/N is also generally required for morphological 
inspection. In order to avoid the need to perform additional standard experiments for 
this purpose, one could take a weighted sum of all the images produced by the multiple 
read-out sequence and thus generate a composite image of clinical quality [6.64, 6.72]. 
Another approach involves modification of the sequence so that the last read-out pulse is 
adjusted to give an effective tip angle of 90", yielding an image with the maximum 
possible S/N [6.73].

6 . 4  G e n e r a l  C o n s i d e r a t i o n s

The first step towards more accurate Ti measurements is the use of more 
elaborate signal calculations, derived with less approximations. For example, Eqns. 
(6.1) and (6.3) for the signal intensity of the SR and IR spin-echo experiments, 
respectively, assume that the Ti is very long compared to TE. However, if the Ti is 
comparable to TE/2 and some of the magnetization has relaxed during this time, the 
refocusing 180" pulse would invert any longitudinal magnetization, thus leading to a 
more complicated expression for the signal intensity [6.74—6.76].

Another important factor that may induce substantial inaccuracies in Ti 
measurements is the effect of magnetization transfer contrast, i.e. the reduction of the 
longitudinal relaxation time of certain tissues when off-resonance pulses are applied 
[6.77]. Multi-slice imaging can effectively be regarded as off-resonance irradiation and 
it has been shown that the signal from tissues in such sequences decreases due to
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magnetization transfer effects, the reduction being dependent upon the number of slices 
and other sequence parameters, such as repetition time [6.78, 6.79]. Such incidental 
magnetization transfer effects however, would not be observed in cases where off- 
resonance pulses are avoided, as in single-slice or 3D imaging techniques.

Other factors that may affect the expected signal and, thus, the Ti calculations, 
include hardware imperfections, such as Bi field inhomogeneity and imperfect slice 
profiles. Although in most clinical examinations modem instrumentation affords only a 
few percent variation in Bi field homogeneity in the central imaging volume, the non- 
uniform excitation field of surface or internal coils, is still a major problem. In such 
cases, a practical solution would be to use a large, imaging transmitter coil for 
homogeneous excitation over the imaging volume, and a separate surface (or internal) 
receiver coil for maximum S/N for the volume of interest [6.80]. Alternatively, a map 
of the Bi field could be used to correct the Ti measurements during post-processing, 
although this requires additional experiments. Information about the tip angle 
distribution can be obtained together with the Ti calculation when a multiple point 
method is used and the data are subsequently analyzed in terms of a two- or three- 
parameter exponential fit, one of the parameters being the pulse tip angle [6.47, 6.64, 
6.81]. Such an approach would be rather time consuming when methods such as PS or 
IR are considered, but could be readily applied in the multiple read-out sequences 
(though a rather long processing time may be needed and the non-linear fitting required 
may not be sufficiently robust [6.68]). A more common solution to the problem of 
inhomogeneous Bi field, however, is to use specially designed pulses that self- 
compensate for any Bi inhomogeneity. Such an example is the broad category of 
composite pulses, initially designed for spectroscopic studies (detailed reviews are given 
in References [6.82] and [6.83]). One should note that although these pulses can be 
made firequency selective, the resulting slice profile can be far from the ideal rectangular 
shape. Adiabatic fast passage pulses are also Bi insensitive (for a review, see Reference 
[6.84]). Such a pulse, achieved by a non-linear frequency sweep, has been used for 
inversion in the hybrid two-point PS-IR method to produce Tl calculated images with 
increased accuracy [6.85]. In current clinical practice, most commonly used are the 
complex hyperbolic secant pulses, which can create a highly selective spin inversion or 
excitation which, above a critical threshold is independent of the pulse power and hence 
Bi inhomogeneity [6.86]. The use of a hyperbolic secant 180" pulse for the inversion in 
the hybrid PS-IR method, as well as in the multiple read-out sequence, has been shown 
to give increased accuracy in Ti measurements [6.70, 6.87]. The pulse can also be 
optimized to produce slice profiles much closer to the desired rectangular shape [6.88].

In conventional 2D imaging the slice selection is performed by application of a 
frequency selective pulse in the presence of a magnetic field gradient, thus the



165

distribution of tip angles across the slice is expected to be a simple reflection of the 
spectral "shape" of the pulse. As most conventional pulses exhibit frequency profiles 
different from the rectangular shape, assuming a uniform tip angle distribution across 
the slice would generally lead to erroneous Ti measurements or even create an apparent 
multi-exponential relaxation behaviour [6.74, 6.89]. Slice profile effects can become 
more pronounced and complicated when multi-pulse sequences are considered because 
of the limited magnetization recovery during the interpulse delays [6.90, 6.91]. 
Similarly, deviations from the true values considerably increase when adjacent slices 
overlap [6.92]. It is possible to correct the Ti measurements for the slice profile effects 
by substimting the nominal pulse tip angle with the appropriate expression derived from 
integrating through the selective pulse waveform [6.51, 6.70, 6.74, 6.93], or by 
estimating an average tip angle value across the slice profile from calibration experiments 
[6.94]. Direct measurements of the slice profile can also be used when deviations from 
the theoretical pulse waveform are intended or, due to operating system characteristics, 
suspected [6.74, 6.91]. The slice profile effects could be reduced by reducing the 
number of slice selective pulses within the sequence to a minimum, though this would 
result in single slice imaging. The problem could be avoided all together in a 3D 
imaging sequence, where "slice selection" is performed by phase encoding, although 
this again increases significantly the overall imaging time.

As all methods involve pixel-by-pixel manipulation of more than one image, any 
spatial mis-registration between consecutive images may inmoduce errors in the final Ti 
map. The mis-registration can be induced either by an imbalance of the encoding 
gradients or by sample motion. The former may be cancelled out by applying the 
gradient pulses in exactly the same fashion for all images. This is readily applicable to 
sequences such as PS, IR, or variable tip angle, but can be more difficult in the case of 
single shot methods. In a similar sense, mass transfer in general (e.g. flow, diffusion 
and perfusion) should be considered, especially in single-shot methods where the 
reduction in the echo signal due to moving spins becomes more pronounced in the later 
echoes [6.58]. Signal mis-registration due to involuntary motion may prove to be more 
difficult to avoid but can be reduced by interleaving scans, which is inherent in single
shot sequences. Gating of the sequence to cardiac or respiratory cycle can also be 
employed, and such cardiac-gated Ti maps have been demonstrated [6.95].
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6 . 5  D i s c u s s i o n

Relaxation time measurements are performed routinely in MRI. The process 
generally involves acquisition of several images such that a map of the spatial 
distribution of the relaxation time values can be calculated subsequently. Some of the 
methods for Ti measurement, such as inversion recovery and stimulated echo imaging, 
involve an initial perturbation of the longitudinal magnetization and subsequent 
observation of the system as it relaxes back to thermal equilibrium. Another group of 
methods, namely saturation and variable tip angle imaging, force the magnetization into 
a steady-state condition, whose value depends on the longitudinal relaxation. Multiple 
read-out methods, finally, sample the magnetization as it progressively approaches this 
steady-state condition.

Longitudinal relaxation is generally an exponential process, but as multi- 
exponentiality is often expected (mainly due to partial volume effects) it would be most 
desirable to sample the relaxing magnetization several times during the relaxation 
process. In conventional methods such as progressive saturation, inversion recovery or 
variable tip angle sequences, this means several repetitions of the imaging experiment, 
resulting in a prohibitively long imaging time. As a consequence, in most clinical 
examinations only two-point measurements are performed. Single shot methods, 
namely stimulated echo and multiple read-out imaging, offer the opportunity to sample 
several points within the same repetition time. The penalty is a reduction in the S/N of 
the acquired images, thus, an increase of the stochastic errors in the subsequent Ti 
measurements. However, the S/N can be increased by extensive averaging. Thus, 
when compared to IR, the multiple read-out sequence with a 180’ preparation pulse is of 
similar efficiency within the same overall experimental time. One could conclude that a 
single shot method should be prefered in high S/N conditions, for example when the 
coil and the sample are well coupled (e.g. surface or internal coils) and the imaging 
voxel is relatively large. As the field of view is decreased (keeping the spatial resolution 
fixed) the IR, PS, or variable tip angle methods should become more desirable [6.71]. 
Generally, maximum achievable S/N is required in order to minimize stochastic errors in 
the Tl measurements, therefore the echo time should be kept as short as possible. 
Potential problems may arise by the use of a gradient echo instead of a spin echo in the 
methods of variable tip angle and multiple read-out. Gradient echoes suffer from an 
inherent reduction in the S/N, depending upon the static magnetic field homogeneity and 
may exhibit artifacts at the interfaces of spins with different chemical shifts such as fat 
and water [6.96].

The extra imaging time generally needed in order to create Ti maps is often a 
major problem especially in clinical routine MRI. The solution seems to lie with the use 
of high-speed imaging techniques, where there is the additional advantage of relatively
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motion independent measurements and the potential for dynamic studies. Thus, the 
principle of saturation recovery has been incorporated into fast imaging sequences such 
as echo planar imaging (EPI) to yield real-time Ti maps [6.97]. Additionally, the 
magnetization can be prepared by an 180* inverting pulse and a variable waiting period 
prior to the application of the fast imaging experiment, be it an EPI sequence or a fast 
low angle (FLASH) type method [6.98-6.100].

In conclusion, even though spin-lattice relaxation has been considered since the 
advent of NMR, new approaches to its measurement and manipulation in MRI continue 
to occupy much of the literature.
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CHAPTER 7

METHODS FOR DIFFERENTIAL FAT AND WATER 
LONGITUDINAL RELAXATION TIME MEASUREMENTS IN MRI

7 .1  INTRODUCTION
Summarizing the discussion presented in Chapter 3, fat and water differentiation 

in MRI is justified by the significance of the physiological distribution of the two 
components in several medical cases, and by the need for images firee from chemical shift 
artifacts and dynamic range problems. When combined with the potential of relaxation 
time maps to afford information leading to quantitation, tissue characterization, sequence 
parameter optimization, and diagnosis, the need for separate fat and water relaxation time 
maps becomes apparent

Multi-exponential analysis of the longitudinal relaxation time data is not often 
possible in routine MRI, as such a fitting procedure requires acquisition of many points in 
the curve and high signal-to-noise ratios [7.1] resulting in prohibitively long experimental 
times. Multi-exponentiality is not a major problem in most cases, asUiterature suggests 
that such behaviour should only be expected in a limited number of tissues [7.2], mainly 
when fat and water are present in the same voxel, e.g. in bone marrow, mammary and 
fatty tissue [7.2-7.4]. A phantom study did, however, show that mono-exponential 
fitting of data corresponding to a mixture of water and "human-equivalent" fat can result 
in grossly inaccurate measurement of Ti values [7.5]. Multi-exponential fitting of the 
same data could decompose the fat and water Ti, but proved inadequate to further resolve 
the two Tl components of fat, as both were relatively similar when compared with the 
much higher water Ti value [7.5].

The need for differential fat and water maps has been expressed in various 
publications, and one example is in quantitative studies of regional blood volume based 
on Tl maps, where the model used is valid only under the assumption that any fat signal 
that contributes to the image is suppressed [7.6]. Several studies have addressed the 
problem of creating separate Ti maps for the two components by combining the 
asymmetric echo chemical shift imaging technique (and hybrid modifications) with the 
principle of partial saturation to produce differential fat and water Ti maps, yielding Ti 
values for phantoms within 10% of the spectroscopically derived ones [7.7-7.9]. 
Although multi-slice, a major drawback of these techniques is the extended overall 
imaging time. Firstly, several data points in the relaxation curve are required (usually 4 to 
6) to give a good Ti estimation due to the reduced dynamic range of the partial saturation
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method with respect to inversion recovery. Additionally, the conventional asymmetric 
echo experiment requires at least two repetitions of the sequence, even if only one of the 
components is of interest. Furthermore, any mis-registration errors between the in-phase 
and opposed-phase images are expected to propagate into the calculated images.

Recently, fat and water Ti maps have been generated using the two-point IR 
technique while differentiating between the two components on the basis of their phase 
difference in a gradient echo [7.10]. Although evaluation of the technique in phantoms 
was not presented, its application in a comparative clinical study showed that reduced Ti 
values of skeletal muscle, often associated with muscular dystrophy and congenital 
myopathies, was caused by partial volume effects due to secondary fatty infiltration.

In this chapter, new pulse sequence schemes are proposed for the generation of 
separate fat and water Ti maps. The proposed methods are evaluated for their ability to 
produce accurate Ti measurements in direct comparison with spectroscopic and 
conventional imaging techniques. Technical considerations that relate to each technique 
are also presented.

7 . 2  T h e  S e q u e n c e s

The proposed techniques were primarily designated for direct application in 
relatively high resolution imaging experiments (submillimeter voxel dimensions) on the 
4.7 T imaging system of the University of London Intercollegiate Research Service, 
where on a daily basis a diverse range of objects are imaged (ranging in size and shape 
from a cockroach to a coconut!), using a limited number of conventional radiofrequency 
coils. In order to account for the relatively low S/N (due to small voxel size and variable 
coupling between the coil and the sample), Ti measurements are based on the robust, 
two-point PS-IR method [7.11].

The PS-IR regime can be readily incorporated into simple, single slice chemical 
shift selective imaging [7.12], and such a sequence is shown in Fig. 7.1. The component 
of interest is selectively excited by the chemical shift selective 90* pulse. Magnetization 
within a single slice is then refocused by the slice selective 180’ pulse. The inversion 
pulse is neither spatially nor chemical shift selective. Only one PS-IR experiment is 
required in order to generate the Ti map of one chemical shift, however if both fat and 
water Tl information is desired the imaging time is double that of the conventional 
method. Due to the single slice selective pulse (per excitation), time efficient multi-slice 
schemes cannot be employed, and acquisition of a second slice requires repetition of the 
entire experiment. However, the effects of any deviations from the ideal square slice 
profile are kept to the minimum, as they are not enhanced by propagation through multiple 
slice selective pulses, and accuracy in Ti measurements is ensured.
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g-rirequency

Figure 7.1. Diagrammatic representation of a single slice chemical shift selective, PS- 
IR imaging sequence. The experiment is repeated twice, with and without the initial 
inversion pulse. Slice selection is performed with the refocusing pulse.

180“ I 90“ 180“ echo

RF

i TI

g-slice

g-phase

g-tfequency \

Figure 7.2. Diagrammatic representation of a single slice chemical shift selective, PS- 
IR imaging sequence. The experiment is repeated twice, with and without the initial 
inversion pulse. Slice selection is performed with the excitation pulse.
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However, one should consider the effect of the non-slice-selective excitation 
pulse, which generates transverse magnetization (of the desired component) over the 
entire imaging volume. Such magnetization is spatially encoded, but generally is quickly 
dephased by the slice selection, phase and frequency encoding gradients (the latter, only 
when its compensating part is applied prior to the refocusing pulse). However, it is 
possible that transverse magnetization outside the selected slice is still of sufficient 
amplitude during acquisition, thus inducing a signal and generating artifacts in the 
resulting image. In order to completely spoil such magnetization, additional magnetic 
field gradients can be applied, with lobes of the same sign and total area positioned on 
either side of the refocusing pulse so that the desired magnetization is not affected. 
Alternatively, the PS-IR scheme can be incorporated in a chemical shift selective 
refocusing sequence [7.13], where the slice selection is performed by the excitation pulse, 
and only the desired resonance is refocused, as shown in the pulse sequence diagram of 
Fig. 7.2.

In an attempt to improve the time efficiency of differential fat and water Ti maps, 
a more complex PS-IR method is proposed, and the pulse sequence is shown in Fig. 7.3. 
In this scheme, two slices are selected within the same repetition time. The first chemical 
shift selective 90’ pulse excites only the fat magnetization over the entire imaging volume 
and the subsequent slice selective 180" pulse refocuses the excited spins within a single 
slice. In order to completely dephase signal arising outside the slice of interest, a spoil 
gradient is again applied around the refocusing pulses. The same experiment is repeated 
immediately, with the excitation pulse on the water resonance and the firequency of the 
slice selective 180* pulse adjusted to refocus a different slice. The inverting pulse in the 
IR part of the experiment is again non-selective. Note that the inversion time is different 
for the two resonances, and this has to be incorporated in the Ti calculating program. In 
theory, the two components can be selected in either order. Studies on the optimization of 
PS-IR sequence parameters for accurate Ti measurements [7.14], however, suggest that a 
shorter inversion time should be used for the measurement of a shorter Ti component. 
Considering that typical fat Ti values in biological systems are expected to be in the range 
of 150-300 ms [7.2], the optimal TI for fat would be 280 ms, while a TI of 400 ms or 
500 ms can be used to measure the generally longer Ti values of water. This choice of 
inversion delays can also afford relatively long echo times if so desired. One should note 
that while fat magnetization is refocused within a slice by the first slice selective pulse, 
water is inverted and its longitudinal relaxation disturbed. Therefore, care should be 
taken that the second slice selective pulse refocuses water in a slice other than the previous 
one. This can be ensured by slice selective pulses with a frequency difference equal to or 
greater than their bandwidth.
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Figure 7.3. Diagrammatic representation of a double spin-echo chemical shift 
selective, PS-IR imaging sequence. The experiment is repeated twice, with and without 
the initial inversion pulse. Slice selection is performed with the refocusing pulses.
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An important point to mention is that due to the chemical shift of the two 
components it is possible to create fat and water images of the same spatial position. 
Consider a selective pulse of bandwidth AFp (in Hz) around the frequency Fp in the 
presence of a linear magnetic field gradient of amplitude G applied along the r direction. 
The gradient creates a linear frequency distribution:

F(r) = ^  (1—o) (Bo + Gr) = Fres + ^  (1—o) Or (7.1)

where a  and Fres are the shielding constant and the resonance frequency (in Hz) in a 
homogeneous magnetic field, respectively, of the species to be imaged. The selected slice 
is then centred at:

r =2jt ~ = 2% (7.2)
y (1 -c ) G yG

The thickness of the slice, Ar, is given by:

Ar = 2 r t - ^  (7.3)
yG

Considering the chemical shift of 5=3.6 ppm between the fat and water protons, their 
resonances have a frequency difference of AF (720 Hz for a 4.7T static magnetic field), 
that is, Fres(water) = Fres(fat)+AF. Then, following from Eqn. (7.2), the first slice 
selective pulse of frequency Fp, will refocus fat spins in a slice centred at:

rl(fat) = 27t (7.4)
yG

and invert water spins in a slice centred at:

rl(water) = 271 = 2;t '  Fr«(fat) -  AF ^
yG yG

AF
= rl(fat) -  2jt  (7.5)

yG

If the second slice selective pulse has a frequency of Fp+AF, it will refocus water spins in 
a slice centred at:
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%% refocus " spoil"
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1st pulse 
frequency: Fp

w a t e r *
AF 

^  ►
AF  
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frequency: F p + A F
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Figure 7.4. Schematic representation of chemical shift dependent slice selection in the 
proposed double spin echo PS-IR sequence of Fig. 7.3. Following fat selective 
excitation, the 1st slice selective refocusing pulse has a frequency of Fp Hz, refocusing 
fat in a slice centred at Fp-Frcs(fat) Hz and "spoiling" water magnetization in a slice with 
relative separation of -AF Hz. Following water selective excitation, the 2nd slice 
selective refocusing pulse has a frequency of (Fp+AF) Hz, refocusing water in the same 
slice as the previously generated fat image, and "spoiling" fat magentization in a slice 
with relative separation of +AF Hz. AF is the chemical shift (in Hz) between fat and 
water protons.
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Fp + AF -  Frcs(water)  ̂ Fp -  Fres(fat)
r2(water) = 2k------------------------------------- = 2k —  ---------------   =

yG yG
= rl(fat) (7.6)

while fat spins will be inverted in a slice centred at:

r2(fat) = 2]i Fp + "  Fres(fat) ^ + 2 j c - ^  (7.7)
yG yG

It is apparent that fat and water images as generated by the first and second spin echo 
experiment with slice selective pulses of frequencies Fp and Fp+AF, respectively, 
correspond to the same spatial position, that is, a slice centred at (2jt/yG) {Fp-Fres(fat)}. 
The slices with the inverted fat and water magnetization are centred at ±(2jt/)G)AF around 
the slice of interest. A schematic representation of the effect of the two slice selective 
pulses is shown in Fig. 4.4. Care should be taken that the slice of interest does not 
overlap with inverted magnetization of either component. Following from Eqns. (7.5) 
and (7.7), and assuming rectangular slice profiles, this can be ensured if the slice 
thickness, Ar, is:

AF
Ar ^ 2tc  (7.8)

yG

which, considering Eqn. (7.3), is equivalent to AFp < AF, that is when the frequency 
bandwidth of the slice selective pulses is less than the relative chemical shift of the two 
components. As before, slice selection can also be performed during excitation, with the 
refocusing pulses being chemical shift selective.

7 . 3  E x p e r i m e n t s  a n d  R e s u l t s

The proposed PS-IR methods were evaluated for their ability to produce accurate 
differential fat and water Ti maps in direct comparison to conventional spectroscopic and 
imaging sequences. This phantom study was performed on a SISCO-200 NMR imaging 
spectrometer (Spectroscopy Imaging Systems Corporation, Fremont, California), 
equipped with a 4.7 T, 33 cm bore superconducting magnet and the standard SISCO 
magnetic field gradient set (20 mT/m, 33 cm inner diameter). An imaging coil with an 
inner diameter of 9 cm was used for all spectroscopic and imaging experiments.

The phantom consisted of several glass tubes (~1 cm outer diameter, ~4 cm 
height), each one containing either mineral oil (Aldrich Chemical Co. Ltd., Gillingham
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SP8 4JL, England) or distilled water doped with different concentrations of copper 
sulphate to give water Ti values in a range similar to that found in biological systems.

7 .3 .1  Spectroscopic Ti Measurements
The Ti value of each phantom component was measured separately by the 

standard spectroscopic version of the inversion recovery technique [7.15], as 
implemented by the manufacturer. The experiment involved 7 repetitions of the sequence 
with inversion times logarithmically spaced well over the relaxation curve, while TR » 
5Ti was ensured by a crude measurement of the Ti prior to the actual experiment. The 
phantom was left to reach thermal equilibrium within the centre of the magnet, which had 
been kept at a constant temperature of 18.5 "C throughout the experiment. The 
spectroscopically measured Ti values, calculated using the mono-exponential fitting 
procedure supplied by the manufacturer, are shown in Table 7.1. It should be noted that 
in the oil spectrum two resonance peaks could be partially resolved with a relative shift of 
0.4 ppm (with an overall 2 ppm peak width), each one being characterized by a different 
Ti relaxation constant. The value shown in Table 7.1 is the weighted mean, the two Ti 
components being 245±2 ms and 285+1 ms, corresponding to peaks with normalized 
areas of 0.61 and 0.39, respectively.

7 .3 .2  Conventional Ti Maps
For the imaging experiments the individual phantom tubes were mounted together 

in a glass beaker. A pilot spectrum from the phantom, acquired prior to imaging, showed 
that the oil resonance frequencies occurred within a ~2 ppm range, centred -3.6 ppm 
upfield from the water peak (shimmed to 0.5 ppm full width at half maximum height). A 
single cross sectional slice was selected through the middle of the phantom, by means of 
5000 |Lis, five-lobe, sine shaped pulses in the presence of 11.7 mT/m linear magnetic field 
gradient, giving a slice thickness of 2 mm. All imaging experiments were performed with 
a 6x6 cm field of view, 128x128 data matrix and 4 signal averages per phase encoding 
step. The echo and acquisition times were kept constant at 30 ms and 5 ms, respectively.

Following the suggested optimal parameter setting for accurate Ti measurements 
using the PS-IR method [7.14], the inversion time was 4(X) ms, while the repetition times 
of the partial saturation and the inversion recovery experiments were 1600 ms and 4000 
ms, respectively (see Section 6.3.3). The signal polarity in the inversion recovery image 
was restored using the simple two-point algorithm based on the gross differences in the 
phase images of the PS and IR experiment [7.16] (see Section 6.3.2). This algorithm 
was implemented using macros developed in the "viewit" programming environment and 
C programmes based on the UNC image processing software and libraries. Calculation 
of the Ti maps was performed using existing software developed at the Institute of
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TABLE 7.1
phantom

no.
component C uS04 cone.

(g /n

spectroscopic 
T I (ms)

± SD 
(ms)

1 water 0.1 1352 3
2 water 0.2 826 3
3 water 0.4 511 3
4 water 0.6 353 1
5 water 0.8 276 2
6 water 1.0 225 1
7 oil - 261 1

Table 7.1. Spectroscopic Ti measurements of the phantom compartments. 
The concentration of CuS04 for the water solutions is also shown.

o.Me<cxo^e5 u o  O re. .
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Neurology, London. The Ti value for each phantom component was calculated from the 
Ti maps by measuring the mean value (±SEM) from a 14 mm^ (i.e. 64 pixels) region of 
interest. The linear correlation coefficient, r, as well as the slope, P, and intercept, a , (at 
the 99% confidence limit) of the regression line of each image derived Ti set on the 
spectroscopic values were computed, as described in Appendix 3.

The conventional PS-IR imaging experiment was firstly performed with all pulses 
being slice selective, and the results are shown in Table 7.2. Although the t-test shows a 
linear correlation between the two sets of values higher than the 99.95% significance 
level, the confidence limits for the coefficients of the regression line show a significant 
deviation of the ideal condition, suggesting the presence of a systematic error in one of the 
measurement sets. This error appears as a reduction in the image derived Ti values, in 
the range of 10-26% of the spectroscopic measurement, and may be due to non-ideal slice 
profiles, which are enhanced by multiple slice selective pulses. In order to minimize the 
effects of non-ideal slice, the sequence was repeated in a single slice version, where 
inversion and excitation were performed by broad-band (12 ppm), square pulses, while a 
single slice was selected by the refocusing pulse (similar to the pulse sequence diagram in 
Fig. 7.1, save for the chemical shift selection). The experiment was repeated three times 
with different frequency offsets for the non-selective pulses, being on resonance for either 
water, fat, or in between. This was intended in order to study the off-resonance effects of 
the simple square pulse employed. No spoil gradients around the refocusing pulse were 
used in this experiment. The results are shown in Table 7.3.

The t-test shows good linear coirelation between each set of image derived values 
and the spectroscopic measurements. When the non-selective pulses are on resonance 
with the component of interest, the image derived Ti for all the phantom components are 
within 2% of the equivalent spectroscopic value and both regression line coefficients have 
values corresponding to the ideal situation. However, there is a significant deviation from 
the desired identity line when the non-selective pulses are not on resonance, as also 
shown in Fig. 7.5. For non-selective pulses with frequency between the fat and water 
resonances (~1.S ppm off resonance) the error in the Ti measurements is in the order of 
10-20%, while in the case of non-selective pulses 3.6 ppm off-resonance (selecting the 
other component) the error in Ti measurements is in the range of 20-60% of the 
spectroscopic values.

Figure 7.6 depicts both the partial saturation and inversion recovery images as 
well as the Ti map, as derived from the conventional multi-slice PS-IR experiment and 
the single slice version where slice selection is applied by the refocusing pulse. An 
artifact, in the form of streak, present in some of the images is due to intermittent external 
RF interference. Additionally, both images acquired by the single slice sequence are 
degraded by artifacts, which also propagate into the Ti map. The origin of this artifact is
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T A B L E  7.2
method

phantom
spectroscopy

conventional
multi-slice

PS-IR
#1 1352 1002 ± 3

# 2 826 651 ±1
# 3 511 405 ± 1
# 4 353 290 ±1
# 5 276 225 ± 1
# 6 225 183 ± 2
# 7 261 235 ± 2

r 1 0.999167
a 0 33.9 ± 86.4

p 1 0.724 ±0.041

T able 7.2. Ti values (in ms ± SEM) of the phantom compartments, as measured
by multi-slice PS-IR imaging.
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T A B L E  7 .3
method

phantom

spectroscopy

conventional
slice selection 

with 180"
on resonance

conventional
slice selection 

with 180"
1.8 ppm off

conventional
slice selection 

with 180"
3.6 ppm off

#1 1352 1356 ± 4 1052 ± 3 530 ±3
#2 826 824 ± 2 676 ± 3 406 ±1
#3 511 509 ±1 449 ± 2 328 ±1
# 4 353 360 ± 2 322 ± 1 257 ±1
#5 276 273 ±1 252 ±1 208 ±1
#6 225 227 ±1 208 ±1 182 ± 2
#7 261 266 ±1 249 ±1 214 ±3

r 1 0.999954 0.999471 0.985479
a 0 1.5 ± 8.8 53.8 ±22.2 139.2 ±47.85

p 1 1.000 ±0.013 0.744 ± 0.33 0.303 ± 0.072

T a b le  7 .3 . Ti values (in ms ± SEM) of the phantom compartments, as measured by 
single-slice PS-IR imaging. The slice selection is performed by the refocusing pulse, 

while the frequency of the non-selective pulses is on resonance 
with either of the two components or in the middle.
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Figure 7.5. Conventional single slice PS-IR image derived Ti values for the various 
phantom components plotted against the equivalent spectroscopic values. When all non- 
selective pulses are on resonance with the component of interest, the values fall onto the 
identity line. In the off resonance condition, the image derived Ti values are 
significantly lower than in spectroscopy.
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Figure 7.6. Partial saturation and inversion recovery images and the corresponding TI 
maps generated using the conventional m ulti-slice P S-IR  experiment and the single 
slice version where the slice is selected during refocusing. No spoiler gradients are 
employed.
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due to magnetization outside the slice of interest, which is excited by the non-selective 90* 
but not completely dephased. To demonstrate this effect, a separate experiment was 
performed using a less complex phantom, that is, a single glass tube with doped distilled 
water (Ti of 353 ms). Imaging experiments were performed as before, using the 
conventional multi-slice partial saturation sequence and two versions with a single slice 
selective pulse, either the refocusing or the excitation pulse. The sequences were also 
repeated with the power of the refocusing pulse set to zero, while the rest of the imaging 
parameters were kept constant. This experiment should give an image of noise, unless 
some of the excited magnetization is not completely dephased at the time of signal 
acquisition. The results are shown in Fig. 7.7. The artifact is apparent only in the image 
which involves non-selective excitation, and the signal that generates it is also shown in 
the image acquired with the refocusing pulse switched off. On the other hand, all images 
that involve slice selective excitation are artifact free. The artifact in the images acquired 
using non-selective excitation can also be significantly reduced by employing a spoil 
gradient, with lobes of the same sign and equal areas before and after the refocusing pulse 
so that the magnetization in the slice of interest is not affected. This is shown in Fig. 7.8, 
where the signal in the images acquired with the refocusing pulse switched off is 
progressively reduced as the strength of the spoil gradient lobes around the 180* increases 
from zero up to 17.6 mT/m. The spoil gradient was applied in the slice selection direction 
and each lobe was of 6 ms duration.

The PS-IR method was then performed using the conventional single slice 
sequence with slice selection on the refocusing 180* pulse and the spoil gradients, as well 
as the version with the slice selection on the excitation pulse. The corresponding Ti 
measurements for the case of non-selective pulses being on resonance with the component 
of interest, are shown in Table 7.4. All image derived Ti measurements correlate well 
with spectroscopy, while the regression coefficients show good agreement of the imaging 
methods with spectroscopy. In fact, all image Ti measurements are within 2% of the 
corresponding spectroscopic value.

7 .3 .3  Fat and Water Ti Maps
The proposed single slice sequences for differential fat and water Ti maps (shown 

in Figs. 7.1 and 7.2) were performed whilst maintaining the same imaging parameters as 
in the conventional experiments. Chemical shift selective pulses of 600 Hz (3 ppm) 
bandwidth were employed. The differential Ti maps are shown in Fig. 7.9. The 
sequence with the slice selection on the refocusing pulse again suffers from artifacts, 
while incorporation of a spoil gradient or a slice selective excitation pulse resul((in artifact 
free maps. The Ti values for each phantom component as derived from the differential Ti
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Figure 7.7. Partial saturation, spin echo images of a single tube of water acquired using 
the conventional m ulti-slice sequence and two single slice versions where the slice is 
being selected either with the refocusing of the excitation pulse. The images on the 
right correspond to the same experiment as in the left but with the power of the 
refocusing pulse set to zero.
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Figure 7.8. (A) Partial saturation, spin echo image of a single tube of water acquired 
using the single slice version of the conventional sequence, with slice selection during 
refocusing and no spoiler gradients. (B) The same experiment but with the power of 
the refocusing pulse set to zero, (C) -  (F) The same experiment as in (B) but with 
spoiler gradients of total duration 12 ms and strength of 12.7, 14.6, 16.6, and 
17.6 mT/m, respectively.
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T A B L E  7 .4
method

phantom

spectroscopy

conventional
slice selection 

with 180"
no spoil

conventional
shce selection 

with 180"
+ spoil

conventional
slice selection 

with 90"

#1 1352 1356 ± 4 1341 ± 1 1347 + 3
# 2 826 824 ± 2 818 + 2 836 ± 2
# 3 511 509 ± 1 513 ± 1 510 + 3
# 4 353 360 ± 2 360 ± 3 349 ± 1
# 5 276 273 ± 1 273 ± 1 272 ± 1
# 6 225 227 ± 1 224 ± 1 223 ± 1
# 7 261 266 ± 1 265 ± 2 263 ± 2

r 1 0.999954 0.999952 0.999920
a 0 1.5 ± 8.8 5.2 ± 8.9 -0.9 ± 11.6

p 1 1.000 ±0.013 0.988 ± 0.013 1.001 ±0.017

T able 7.4. Ti values (in ms ± SEM) of the phantom compartments, as measured by 
single-slice PS-IR imaging, where the refocusing 180" pulse is slice selective with or 

without spoil gradients, or the excitation pulse is slice selective.
All non-selective pulses are on resonance.
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maps are shown in Table 7.5. The measurements correlate well with spectroscopy, and 
are within 2% of the corresponding spectroscopic value.

The proposed double spin-echo sequence for differential fat and water Ti maps 
(shown in Fig. 7.3) was performed maintaining the same imaging parameters as before. 
The fat Ti map was generated by the first spin echo experiment with an inversion time of 
280 ms, while a TI of 400 ms was used for the water map. The sequence was then 
repeated employing the set of spoil gradients around the refocusing pulses. Finally, the 
double spin-echo PS-IR experiment was performed with the excitation pulses being slice 
selective while chemical shift selection was accomplished by the refocusing pulses. The 
differential Ti maps are shown in Fig. 7.10. The Ti values for each phantom component 
as derived from the differential Ti maps are shown in Table 7.6. The measurements 
correlate well with spectroscopy, but the regression coefficients once again indicate a 
systematic error. This is due to the fact that the frequency of the non-selective inversion 
pulse was set between the two resonances, effectively being 1.8 ppm off-resonance for 
both components. The result is a 4%-17% reduction in the image derived Ti values. 
However, when compared to the equivalent conventional imaging experiment (see Table 
7.3), the off-resonance effect on the Ti measurements is less, as this differential fat and 
water PS-IR experiment employs only one non-selective pulse, the rest being either on- 
resonance chemical shift selective pulses or used for slice selection.

7 . 4  DISCUSSION
Longitudinal relaxation time measurements are a powerful tool in MRI. However, 

their potential may be limited in cases where fat and water are present within the same 
imaging voxel due to their physiological distributions or as a result of chemical shift 
artifact. In this chapter two groups of methods have been proposed that generate 
differential fat and water Ti maps. The Ti measurements are based on the hybrid, two 
point PS-IR sequence, while the differentiation between the two components employs 
chemical shift selective pulses.

The first group of sequences involve single slice chemical shift selective imaging, 
where the chemical shift selection is performed by either the excitation or the refocusing 
pulse. Both schemes have been used to create differential Ti maps of a fat and water 
phantom, and the image derived measurements were within 2% of the spectroscopic 
values. The equivalent conventional PS-IR imaging techniques resulted in a poorer 
accuracy, because of non-ideal slice profiles (in the multi-slice version) or due to off 
resonance effects of the non-selective pulses (in the single slice version). In the proposed 
methods, deviations from the ideal slice profile are minimum, as only one slice selective
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T A B L E  7 .5
method

phantom

spectroscopy

fat & water
slice selection 

with 180"
no spoil

fat & water
slice selection 

with 180"
+ spoil

fat & water
slice selection 

with 90"

#1 1352 1360 ± 4 1340 ± 4 1352 ± 3
#2 826 827 ± 1 823 ±1 825 + 2
#3 511 511 + 1 512+1 510 + 1
#4 353 352 ± 2 356 ± 3 352 ±1
#5 276 268 ± 1 267 ± 2 272 ± 2
#6 225 222 ± 2 227 ± 1 220 ±1
#7 261 263 ± 2 266 + 4 262 ± 3

r 1 0.999974 0.999933 0.999989
a 0 -5.2 ± 6.7 3.9 ± 10.5 -2.8 ± 4.3

p 1 1.009 ± 0.010 0.989 ± 0.015 1.002 ± 0.006

Table 7.5. Ti values (in ms ± SEM) of the phantom compartments, as measured by 
the proposed methods for single-slice, differential fat and water Ti imaging.

The slice selection is performed with the 180" refocusing pulse,with or 
without spoil gradients, or during the excitation pulse.
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T A B L E  7 .6

method double 
fat & water

double 
fat & water

double 
fat & water

spectroscopy slice selection 
with 180"

slice selection 
with 180"

slice selection 
with 90"

phantom no spoil + spoil

#1 1352 1154±4 1149 ± 2 1143 ± 2
#2 826 690 ± 1 685 ± 3 679 ± 2
#3 511 450 ± 1 457 ±1 453 ± 2
#4 353 317 ± 2 320 ± 1 324 ±1
#5 276 239 ± 2 244±2 246 ±1
#6 225 207 ± 1 211 ±1 215 ±1
#7 261 247 ±3 251 ±1 249 ±3

r 1 0.999563 0.999394 0.999331
a 0 18.8 ±22.6 26.0 ± 26.4 29.4 ± 27.4
p 1 0.83 ± 0.03 0.82 ± 0.04 0.81 ±0.04

T able 7.6. Ti values (in ms ± SEM) of the phantom compartments, as measured by 
the proposed double spin-echo method for differential fat and water Ti imaging. 

The slice selection is performed with the 180" refocusing pulse,with or 
without spoil gradients, or during the excitation pulse.
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pulse (per excitation) is applied, while all pulses are on resonance for the component of 
interest

The second group of sequences involve two chemical shift selective spin echo 
experiments within the same repetition time, each one selecting a different component in a 
different slice. Although the measurements show a good correlation with spectroscopy, 
the image derived Ti values are systematically lower than those measured by 
spectroscopic methods due to the off resonance effect of the single non-selective pulse in 
the sequence, that is, the inversion pulse in the IR experiment. Further work should 
involve elimination of this systematic error using specially designed pulses, for example 
composite or adiabatic broadband inversion pulses [7.17, 7.18]. An important 
characteristic of these double spin echo sequences is that the relative frequency 
displacement of the two components in the slice selection direction can be used to create 
differential fat and water maps from the same slice within a single PS-IR experiment. 
Future work will involve phantom evaluation of the method using slice selective pulses 
with frequency offsets and bandwidths to allow for differential fat and water Ti maps of 
the same slice. Subsequently, the method will be applied in-vivo^ as part of an on-going 
study of spongiform encephalopathy [7.19].
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SUMMARY

This thesis has concentrated on the detection and discrimination between fat and 
water signals in nuclear magnetic resonance imaging. Although primarily directed 
towards biological systems, the concepts under discussion and the proposed methods can 
be readily extended to encompass MRI applications in other areas that involve "fat" and 
"water" systems, such as the petroleum industry. Since the early days of MRI, numerous 
studies have been oriented towards differential imaging of the two components. As the 
field of MRI is currently heading towards new frontiers, including quantitative studies, 
texture analysis, and mapping of several physical processes such as motion, metabolism 
and functionality, the need to differentiate between fat and water is as important as ever. 
A critical review of the present state of the field (as presented in Chapter 3) indicates that 
no method has yet proven to be suitable for all imaging applications and on every system 
configuration. The current trend towards medium and higher static magnetic field 
systems, however, favours chemical shift imaging techniques and the work presented in 
this thesis has involved, in the main, chemical shift selective methods.

Work concerning improvements on conventional techniques for fat and water 
differentiation has been presented. Slice cycling techniques have been proposed to reduce 
the differential suppression across the slices in the original version of the chemical shift 
selective presaturation technique (Chapter 4). Similar procedures may prove useful in any 
method that involves an initial preparation period followed by acquisition of a number of 
slices. Continuation of this work should be directed towards devising more efficient 
cycling schemes, as well as exploring the potential of the proposed 4-step procedure to 
yield longitudinal relaxation time maps of the suppressed component

A hybrid chemical shift selective inversion recovery sequence for fat or water 
suppressed MRI has been presented (Chapter 5). Theoretical analysis and comparative 
experimental evaluation have showed that the technique is robust in normal use and more 
tolerant than its closely related conventional methods to mis-settings of parameters such as 
inversion time, as well as tip angle and frequency bandwidth of the chemical shift 
selective pulse. The proposed method requires only minor alteration of the standard 
inversion recovery or presaturation experiments, thus it can be readily applied in clinical 
imaging. Implementation of the sequence will be especially beneficial when the unwanted 
component exhibits a range of Ti values, or there are regional susceptibility differences, 
as well as when surface or internal coils are used.

Finally, initial work on differential fat and water relaxation time measurements has 
been presented. As a background, conventional methods for generation of longitudinal 
relaxation time maps have been discussed (Chapter 6). Subsequently, simple sequences
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have been proposed for creating differential Ti calculated images (Chapter 7). Initial 
experimental validation of the proposed methods has shown that accurate Ti 
measurements can be obtained, that do not suffer from non-ideal slice profiles or off 
resonance effects of the RF pulses by as much as equivalent conventional techniques. 
However, more work is invited in devising more time efficient regimes for differential fat 
and water Ti measurements. Future work should also be directed towards differential 
mapping of transverse and rotating frame relaxation processes.

A \n e  Ç e S L c t t  o Ç  OLUTx U 3 0 C  AL .
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APPENDIX 1 

PHASE CYCLING

An important feature of many conventional pulse sequences is a phase cycling 
procedure to remove unwanted components of the signal on the basis of their phase 
properties. These unwanted signals may be due to receiver circuit imperfections, or can 
be generated during the pulse sequence, for example because of imperfect pulses. A 
phase cycling routine generally involves repeating the pulse sequence keeping all the 
parameters constant apart from the relative phases of the radiofrequency pulses and the 
receiver.

The phase cycling routine employed in all imaging pulse sequences presented in 
this study is summarized in Table A.I. It is based on the four-step CYCLOPS 
(CYCLically Ordered Phase Sequence) procedure [A.l], with an additional cycling of 
the refocusing 180" pulse through the phase encoding steps [A.2]. It is apparent that 
this routine involves phase shifts of the excitation and refocusing pulse, as well as the 
receiver. The phase of any other pulse (e.g. a 180" inversion pulse) is kept constant. It 
should be noted that in the SISCO imaging spectrometer used in this study, the receiver 
phase is actually fixed. Any shift of the receiver phase during the phase cycle merely 
changes the "mode" of the receiver. Thus, a 180" receiver phase shift sets the system to 
subtract instead of adding the data, while a 90" phase shift swaps the two channels of 
the receiver. This is shown within the parentheses in the 4th column of Table A.I. The 
"R" and "I" symbols indicate that the acquired signal in the real channel of the receiver 
will be stored in the data block labelled as "real" and "imaginary", respectively, while 
the sign indicates addition (+) or subtraction (-).

The pair of the 1st and 2nd repetition (or 3rd & 4th) is designed to remove the 
"dc-offset" artifact, which appears as a bright streak at the centre of the frequency 
encoding direction (i.e. a signal of 0 Hz frequency) and it is due to any constant voltage 
(dc) offset in the amplifier of the receiver circuit. In the second repetition of this two- 
step cycle, any part of the signal that arises from the sample experiences a relative 180" 
shift, therefore subtraction (-R) in the data blocks reverses the phase and results in 
signal accumulation. On the contrary, any constant component of the signal arising 
from the amplifiers in the receiver circuit, does not experience the phase reversal induced 
by the phase cycling of the RF sequence. Thus, subtraction in the data blocks results in 
its cancellation. A diagrammatic representation of the dc-offset and its correction is 
shown in Fig. A.I.
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TABLE A.l
transm itter

excitation pulse refocusing pulse receiver phase
no. of 
repetition

phase phase real channel

1st & subsequent "odd-numbered" phase encoding steps
1 0* 90* O' (+R)
2 180* 90" 180* (-R)
3 90" 180* 90* (+1)
4 270* 180* 270* (-1)
2nd & subsequent "even-numbered" phase encoding steps
1 0" 270* O' (+R)
2 180* 270* 180* (-R)
3 90* 0* 90* (+1)
4 270* 0* 270* (-1)

TABLE A.I. The phase cycling procedure used in the imaging sequences
presented in this study.

The pair of 1st and 4th repetitions (or 2nd & 3rd) is designed to remove the 
ghost images induced as a result of a mismatch in the gain and the relative phases of the 
two channels in the quadrature receiver circuit Such a mismatch "contaminates" the 
complex free induction decay. The subsequent complex Fourier transformation of this 
signal gives rise to ghost signals at "mirror" resonance frequencies with respect to the 
transmitter frequency. For example, a real signal at frequency offset Aco, where co is the 
transmitter frequency, will produce a ghost signal at frequency offset -Aco, its relative 
intensity being dependent on the degree of the phase and gain mismatch of the two 
channels [A.3]. To overcome the problem, the receiver channels are interchanged in the 
second step of the cycle. However, this induces a phase difference in the signals to be 
accumulated. In order to make the signals coherent, the relative phase of the refocusing 
pulse in respect to the excitation pulse is also shifted by 90*, and the sign of the signal in 
the imaginary channel is reversed. Figure A.2 gives a diagrammatic explanation of how 
this 2-step cycle corrects for gain imbalances and relative shift deviation in the receiver 
channels. A more rigorous treatment can be found elsewhere [A.l, A.4].

Finally, the 180* shift of the refocusing pulse for every second phase encoding 
step removes the "dc-offset-like" artifact in the phase encoding direction, which is due to
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Figure A.l. Graphical representation of the dc-offset induced to an NMR signal by 
receiver circuit electronics and its cancellation through a two-step phase cycling 
procedure. For simplicity, any damping effects due to transverse relaxation and field 
inhomogeneities have been ignored.
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Figure A.2. Graphical representation of cancellation of quadrature errors through a 
two-step phase cycling procedure. In the second experiment the phase of the refocusing 
pulse is shifted by 90*. Then, the sign of the imaginary channel is inverted and the real 
and imaginary channels are interchanged. After signal accumulation, the two channels 
of the receiver are balanced.
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RP pulse imperfections. If the excitation pulse is not exactly 90", it leaves some residual 
longitudinal magnetization, which will not be phase encoded. A refocusing pulse that is 
not exactly 180", will then excite some of this residual longitudinal magnetization into 
the transverse plane. As this magnetization has not been phase encoded, it will appear 
as if it has experienced zero phase encoding gradient, i.e. it will give rise to a streak 
along the centre of the phase encoding direction. Alteration of the phase of the 
refocusing pulse by 180" does not affect the phase encoded signal, however, it will 
invert the phase of the residual magnetization component by 180". In the end, this 
residual component would appear to have the maximum possible rate of phase 
accumulation (i.e. 180" per phase encoding step), therefore it will be interpreted as 
signal coming from the edges of the field of view in the phase encoding direction. A 
more rigorous explanation of this artifact and its correction can be found elsewhere 
[A.2].
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APPENDIX 2

L O N G IT U D IN A L  M A G N E T IZ A T IO N  A F T E R  A  T R A I N  O F  p* P U L S E S

Consider a train of p" pulses applied with a repetition time T, assuming that 
steady-state-ffee-precession effects are negligible, i.e. T2 ''«T. Let M“ (n) and M'̂ "(n) be 
the longitudinal magnetization just before and just after the nth pulse respectively. Then,

M'^(n) = M~(n)cos(p) (A.1)

The behaviour of the longitudinal relaxation Mz can be calculated using the Bloch 
equation:

dMz M z — Mo , .
“d T   ------------ T i—  (A  2)

where Mo is the thermal equilibrium magnetization. Thus, considering the interval T 
between the n-1 and the nth pulse. Equation (A.2) becomes:

M "(n ) T
f  dMz _  f  ^

J M z -  M o " “ J Ti
M '^ (n - l)  0

Thus,

— = exp(-T/Tl)

and substituting fromEqn. (A.l), ^or ^ ..

M'^(n) = Mo cos(P) -  Mo cos(p) exp(-T/Ti) + M'*"(n-1) cos(P) exp(-T/Ti) (A.3)

Equation (A.3) describes a recurrence relation, of the type:

M"*"(n) = A + B M"*’(n-1), with first term: M‘*‘(l) = Mocos(P) (A.4)

where A = Mocos(P)-Mocos(p) exp(-T/Ti) (A.5a)
B = cos(P) exp(-T/Ti) (A.5b)
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The recunence relation (A.4) can be developed as follows:

M+(l) = Mocos(P)

M+(2) = A + B M+(l) = A + B Mo cos(p)

M+(3) = A + B M+(2) = A + B [A + B Mocos(P)] =
= A ( l + B )  + B^Mo cos(P)

M+(4) = A + B M+(3) = A + B [A (1 + B) + b2 Mocos(p)] =
= A (1 + B + B^) + B  ̂Mo cos(p)

M+(5) = A + B M+(4) = A + B [A (1 + B + B^) + b 3 Mocos(p)] 
= A (1 + B + B^ + b3) + B"̂  Mocos(P)

and finally

M+(n) = A (1 + B + B^ + b 3 +... B"-^) + B"-* Mo cos(P) =

1 — ,
= A  ̂ _ g  + Mo cos(p) =

A (1 -  B "-l) + (B "-‘ -  B") Mo cos(P) 
1-B

and considering Eqns. (A.5),

 ̂ Mocos(p)  (1 - +  Mocos"(p) e-n(T/Ti) _ cos(p))

Given that:

hm x" = 0, V xeSR, Ixl < 1,n—X»

then

(a) lim = 0, andn—X»
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(b) lim cos"(p) = 0 , if P k 180* k = 0, 1, 2, 3,... n—>o®
œ s''(p ')= l, ifP  = (2k)180"

CP5‘’CP>) = (-^  ifp  = (2k+l) 180"

Thus M'*"(n) converges to a finite limit as n— and this is given by:

. 1 — g-T/Tl
lim M'^(n) = Mss = Mocos(p) ---------------------------------------------------------(A.7)

n - ^  1 -  cos(p) e-T/Ti

The fact that for n^<» M'*'(n) converges to a finite limit, shows that after infinite 
pulse repetitions the longitudinal magnetization reaches a steady-state whose value is 
Mss, as given by Eqn. (A.7). Note that in the case of P=90* (or generally, 
P=(2k+1)90", k=0, 1, 2,...), the longitudinal magnetization just after each pulse in the 
train is always zero, Eqn. (A.3). (It should be stressed once again that SSFP effects are 
assumed to negligible.) Therefore the steady-state value is Mss=0, and it is reached after 
the 1st pulse. For any other value of the tip angle p, one can define an approximate 
steady-state condition which is reached when the difference between the magnetization 
M'*"(n) and the steady-state value Mss, is less than or equal to a predetermined value a% 
of Mss, that is, assuming that P;6(2k+1)90*,

lM~^(n) — MssI a  
iMssI -  100

Thus, considering Eqns. (A.6) & (A.7),

lcos”(p) e-n(T/Ti)| Il -co s (p ) | ^  g  
Il — lcos(P)l 100

and, assuming p9t(2k)18G*, k=0, 1, 2,...,

lcos"(p) e-"fr/ri)| <  “  H -  e-T/Ti| lcos(p)l
100 | i - c o s ( P ) l

and finally,

r g  11 -  lcos(p)l  1

"*• lcos(P)l -*
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Note that the previous analysis does not hold at the limit where (T/Ti) -» 0, that is, it 
assumes a finite pulse repetition time greater than zero.

In the specific case of (3=180*, Eqns. (A.6) and (A.7), and inequality (A.8), 
become respectively:

(A.9)

e - T / T i  -  1

.-T/t : + 1Mssigg. = Mo ---- 7 (A. 10)

”l80’ -  “ T ’ (A.ll)

As this magnetization relaxes, it passes through a null point at time TI, which can be 
calculated using the Bloch equation, (A.l). Thus, integrating

0 T I

f  dMz _  _  f  ^J M z — Mo J Ti
M s s  0

gives:

n  = Ti In2 -T i ln[l +e-'^^‘] (A.12)
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APPENDIX 3 

STATISTICAL ANALYSIS

In experimental studies, a common situation involves the validation of a new 
method for the measurement of a physical property by applying it to a population already 
studied by another standard procedure. In making such a comparison, the principal 
interest is to show that the experimental measurements as obtained by the new method 
are not significanlty different from those derived by the established procedure. When a 
standard method, X, and a new one, Y, are applied on a population of N members, 
producing N pairs of measurements (xi,yi), a common comparison involves a two-step 
statistical procedure [A.5, A.6]:

(i) Firstly, the degree of linear correlation between the quantities x and y has to be 
established, in other words one must determine how well the experimental points 
fit a straight line. This is determined by the linear correlation coefficient, r.

(ii) Subsequently, the experimental points have to^fitted onto the regression line of y 
on X , which is then compared to the desired indentity line corresponding to the 
ideal case when xi=yi. This comparison involves calculating the slope and the 
intercept of the regression line.

The linear correlation coefficient is given by:

N %(x i  yi) -  X x i  S y i
r =

V  N ^ (y i)2  - ( S y i )

where xi and yi are the values of the property for the ith member of the population of N 
members as measured by method X and Y, respectively. The correlation coefficient can 
take values in the range -1< r < +1. A coefficient of +1 indicates a perfect correlation, 
that is, the experimental points lie exactly on a straight line with positive slope, while a 
coefficient of zero indicates complete lack of linear correlation.

To determine whether a value of r is of sufficient magnitude to indicate 
correlation or is simply a chance deviation from zero, the null hypothesis is used, 
stating that the population coefficient is zero. For a small number of pairs (N < 30), the 
t-test is applied with N-2 degrees of freedom, and the t-value is then given by:



207 

-  1

The critical t-values for preset significance levels can be obtained by published tables, 
e.g. [A.5, A.6]. If the calculated t-value is greater than the tabulated critical t-value at 
the desired significance level, then the null hypothesis can be rejected. As the direction 
of difference between the calculated correlation coefficient and 0 is important, a one
sided test should be employed.

Once a linear correlation is established, the least squares method can be used to 
fit the experimental points into the "best" straight line [A.5, A.6]. The slope, (3, and the 
intercept, a , of this line are then given by:

N %(xi  yi) -  % x i  X y *

P =
N % (x i): - ( ^ x i )

and

Z y i  -  P X x i
a  = —-------------- -------

N

A measure of the extent to which the y values estimated fi-om the line deviate from those 
actually observed is given by the standard error of estimate, Sy%:

VLxx Ly> 
(N-2

yy -  (Lxy)^
"  V (N-2) N Lxx  

where

Lxx = N %(xi)^ y
i i

Lyy = N^(y i )^  -
i i

and
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U y  = N % ( x i y i )  - ( % x i  y  ( % y i )

If X is the arithmetic mean of the x-values, the standard deviations for the slope, sp, and 
the intercept, sa , can then be calculated by:

sp =
Sxy

and

Sa — Sxy

' ^ N  % ( x i -x )^

These values of sp and Sa are used to estimate the confidence limits for the slope and 
the intercept, which are given by:

P ± tpsp and a  ± tpSa

where tp is the t-value at the desired confidence level p, for (N-2) degrees of freedom. 
As the direction of distribution for the values of the slope and the intercept of the 
regression line is of no concern, a two-sided t-disrtibution is assumed.

It is apparent that if each measurement yields an identical result with both 
methods the regression line will have a zero intercept, and a slope and a correlation 
coefficient of 1. A line with a slope significantly different from 1 indicates the presence 
of systematic errors, while a non-zero intercept shows that one of the methods gives 
results higher or lower than the other. The case of the correlation coefficient being 
significantly different from 1, even though the slope and the intercept are close to their 
ideal values, suggests very poor precision for either one or both of the experimental 
methods. It should be mentioned that the above analysis is strictly valid under the 
assumption that the x-direction errors are zero, while the error in the y-values is 
constant.
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