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Abstract

This thesis is concerned prim arily with the effects of graft geometry and flow pulsatil- 

ity on the hemodynamics of arteria l bypass grafts. M otivation for this work was the 

need of better understanding of the underlying flow related conditions th a t promote 

arte ria l bypass graft stenosis. The thesis describes techniques currently available for 

quantitative flow Magnetic Resonance Imaging (MRI). Methods to estim ate and reduce 

m easurem ent uncertainty in MRI phase contrast velocimetry are investigated. The 

MR phase-velocity mapping technique is calibrated in complex steady and transien t 

flows by using highly resolved numerical computations as reference solutions. A novel 

splines based approximation method is introduced to model MRI velocity encoded 

phase. Applications of the proposed method to estim ate wall shear stress and vorticity 

from MR phase velocity m easurem ents are described and results from a series of vali

dation studies are presented.

The influence of out-of-plane geometry on the flow field in arte ria l bypass grafts 

is assessed by comparing two idealised model geometries: a p lanar and a non-planar 

configuration under steady and time-varying flow. Procedures for the acquisition of 

three-dim ensional bypass graft geometries by MRI and their transform ation to a com- 

puter-aided-design (CAD) representation are described. Stereolithographic replicas of 

bypass graft geometries (an in vivo extracted femoro-tibial distal anastomosis and an 

ex vivo imaged aorto-coronary distal anastomosis) and silicon negative models were 

fabricated for use in MRI flow studies. The effect of flow pulsatility on the flow fea

tu res in the realistic aorto-coronary distal anastom osis model is investigated by com

paring the flow field generated by a sinusoidal (single harmonic) and a physiological 

(multi-harmonic) waveform. The influence of the distal-proxim al graft outflow division 

on the distal anastomotic sinus flow field in the femoro-tibial bypass graft model is 

examined. Finally, an account of the results from the comparative studies is given, 

and the physiological implications of the flow features of note are discussed.
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Chapter 1.

Introduction

1.7 Fluid mechanics of the macrocirculation

The subject of arteria l hemodynamics has been covered in detail in the standard 

texts by Pedley (1980), Caro et al. (1978), Milnor (1989) and McDonald (1990). An ex

cellent introduction to the fluid mechanics of flow in the macrocirculation is given by 

Parker and Caro (1993). A good discussion on the physical in terpretation  of fluid dy

namics can be found in T ritton (1977). Due to the complexity of the flow in large blood 

vessels, an understanding of the basic concepts of fluid mechanics associated with a r

terial blood flow is a very useful precursor to any experim ental or num erical investiga

tion of such flows. As there are only a small num ber of simple flows th a t have been 

analytically described, the understanding of complex flows relies mainly on results of 

experim ents and in some cases of numerical computations.

Before introducing the equations of motion the concept of the fluid particle based 

on the continuum hypothesis is introduced. This states th a t if we can associate with 

any volume of fluid -no  m atter how sm all- those macroscopic properties associated 

with the fluid in bulk then  a t each point there is a fluid particle and therefore a large 

volume of fluid consists of a continuous aggregate of such particles, each having a cer

ta in  velocity, tem perature etc. These assumptions are valid if a fluid particle consists 

of a large number of molecules and these molecules strongly in teract w ith one another.

An im portant concept in the motion of fluid particles and the ir interaction with a 

solid boundary is the non-slip condition. Viscous forces not only resist the motion be

tween the neighbouring layers of a fluid, but also cause any fluid elem ent in contact



with the solid boundary to adhere to it and thus have the same velocity as the bound

ary.

Equations o f motion

The description of the equations of motion will be based on the Eulerian specifi

cation th a t uses a system of coordinates fixed in space ra th e r than  one th a t moves 

with the fluid particle as applied in the Lagrangian specification. The control volume 

is a prim ary feature in the Eulerian description of the flow and is defined as an arbi

trary  volume fixed in the Eulerian system of coordinates and entirely w ithin the flow. 

The laws of mechanics are applied for the control volume to calculate the fluid motion. 

Fluid velocity is denoted by u with Cartesian components in directions

( x , y , z )  in agreem ent with the standard system of axis used in MRI scanners.

Continuity equation

The continuity equation is based on the principle of conservation of mass, which

states th a t the rate of change of mass in the control volume is equal to the net rate of

mass flux across the boundary of the control volume. The Eulerian description of the 

continuity equation can be expressed as follows:

^  + V -(/?») = 0 , (1.1)
Ot

where p  is the fluid density and u the velocity.

For incompressible flows where the fluid density is constant the continuity equation 

reduces to:

V-M = 0 , (1.2)

which in C artesian coordinates is expressed as:

^  + ̂ 3  =  0 (1.3)
dx dy dz



Navier-Stokes Equations

Application of the principle of conservation of momentum to the fluid in the con

trol volume yields the Navier-Stokes equations:

—  + U’V u  = -  — Vp + vV^u + — F ,  
dt p  p

(1.4)

where p  is the pressure and v  the kinematic viscosity.

The term  F  represents body forces such as gravity or electromagnetic forces, which act 

on the whole of the fluid particle volume ra ther than  over its surface. In Cartesian 

coordinates the Navier-Stokes equations can be w ritten as:

P

P

du do  du du
 h U ------ h W -------H U -------
dt dx dy dz

dw dw dw dw
 h U ------ h W ------- h U -------
dt dx dy dz

du du du du
 h U ----- 1- W ------- h U -------
dt dx dy dz

= - î -

dp

dp
dz

a 'u  a 'u  ^

d^w d^w d^w  _ 

d^u d^u d^u „

(1.5)

The above set of equations combined with the continuity equation form a set of four 

sim ultaneous equations th a t can be solved for one scalar variable (pressure) and one 

vector variable (velocity), effectively four unknown quantities.

The Bernoulli equation

The principle of conservation of energy for a flow system, where no external 

forces are applied, states th a t total energy of the system in the absence of nuclear re

actions should rem ain constant. The Bernoulli equation is applied to the flow of an 

ideal frictionless fluid and relates the change in velocity, pressure, and the gravita

tional field along a stream line. In steady incompressible flow it is given by:

p  + \j2  pu^ + gz = constant along a streamline . (1.6)



The three term s in the left hand side of equation (1.1) represent from left to right the 

pressure energy, the kinetic energy and the potential energy of the gravitational field 

respectively. If the effects of gravity are neglected (1.6) becomes:

/> +1/2 = const (1.7)

In the presence of viscosity, the right hand side of equation (1.7) is no longer constant 

but depends on the pressure drop required to overcome viscous stress. Nevertheless, 

equation (1.7) is frequently used to estim ate the pressure difference between two 

points closely spaced along a je t through a cardiac valve or an arte ria l stenosis, using 

m easurem ents of velocity a t these points and neglecting viscous effects over a short 

length.

Steady flow in a straight tube

A very im portant param eter in characterising flows is the Reynolds number {Re) 

given by the following expression:

Re = d — (1.8)
V

U is the characteristic velocity and d the characteristic dimension of the flow. For 

steady flow in a pipe these param eters are the m ean velocity and the tube diameter 

respectively. The Reynolds number can be considered as the ratio between inertial and 

viscous forces in a flow. In the hum an cardiovascular system it ranges from 0.0007 in 

the capillaries to 5800 in the ascending aorta for a blood viscosity of 3.5 cP, (although 

the flow in the capillaries cannot be described in term s of a homogenous fluid). For 

Reynolds num bers much higher than  1, inertial forces dominate the flow and viscous 

effects are significant only near the boundaries of the flow domain. The region in 

which viscous forces play an im portant role in determ ining the flow properties is 

called the boundary layer. In the entrance region of steady flow in a straight rigid pipe 

the boundary layer grows and gradually fills the cross section. Beyond this point the 

flow does not develop further and it is considered fully developed. I t has been found 

th a t the entrance length (L) required for the development of a steady flow in a straight 

tube is given by the following expression (Tritton, 1977):

10



L ~ — d Rc  (1.9)
30

Poiseuille in 1840 studied steady flow in a straight rigid pipe and derived an 

equation th a t describes the pressure flow relationship a t a station far from the en

trance:

e = ^ .  (1.10)

where Q is the flow rate, A P / L i s  the pressure gradient driving the flow, ju the dy

namic viscosity and a the pipe radius. This equation is valid only if the flow is fully

developed, i.e. the wall shear stress ju st balances the driving pressure gradient force. 

The velocity a t a radial position r is given by the following expression:

u(r) = Wo (1.11)

where Uq is the centreline velocity. The shear rate is given by the following expression:

du 2w„r 4ur 4Qr
—  = — §- = — r  = — (1.12)or a a TTa

where w is the mean velocity.

Time-varying flow in a straight tube

Womersley (1955) derived a solution for axisymmetric fully developed flow in a 

straight rigid tube. The general form of the equation of motion for an incompressible 

viscous fluid in a straight rigid pipe is:

d^u \ du \ dp \ du
- ^  + - — + — = — : r  (1.13)dr r dr p  dz v  dt

For a flow driven by an oscillatory pressure gradient of m agnitude — AP/L  (where L is

a sm all axial distance over which the pressure difference AP is taken) the solution of 

the equation of motion for velocity in a tube of radius a is:

11



where Jo is a Bessel function of the first kind of order zero and i = yf-A . The param e

te r a  which appears is non-dimensional and is often called the Womersley param eter. 

I t characterises kinematic similarities in fluid motion and is given by the expression:

a  = a j —  (1.15)

where CO is the angular frequency of the oscillation. The Womersley param eter can be 

regarded as an indicator of the relative contribution to the flow field of the viscous and 

inertia  term s in the time scale of the fundam ental frequency of the pressure wave

form. For low values of a  (<1) viscous forces dominate and the flow can be considered 

quasi steady. The instantaneous velocity profile is fully determ ined by the instan tane

ous pressure gradient. For larger values of a  inertia  forces s ta rt to influence the flow 

and a phase lag develops between the pressure waveform and the flow waveform. For 

large values of a  (>10) inertia forces dominate and viscous forces are restricted to a 

th in  boundary layer. The Womersley solution for a single harmonic pressure pulse is 

particularly useful as it can be used to predict the time-varying velocity distribution in 

a straight rigid tube for any pressure waveform. This can be achieved by representing 

the waveform by its Fourier series, obtaining the Womersley solution for each Fourier 

mode, and taking the sum of the solutions for all modes. Velocity profiles for single

harmonic pulsatile flow in a straight rigid tube and for a range of oscillation frequen

cies are shown in Figure 1.1. It is clear from the figure th a t flow reversal first occurs 

near the wall and it increases with increasing waveform frequency. There is also a 

flattening on the central region of the velocity profile hence a reduction of flow ampli

tude with increasing frequency.

The solution for the flow rate is obtained by integrating equation (1.14) over the 

cross sectional area and is given by the following expression:

12



The W omersley solution has been used (Frayne et al, 1995) to obtain an estim ate 

of the accuracy of tim e-varying MR phase-velocity m easurem ents.

A B
= 4 .72

C
a = 5 .78

D
a -  6 .67

180‘-1
- 180*

165 ' -

150*-

-15*

1 0 0 5 0 1 0  0  5 0 10
Fractional 
radius ( y )

(y) Fractional 
radius { y )

(/)

F ig u re  1.1 Velocity profiles at intervals of 15 degrees, of the flow resulting from a sinusoi
dal pressure gradient in a straight rigid tube for a range of Womersley param eter values 
representing the fundamental (A), the first (B), the second (C) and the third (D) harmonic 
of a physiologic flow waveform. Due to the waveform symmetry only half of the cycle is 
shown (From Nichols and O’Rourke ‘Me Donald’s blood flow in arteries’, 1990).

Flow in a curved pipe

For fluid particles travelling in a curved pipe, a radial component of acceleration 

is required. This lateral acceleration is caused by an in plane pressure gradient from 

the inner to the outer wall. This pressure gradient acts uniformly on all fluid particles 

and therefore the m agnitude of the lateral acceleration j R  , where u is the velocity 

of the fluid particle and R  is the radius of curvature of its path, should be equal for all 

particles. However, as the velocity of the particles near the wall is lower than  those in 

the core of the  flow due to the no-slip condition, the radius of curvature of the paths of 

particles in the  core of the flow should be larger th an  those near the wall. This sets up 

a secondary circulation whereby fluid particles are swept from the core to the outer 

wall. Those near the wall are swept towards the inside of the bend. This secondary 

motion is characterised by a cross flow pattern  with two symm etric counter rotating
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vortices (Figure 1.2c). As high inertia fluid particles are swept towards the outer wall 

a skewed axial velocity profile develops (Figure 1.2a). This also results in higher levels 

of shear stress on the outer wall as compared to the inner wall. The rates of shear on 

the outer wall of the bend are higher than  those in Poiseuille flow and result in an in

creased dissipation of kinetic energy from viscous effects. As a result, a higher pres

sure gradient is required to m aintain the same flow rate  through a curved pipe than  

th a t through a stra ight pipe.

A non dimensional param eter called the Dean num ber {De) has been used to 

characterise flows in curved tubes and can be calculated using the form proposed by 

Berger et al. (1983):

De  = Reyja / R , (1.17)

where a is the tube radius and R  is the tube radius of curvature. In the circulation the 

Dean num ber varies between near zero in relatively stra igh t sections of arteries to the 

order of hundreds in the aortic arch and in highly curved sections of the coronary a r

teries.

Outer Wall

Entrance

(a) (b )

F igu re  1.2 Velocity profiles in a curved pipe with a parabolic (a) and a flat (b) velocity pro
file specified at the inlet. Cross flow streamlines (c) show the two symmetric counter- 
rotating vortices (from Lefebvre et al., 1991).
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Flow in a bifurcation

Bifurcations in the arteria l system can be classified in two broad categories 

based on tbeir geometric configuration: as Y-sbaped where the trunk  splits into two 

branches of comparable cross sectional areas, and as T-sbaped where there is effec

tively a single side-brancb growing from a fairly continuous trunk. Examples of Y- 

sbaped bifurcations include the aortic, the carotid, the iliac and the coronary while 

examples of T-sbaped bifurcations include the renal, the femoral and the celiac. In an 

idealised Y shaped arteria l bifurcation (Figure 1.3a) the tru n k  vessel separates into 

two symmetric branch vessels with a la teral bifurcation angle 9  and with a trunk- 

branch area (A) ratio ( f i )  defined as:

(1,18)
^runk

The area ratio P  varies significantly throughout the vascular system, ranging from 

0.52 to 1.39 in hum an arteries, and it changes with age (Caro et al., 1971). The mean 

area ratio of the adult hum an aortic bifurcation is 0.75. The tru n k  branch area ratio 

affects the reflection of the pressure wave a t a bifurcation. It has been found th a t 

minimum pressure wave reflection a t a bifurcation occurs for an area ratio of 1.15.

If a fully developed steady flow is present a t the bifurcation inlet then as this 

flow enters a branch vessel, high inertia fluid particles from the core of the flow are 

found near the flow divider on the outer wall of the branch vessels. This leads to a 

skewed velocity profile with higher velocities at the outer wall and lower velocities on 

the inner wall (Figure 1.3a). The flow from the tru n k  to a branch is sim ilar to th a t in a 

curved tube, where fluid particles experience a la teral component of acceleration nec

essary to negotiate the bend. Therefore a cross flow pattern , sim ilar to th a t found in 

curved pipes and associated with the la teral pressure gradient, is expected to develop 

in the branches of a Y shaped bifurcation.

The configuration of the bifurcation and particularly param eters such as the bi

furcation angles, the trunk-branch area ratio, the shape of the flow divider and the 

form of the corners (rounded or sharp) will strongly influence the flow field. A decrease 

in the la teral bifurcation angle 6  (Figure 1.3b) will accentuate the separation of the 

boundary layer along the inner walls of the branching vessels, increase the skewness

15



of the velocity profile in the branches and hence the asym m etry in the distribution of 

wall shear stress. A branch-to-trunk area ratio of less than  one is equivalent to a flow 

constriction and will cause flow acceleration th a t has a stabilising effect of the flow. A 

branch-to-trunk area ratio above one is equivalent to a flow expansion and will cause 

flow deceleration. Flow deceleration is achieved by a local adverse pressure gradient in 

the branch vessels, associated with the Bernoulli effect, th a t may cause low inertia 

fluid particles on the inner walls of the vessels to separate from the m ain stream  and 

form regions of recirculating flow. Therefore, an expansion will typically have a desta

bilising effect on the flow.

In the hum an vascular system curvature torsion and branching of vessels may 

all occur with close proximity to each other hence their effects on the flow field cannot 

be easily separated. Therefore the notion of fully developed flow may only be applica

ble to small sections of the arteria l tree. An excellent review of the fluid dynamics in 

arteria l bifurcations is th a t by Lou and Yang (1992).

Branch

Flow divider

Trunk
Lateral 
angle 0

Branch

Outer wall Inner wall

Lateral angle 0 Flow divider

Separation ^  
point

^  Reattachment 
point

(a)

(b )

F igu re  1.3 (a) Steady flow velocity profiles at various stations in a Y-shaped bifurcation, 
(b) Streamlines in a T-shaped bifurcation (from Lefebvre et ah, 1991).
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Vorticity

Vorticity is a kinematic property of the flow field and is a m easure of the angular 

velocity of a fluid particle a t each point. It is a vector quantity, having three scalar 

components. Denoted by the symbol tü, vorticity is defined in C artesian and cylindrical 

coordinates by:

r

=

du dw 
dy dz

+ 1.
do  . ^ dw d u ^

dx dy

 ̂1 du^ du g  ̂
d 0  dz ^

^ 1 5  \ du.
r dr r dO

(1.19)

(1.20)

To elucidate the relationship between the vorticity and the angular velocity of a 

fluid element, the rigid-body rotation of a fluid about a fixed axis can be considered. 

Such rotation would occur if w ater was placed in a glass centred on a rotating tu rn ta 

ble and sufficient time allowed for all the fluid to rotate a t the same angular veloc

ity as the turntable. Using cylindrical coordinates fixed in the laboratory inertial 

reference frame, w ith the z-axis vertical, the velocity components are = 0 , Uq = O r

and u  ̂ = 0 . Substituting these values in equation (1.20) to calculate the vorticity, only 

the axial component of vorticity is non zero:

CO,  =  I ,
A A

\ r d r  J
(1.21)

Because the fluid is in rigid-body rotation, the angular velocity is the same for each 

fluid elem ent and so is the vorticity given by equation (1.21). Therefore, the vorticity is 

twice the angular velocity of a fluid element.

Flow w ithout vorticity is called irrotational flow. Rotation, as specified by vortic

ity, corresponds to changing orientation in space of a fluid particle and not to motion of 

the particle on a closed path. For example in simple shear flow (u = u(x), u = w = 0)  

although each fluid particle moves in a straight line it has a vorticity given by (1.19):

17



du
Cû^=Cû^=0, &) = -  —  (1.22)

dx

On the other hand, in a flow where every fluid particle moves on a circular path  about 

the z-axis w ith the following velocity distribution:

k
Uff= — , u ^ = u ^ = 0  (1.23)

r

where k i s  a constant, the vorticity is (1.20):

1 a
C0 ^=C0q=  0, = -------(rwg) = 0 for r  ^  0 . (1.24)

r dr

Turbulence

Turbulence can be defined as the flow condition in which velocity, pressure and 

other flow field variables vary randomly in space and time; in practice therefore the 

flow cannot be exactly determined in detail. Turbulent flows can however be described 

by the ir time and space average properties. An alternative short description of tu rbu

lence is th a t it is a state of continuous instability. Reynolds established experimentally 

th a t the transition  from lam inar to turbulen t steady flow in a straigh t rigid pipe away 

from the entrance occurs for a value of a dimensionless param eter, now known as 

Reynolds num ber of about 2000. Turbulence has been reported to occur in the vicinity 

of the aortic valve, in the mid-ascending aorta (Nerem and Seed, 1972) and in diseased 

vessels distal to a stenosis (Hutchison and Karpinski, 1985). Turbulence increases en

ergy dissipation but also enhances mixing of the fluid. Furtherm ore, turbulent flows 

have more plug-like velocity profiles and therefore th inner boundary layers and higher 

wall shear rates as compared to lam inar flows. It should be noted th a t although very 

complex three-dim ensional disturbed flow fields exist in the arte ria l system they are 

not necessarily turbulent.

1.2  Physiology and pathophysiology of arterial blood flow

Excellent reviews on the subject are given by Caro et al. (1979) and Dobrin 

(1997). Flow-mediated endothelial m echanotransduction is reviewed by Davies (1995) 

and intim ai hyperplasia with respect to vascular grafts is reviewed by Dobrin (1994).
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The structure o f the arterial wall

The arte ria l wall is composed of three layers: the in ternal or tunica intima; the 

middle or tunica media; and the external layer or tunica adventitia (Figure 1.4). The 

intim a is itself composed of two layers. The inner layer exposed to the blood stream  is 

the endothelium  and it is surrounded by the subendothelial layer. The endothelium is 

a single layer of endothelial cells th a t forms a continuous lining on all surfaces th a t 

are exposed to blood. The endothelial lining can be damaged by mechanical stress (e.g. 

high shear stress) but has a great capacity for regenerating itself. I t can also form a 

lining in vein or synthetic bypass grafts inserted in the body surgically. The subendo

thelial layer contains fibroblasts and collagen fibres. The tunica media is composed of 

layers of elastic tissue separated by connective tissue, collagen fibres and smooth m us

cle cells. Between the media and the intim a is the in ternal elastic lam ina layer th a t is 

composed of branching elastic fibers. The adventitia forms the most external layer of 

the vessel wall and is composed of loose connective tissue containing elastin  and colla

gen fibers. The tunica adventitia and tunica media layers of arteries larger than  1 mm 

in diam eter are nourished through their own capillary blood supply network, the vasa 

vasoroum. The nourishm ent of the tunica intim a relies on the transport of m aterials 

from the blood stream . The mechanical strength of the wall is prim arily provided by 

the media layer. The stress and strain  relation for the arte ria l wall is non-linear and 

viscoelastic. This is due to the layered configuration of the wall which is structured in 

such a way th a t as the wall is stretched it becomes stiffer.

The endothelium is the interface between the blood stream  and the vascular 

wall. I t plays an  im portant role in the transduction of m echanical forces acting on the 

vessel wall as a result of the flow of blood. Therefore it has developed mechanisms to 

allow the transduction of hemodynamic information. The endothelium also plays an 

im portant role in the development of vascular wall disease, in  particular with respect 

to the localisation of atherosclerotic lesions. The main functions of the endothelium 

are: the m aintenance of anticoagulant properties; the physiological control of vascular 

tone and lum en diameter; and the regulation of vascular permeability. Endothelial 

function also has pathological implications associated with acute inflammation, wound 

healing and cardiovascular disorders such as the localisation of atherosclerosis. The
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local hemodynamic conditions influence all these functions, either directly through 

mechanical forces or indirectly through mass transfer to the wall from the blood 

stream .

Lumen Endothelial and 
subendothelial layer

Internal elastic lamina 
Innermost layers of media

 Outermost layers of media

^Innerm ost layers of adventitia

 ̂ Outermost layers of adventitia

F igu re  1.4 Schematic of a cross section of the wall of a middle sized artery showing the 
wall structure (from Grays Anatomy, 2000).

The mechanical force applied on the endothelial layer of the arteria l wall due to 

the flow of blood can be divided into two components. One component acts normal to 

the wall and represents pressure and the other one acts tangen tia l to the wall and 

represents shear stress. Although pressure affects all parts of the arte ria l wall, shear 

stress principally affects the endothelium. In large arteries and in uniform sections of 

the vessel away from bifurcations the m ean wall shear stress typically ranges between 

20 and 40 dyn/cm^. However, in regions of disturbed and separated  flow the shear 

stress will be negative or zero w ithin the separation region and up to 40 and 50 

dyn/cm2 in its vicinity. These values vary both in m agnitude and sign throughout the 

cardiac cycle. The morphology and orientation of endothelial cells often reflects the 

hemodynamic conditions th a t they have been exposed to. The alignm ent of the endo

thelial cells reflects the mean direction of the shear stress. In regions of axial lam inar
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flow shear stress is unidirectional and endothelial cells tend to align to the flow direc

tion. However, in regions of disturbed flow where there is no prevailing mean shear 

stress direction, the endothelial cells show no preferred orientation.

Hemodynamic interactions between the endothelial cell and shear stress are 

mediated through the cell surface. In vitro studies (Tardy et al., 1997; White et al., 

2001) have dem onstrated th a t it is not only shear stress m agnitude but also spatial 

and temporal gradients of shear th a t affect endothelial behaviour. In order to under

stand these complex interactions it is necessary to study the hemodynamic forces a t a 

subcellular scale. It has been shown th a t endothelial cells are able to differentiate 

their response to flow environm ent conditions such as the frequency of the blood oscil

latory motion.

One of the prim ary functions of the endothelium is vasoregulation. A number of 

vasoregulatory factors associated with the endothelium have been identified. Nitric 

oxide is the principal endothelial-derived relaxing factor w ith its release modulated by 

shear stress. Additional control of the vasoregulatory process is provided by prostacy

clin, a vasodilator which is synthesised and released by the endothelial cells in the 

presence of high shear stress. Endothelin, a vasoconstrictor, is also synthesized and 

released by endothelial cells in response to changes in the shear stress exposure of the 

endothelium.

1.2.1 A therosclerosis and Vascular Hemodynamics

Atherosclerosis alters the mechanical properties of arteries. The initial response 

of the vessel to the development of an atherosclerotic lesion is dilatation. This re

sponse allows the vessel to m aintain a normal size lum en and continues until the le

sion occupies approximately 40 percent of the vessel cross-sectional area. Studies in 

the coronary arteries have shown th a t further growth of the lesion cannot be accom

modated by dilatation and inevitably leads to stenosis.

At an early stage atherosclerotic lesions are soft and have minimal impact on the 

wall stiffness. As the lesions enlarge, they cause a degradation of the load-bearing 

components of the wall th a t may lead to a reduction in wall stiffness. Eventually calci

fication of the atherosclerotic plaque leads to a significant stiffening of the artery.
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It is well known th a t certain sites in the hum an circulation are more prone to 

the development of atherosclerotic lesions. Such sites are associated with disturbed 

and separated  flow typically found in the vicinity of bifurcations and branches or re

gions of significant curvature or stenosis. C ertain arteries are more susceptible to dis

ease th an  others partly due to the differences in the structu ra l properties of the wall 

bu t prim arily due to the differences in the hemodynamic conditions. I t has been dem

onstrated  th a t atherosclerotic lesions are predom inantly found in sites exposed to low 

m ean wall shear stress (Caro et al., 1969) usually associated with flow separation and 

flow reversal. The exposure of the endothelium to low m ean and oscillatory shear 

stress and separated flow triggers the secretion from endothelial cells of shear stress 

regulated factors th a t promote coagulation, leukocyte m igration and smooth muscle 

proliferation hence promoting the development of atherosclerosis (Figure 1.5). These 

conditions also affect the survival of endothelial cells (Traub and Berk, 1998).

It has also been established th a t the flow environm ent can affect the mass 

transport characteristics of the arteria l wall (Caro and Nerem, 1973, Caro, 1974; Deng 

et al., 1995). In the early studies by Caro and Nerem (1973) and Caro (1974) blood se

rum  was mixed with ^^0-4 labelled cholesterol and the uptake of the label by an ex

cised serum  perfused canine common carotid artery  was m easured ex vivo. Two perfu

sion rigs were run  simultaneously. Segments of the excised left and right carotid a r

tery were mounted to the flow rigs and perfused with different rates of shear. The in

vestigators found th a t a substantial increase in the uptake of the label from the wall 

occurred with increase of wall shear stress. A la ter study by Deng et al. (1995) showed 

th a t there is a higher accumulation of low-density lipoproteins in areas of the canine 

carotid wall surface exposed to low wall shear stress and where the permeability of the 

endothelium  is enhanced. They also found th a t lum inal lipid concentration affects the 

ra te  of infiltration of lipids into the wall.

A study by Friedm an et al. (1981) of a time-varying flow in a realistic physical 

model of the aortic bifurcation of a subject w ith mild atherosclerosis indicated a nega

tive correlation between intim ai thickness and shear stress. The same study showed a 

positive correlation between oscillatory shear and intim ai thickness. The authors con

cluded th a t the presence of low and oscillatory wall shear stress generates hemody

namic conditions th a t favour the development of atherosclerotic disease.
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Atherosclerotic lesions may trigger a wall remodelling and adaptation process 

sim ilar to th a t initiated by changes in flow rate  (Zarins et ah, 1987). It has also been 

postulated th a t atherosclerotic lesions may develop as a reaction to endothelial cell 

injury associated with greater wear and tea r induced by high spatial gradients of wall 

shear stress. This has been supported by in vitro experim ents which have shown a 

strong influence of spatial gradients of shear stress in the m igration-proliferation be

haviour of endothelial cells (Tardy et al., 1997). However in a recent in vitro model 

study by W hite et al. (2001) it was shown th a t tem poral gradients of shear caused hu 

m an endothelial cell proliferation whereas spatial gradients of shear had the same ef

fect on cell proliferation as steady uniform shear stress. Although both studies used 

the sudden expansion flow chamber to generate high spatial shear gradients, W hite et 

al. (2001) introduced sudden onsets of flow to generate tem poral gradients of shear.

Steady  
Laminar 

Blood Flow

S h ea r S tress
A ntithrom bolic A ntim igration

NO

NO

Sm ooth M uscle

A nligrow th | TGF-p

Flow
Reversal

Low M oan Sheai I Prom lgratlonProthrom botic

V C P -t

VCAM-1

P ro -a p o p to sis
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Sm ooth M uscle
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POGF
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F igu re  1.5 Endothelial cell biology and shear stress. The endothelium responds to steady 
lam inar shear stress by releasing factors that inhibit coagulation, migration of leukocytes, 
and smooth muscle proliferation, and support endothelial cell survival. Conversely, the 
exposure of the endothelium to low mean shear stress and flow reversal triggers the re
lease of factors that favours the opposite effects, hence promoting the development of 
atherosclerosis. PGI2 indicates prostacyclin; tPA, tissue plasminogen activator; TGF-beta, 
transforming growth factor-beta; Ang II, angiotensin II; PDGF, platelet-derived growth 
factor; VCAM-1, vascular cell adhesion molecule 1; MCP-1, macrophage chemo attractant 
protein 1; and NO, nitric oxide.(From Traub and Berk, 1998).
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1.2.2 A therosclerosis in  the Coronary A rteries

Sabbah et al. (1986) studied a group of patients w ithout obstructive left anterior 

descending (LAD) coronary artery disease to establish w hether a correlation between 

low shear stress and atherosclerosis does exist. They assessed blood velocity and shear 

stress distribution in the LAD qualitatively from the clearance ra te  of a contrast m a

terial injected in the left m ain coronary artery  from selective arteriogram s. Regions of 

rapid and slow clearance were considered sites exposed to high and low shear stress 

respectively. In all cases there was slower clearance of contrast m aterial along the in

ner wall (in contact with the myocardium) as compared to the outer wall of the vessel 

suggesting a skewed velocity profile in the LAD associated w ith the curvature of the 

vessel. Pathologic studies of the LAD in a different group of patients who died of non

cardiac disease revealed an uneven distribution of atherosclerosis between the inner 

and outer wall of the LAD with a preferential concentration of disease on the inner 

wall supporting the argum ent th a t atherosclerosis preferentially develops a t sites of 

the wall exposed to low shear stress. A sim ilar pattern  of atherosclerotic distribution 

was also found in the right coronary arteries (Sabbah et al., 1984).

An earlier study by Fox et al. (1982) attem pted to correlate the distribution of 

atherom atic lesions in the coronary arteries w ith the geometry of the vessel. They his

tologically examined 41 sets of vessels from subjects under the age of 40 who had died 

from non-cardiac disease. Vessels affected from early fatty  disease were only analysed. 

The LAD was shown to be affected earlier and more severely by both fatty  and fibrous 

disease. I t was found th a t in most cases plaques were proximally concentrated. A 

higher concentration of disease along the inner wall of the major curvature was identi

fied in the right coronary artery. In the LAD a spiralling distribution of lesions was 

observed possibly attributed to the helical flow patterns associated with the highly 

three-dimensional geometry of the LAD. It was also observed th a t regions of the wall 

near the flow divider in the LAD and circumflex arteries were spared of disease sug

gesting a significant role of the local hemodynamics on the distribution of wall lesions.

Sabbah et al. (1984) visualised the steady and time-varying flow patterns in a 

mold of the left coronary artery  of a pig using dye injections in the sinus of Valsava. 

Reynolds num bers in the range of 60 to 300 were used for the steady flow experiments.
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A Womersley number of 2,8 and a peak Reynolds num ber of 131 in the LAD were used 

to sim ulate flow conditions a t rest, A Womersley num ber of 3,7 and a peak Reynolds 

number of 340 were used to sim ulate reactive hyperemia. The prim ary flow feature 

identified was a helical flow pattern  in the distal p a rt of both the LAD and the circum

flex arteries. This pattern  was more pronounced a t higher Reynolds num bers and was 

attributed  to the secondary flow motion associated with the complex curvature of the 

epicardial coronary arteries as they coursed along the heart surface.

In a la ter study by Altobelli and Nerem (1985) the flow in perfused coronary a r

teries of preserved excised baboon and canine hearts was m easured by pulsed Doppler 

velocimetry, A series of velocity m easurem ents a t the left main, the LAD and the cir

cumflex coronary arteries were conducted in pulsatile flow w ith a range of m ean Rey

nolds num bers between 50 and 500 and Womersley num bers between 2 and 3,5, 

Skewed velocity profiles towards the free surface of the vessel corresponding to the 

outer side of the curvature were observed near the bifurcation of the left main into the 

LAD and circumflex coronary arteries. This flow pa ttern  would be expected for viscous 

curved tube flow. The pattern  of velocity profile skewness observed appeared to be de

term ined by the bifurcation angle between the daughter vessels and the out-of-plane 

curvature of the bifurcation,

A sakura and Karino (1990) also investigated the role of hemodynamics in the 

localisation of atherosclerosis in hum an coronary arteries. They used flow visualisa

tion techniques to monitor the behaviour of suspended tracer particles under steady 

and pulsatile flow in their realistic rigid wall models of hum an coronary artery seg

ments, Atherosclerotic lesions were found almost exclusively on the outer wall of the 

daughter vessels and the inner walls of curved arteria l segments. These sites were ex

posed to secondary flow, separated flow and low wall shear stress. Helical flow pa t

te rns were also reported in the vicinity of the junction region of coronary bifurcations. 

He and Ku (1996) used numerical methods to study the flow in a left coronary 

artery  bifurcation model based on m ean geometric param eters under pulsatile flow, A 

coronary waveform with a m ean Reynolds num ber of 240 and a Womersley number of 

2.8 was prescribed a t the inlet. Skewed velocity profiles were found in both the LAD 

and circumflex arteries towards the inner walls of the bifurcation. Time averaged 

shear stress was significantly lower on the outer walls as compared to the inner walls
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of both daughter vessels in the vicinity of the bifurcation. I t was also found th a t oscil

latory shear was higher on the outer walls as compared to the inner walls. According 

to He and Ku (1996) the localisation of sites exposed to low and oscillatory shear corre

lates well w ith the distribution of atherosclerotic lesions reported in literature.

1.2.3 Intim ai Hyperplasia in Vascular Grafts

Intim ai hyperplasia is the prim ary cause of restenosis and loss of patency in vas

cular reconstructions. Intim ai hyperplasia consists of both cellular and extracelllular 

elem ents in a lam inated form. Smooth muscle myoblasts, myofibroblasts and 

degenerating myocytes constitute the prim ary cellular components. Fibrous collagen, 

elastin  and amorphous ground substance constitute the extracellular matrix. A study 

in dogs by Berguer et al. (1980) has indicated th a t intim ai hyperplasia preferentially 

develops in regions of low volume flow rate  and low flow velocity. It was also shown 

th a t media thickness was not affected by either the volume flow rate  or the flow veloc

ity. I t was la ter identified by Zarins et al. (1987) th a t shear stress and not volume flow 

ra te  and flow velocity was the prim ary modulator of intim ai thickening. Shear stress 

was also found to play an im portant role in vasoregulation. A m ean value of 15 dynes 

cm 2 is found to be the target arteries strive to m aintain by adapting their diam eter to 

the flow forces (Zarins et al., 1988; Glagov et al., 1988; Giddens et al., 1990).

In tim ai hyperplasia has been found to preferentially occur in regions of low wall 

shear stress, flow stagnation, and flow separation (Asakura and Karino, 1990; Ojha et 

al., 1994). These findings have been initially observed in models but have also been 

confirmed in vivo. I t is postulated th a t the endothelium is histologically disturbed in 

regions of complex flow. These disturbances a ttrac t platelets monocytes and leuko

cytes which access the wall triggering the biological processes responsible for intim ai 

hyperplasia.

Several factors associated with the hemodynamics of vascular grafts and their 

effects on intim ai hyperplasia have been investigated. An acute anastom osis angle has 

been shown to cause greater intim ai thickening as compared to milder angles (Craw- 

shaw et al., 1986). This is partly explained by the sensitivity of the size of the separa

tion region th a t develops distal to the anastomosis junction on the anastomosis angle 

(Ojha et al., 1994). Compliance mismatch has also been commonly cited as a mechani-
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cal factor th a t influences the development of intim ai hyperplasia. A study of ilio

femoral bypass grafts in dogs by Bassiouny et al. (1992) showed th a t intim ai thicken

ing a t the su ture line level was associated with wound healing and they hypothesised 

with compliance mismatch. Considering however th a t the observed intim ai thickening 

on the arte ria l floor of the recipient artery  should not be affected by graft compliance; 

the authors suggested th a t it was associated with the exposure of the wall to low and 

oscillatory shear stress.

F urther investigations on end-to-side anastomosis models have revealed the de

velopment of an oscillating stagnation point along the bed of the host artery  (Ojha et 

al., 1994). Intim ai hyperplasia is found to preferentially develop on the floor of the re

cipient artery  at the sites exposed to the oscillating stagnation point. Flow stagnation 

increases the residence tim es of platelets, platelet derived growth factors and other 

cytokines th a t may interact w ith the endothelium and trigger the biological processes 

responsible for intim ai thickening. Ojha et al. (1994) obtained a second set of meas

urem ents where a slight protrusion was introduced on the bed wall of the distal end- 

to-side anastomotic junction to sim ulate tissue overgrowth. Based on these results 

they postulated th a t the thickened intim a in the lum en might not necessarily consti

tu te  a lesion, unless grown in excess, but ra ther an adaptive response of the intim a to 

the hemodynamic conditions.

1.3 Flow MR! -  Theory and Techniques

A  brief overview of the physical principles of nuclear magnetic resonance (NMR) 

is presented in the following section. This will be followed by an introduction to spa

tially localised NMR, which is known as magnetic resonance imaging (MRI), including 

a section outlining the various sources of error affecting the quality of MR images. The 

basic MRI methods th a t utilise flow effects to generate image contrast are introduced. 

The phase-velocity mapping imaging technique is outlined and the sources of error 

affecting the accuracy of the velocity m easurem ents are discussed.

1.3.1 NMR

Nuclear magnetic resonance started  as an experim ent in physics following its 

discovery almost simultaneously by two independent groups in 1946, by Bloch et al.
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(1946) a t Stanford, and Purcell et al. (1946) a t Harvard. This discovery won both Bloch 

and Purcell the Nobel Prize in 1952. However, it was not until the seventies th a t NMR 

was first used in medical applications (Damadian, 1971; Lauterbur, 1973; Mansfield et 

al., 1976; Andrew et al. 1977). The first commercial clinical scanners came out in the 

early eighties.

One of the fundam ental physical principles of NMR is th a t a charged particle in 

motion will have a weak magnetic field associated with it. Spinning, nuclear, charged 

particles possess angular momentum quantized in units of Planck’s constant divided 

by 271. A constant T  referred as the nuclear spin quantum  num ber or nuclear spin can 

be used to classify nuclei. Nuclei with zero spin cannot experience nuclear magnetic 

resonance. According to the quantum-mechanical description of NMR for a nucleus 

w ith spin angular momentum I  exposed to a strong, external, static magnetic field JBo 

there are only 27+1 possible orientations with respect to the orientation of the external 

field and thus only 27+1 possible energy states. The hydrogen nucleus, which is abun

dant in the hum an body, consists of a single proton and has a nuclear spin I  = 14. 

Therefore only two (2x14 +1) energy states are possible for the hydrogen nucleus. In 

the presence of a strong external magnetic field these two energy states associate the 

relative orientation of the magnetic field of the spin with the orientation of the exter

nal field. The spin is in a high-energy state when it is oriented antiparallel to the ex

ternal field. Similarly, it is in a low energy state when it is oriented parallel to the ex

ternal field. The energy difference (AEm) between these two energy states is given by:

A E ^ = r f iB , ,  (1.25)

where /  is the gyromagnetic ratio, a physical property of the nucleus {y j l K  =42.5759 

MHz/T for HI), fi is Planck’s constant divided by 27t, and^Q is the flux of the external

magnetic field. Transitions between these two energy states occur w ith the absorption 

or emission of energy in the form of electromagnetic waves, therefore constituting the 

signal source measured in NMR. Transitions are induced when energy supplied in the 

form of an electromagnetic field is absorbed by the spin system. In  order for energy to 

be absorbed by the spin system it m ust be supplied exactly a t the resonance frequency, 

which is the angular frequency (^y^) of the magnetic moment. A fundam ental equation 

in NMR is the Larmor equation:
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û)Q=-yBQ, (1.26)

which describes the relationship between the angular or processional frequency of a 

nuclear m om ent and the applied external magnetic field Bo.

At equilibrium there is a small fractional excess spin population in the lower en

ergy sta te  which is governed by the Boltzmann distribution:

—  = e = e  , (1.27)
n

where rC' and n~ are the fractions of the spin population in the high and low energy 

state respectively, k is Boltzman’s constant and T  is the absolute tem perature of the 

spin system which is equal to the lattice tem perature a t equilibrium. For hydrogen 

nuclei in a one Tesla field the excess population is only approxim ately three parts per 

million. In  a macroscopic scale this excess population provides a net magnetic moment 

and is the source of signal in NMR. It is this property of NMR th a t makes it a tech

nique w ith an inherently extremely low signal. This m inute signal can be detected by 

a RF (Radio Frequency) coil following the excitation of the spin system by an oscillat

ing electromagnetic field jBi oriented normal to the main, static, magnetic field Bo. It is 

im portant to note th a t in even the sm allest volume there will be a significant fraction 

of Avogadro’s num ber of nuclei. Therefore, in NMR we are not concerned with single 

nuclei but ra th e r with a net magnetic moment M, which is the vector sum of a large 

number of individual magnetic moments and which a t equilibrium is aligned with the 

static field. The net magnetic moment M  of an excited volume of spins will undergo a 

nutation (a rotating process around the B i axis) during the application of the oscillat

ing RF field gradually achieving higher energy state  orientations. After the cessation 

of the RF field, M  will relax towards its equilibrium lower energy state parallel to the 

static m ain field a t an exponential ra te  characterised by the spin-lattice relaxation 

constant Ti.

Figure 1.6 shows a schematic of this nutation process. Following the application 

of the 90 degrees RF pulse the net magnetic moment M  of the spin system is tilted 

away from the direction of the external field Bo by 90 degrees and into the transverse 

plane through a rotating process around the B\ axis, term ed nutation. After the cessa

tion of the excitation pulse the spins will, due to the slight differences in their local 

magnetic environm ent and T2 relaxation effects, s ta rt precessing a t different frequen
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cies and therefore gradually become out of phase with each other. This loss of phase 

coherence resu lts in the reduction of the net magnetic moment component in the 

transverse  plane and consequently the strength  of the detected NMR signal. This re

laxation process is exponential in natu re  and is described m athem atically by Equa

tions (1.28) and (1.29). After a period approximately equal to 5 T\ the spin system will 

re tu rn  to its equilibrium  sta te  with its net magnetic m oment aligned with the main 

static field.

Bo

RF excitation field

R F  C O I L

90° Flip Angle

F igu re  1.6 Schematic of the NMR signal generation process.

The net m agnetisation vector has two components: the longitudinal and the 

transverse. The longitudinal is typically oriented along the Z-axis which is typically 

the long axis of the m agnet bore (M l or Mz) and the transverse typically lies on the XY 

plane (M t or Mxy). The transverse component decays a t an exponential rate  with a 

constant Tg, term ed the spin-spin relaxation constant. The equations th a t govern the 

relaxation of the longitudinal (Mz) and transverse (Mxy) components of the net mag

netisation (M) follow:

/.X -X . (1.28)

(1.29)
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where t is the time after excitation, M ,(0) is the m agnitude of the longitudinal compo

nent of the m agnetisation immediately after excitation ((=0) and, M  is the m agnitude 

of the net m agnetisation at equilibrium (when M  is aligned with Bo).

Bloch et al. (1946) successfully derived a set of equations which described the 

behaviour of the macroscopic m agnetisation M  in the presence of an RF field. The ef

fect on the motion of an assembly of spins characterised by M  from the presence of an 

applied field B  can be described by the following equation:

d M  / dt = y M  x B , (1.30)

which, after breaking the vector product into its components and adding m agnetisa

tion relaxation effects, can take the final form of the Bloch equations :

dMx/dt = y  (My Bo + Mz B\ sin^y t) -  M J T 2 (1.31)

dMy/dt — y  i, Mz B\ cos(U t — M\ Bo ) — My/Th (1.32)

dMz/dt = - y  (Mx Bi sin<y ( + My Bi cosy; t) -  (Mz - Mo)ITi, (1.33)

where Bo is the static magnetic field strength  aligned w ith the Z  axis and Bi is the

streng th  of the oscillating magnetic field in the X Y  plane. Bloch showed th a t the tra n s

verse component of the net m agnetisation vector Mxy can be m easured as a small 

signal induced in an RF coil and th a t Bi could be provided by an RF coil on any axis 

norm al to the Z  axis.

Figure 1.7 The frames of reference used to define the various planes in MRI. The labora
tory frame XYZ  is coupled with the rotating frame of reference X ’Y’Z. The frequency of ro
tation (/o ) is the Larmor frequency of the spins.
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In  most cases it is more convenient to describe the motion of the magnetic mo

m ent M  w ith respect to a frame of reference ro tating with angular velocity 

COq = I j t /o in the transverse-XY plane, where /q is the Larm or frequency of the spin 

system (Figure 1.7).

1.3.1.1 Spa tia lly  localised N M R

The signal detected by the RF receiver coil is spatially encoded with the applica

tion of relatively small, linear perturbations of the main static magnetic field, term ed 

magnetic field gradients. In the presence of these gradients the precessional frequency 

of spins contained in a small volume will be determ ined by the ir position in the line

arly perturbed magnetic field according to the Larm or equation. Three sets of gradi

ents in  the X, Y and Z physical axes th a t are mapped to the logical axes term ed by 

convention as readout, phase encoding and slice select respectively are p art of an MRI 

system. By applying linear combinations of these gradients the NMR signal can be en

coded to contain information from slices a t any physical plane orientation. Typically, 

the NMR signal source is spatially encoded by an application of magnetic field gradi

ents along both the X and Y directions defined by the imaging plane, resulting in a 

frequency and phase modulation of the NMR signal. The resulting frequency and 

phase inform ation forms the Fourier or k-space image. To map inform ation from Fou

rier space back to physical space and form the MRI image, a two dimensional inverse 

Fourier transform  is applied.

The time sequence of events during an MRI experim ent can be depicted in a 

pulse sequence diagram. A pulse sequence diagram of a typical spin-echo sequence is 

shown in Figure 1.8. A 90 degrees RF pulse excites the spin system which generates 

the free induction decay signal (FID), an NMR signal which is not spatially encoded. 

In order to rephase the excited spin system a 180 degrees refocusing RF pulse is ap

plied. This inverts the phase of the spins which initiates a rephasing process. Phase 

coherence is achieved after the refocusing pulse with a tim e delay equal to the time 

interval between the centres of the excitation and refocusing RF pulses. At the centre 

or peak of the ‘echoed’ NMR signal spins are exactly rephased.

In order to selectively excite a volume of spins, a slice selection magnetic field 

gradient is applied in the slice select axis during the application of the excitation RF
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In order to selectively excite a volume of spins, a slice selection magnetic field 

gradient is applied in the slice select axis during the application of the excitation RF 

pulse. The bandwidth of the excitation pulse and the streng th  of the slice select gradi

en t determ ine the thickness of the excited volume of spins (slice thickness). To com

pensate for the dephasing effects of the slice select g radient a refocusing lobe (inverted 

lobe) is added on the slice select (GS) axis. In order to spatially  encode the NMR signal 

detected by the receiver RF coil, two additional m agnetic field gradients are applied 

along the X  and Y  physical axes. These magnetic field gradients encode the NMR sig

nal in frequency and phase and hence term ed frequency encoding or readout (GR) and 

phase encoding (GP) gradients respectively. The phase encoding gradient is applied 

before the application of the frequency encoding gradient and in steps of increasing 

strength . Each phase encoding step represents a line in the k-space image and pro

vides spatial localisation in the Y-axis direction.

TR
TE-

RF

Signal

GS

GP

GR

JL
90°

180°

FID Echo

X
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, ...................................- i ................

F ig u re  1.8 A pulse sequence diagram of the spin echo sequence. The evolution of the slice 
select (GS), phase encoding (GP) and readout (GR) or frequency encoding gradients with 
time is shown. The free induction decay signal, the Echo signal, the 90 degrees (excitation) 
and 180 degrees (refocusing) RF pulses, the echo time (TE) and repetition time (TR) inter
vals are also shown.

The frequency encoding gradient applied during the NMR signal collection pe

riod, is typically centred around the peak of the m easured echo signal and provides 

spatial localisation in the X direction (forming the rows in k-space). Image data in k-
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space are two-dimensional inverse Fourier transform ed to form the image in physical 

space.

A nother faster and widely used MR imaging technique is the field echo or gradi

ent recalled echo or gradient echo (GRE) technique (Figure 1.9). The 180 degrees refo

cusing RF pulse is elim inated and the read-out gradient is modified to be bipolar. The 

inverted lobe in the read-out direction will dephase spins th a t will be subsequently 

refocused by the positive lobe. The elim ination of the 180 degrees RF refocusing pulse 

reduces the echo and repetition times allowing for faster acquisitions thus reducing 

the sensitivity of the technique to motion effects and reducing the total am ount of RF 

power applied to the patient. However, a t the same tim e the static sources of proton 

dephasing, static magnetic field (Bo) inhomogeneities and magnetic susceptibility gra

dients, are not elim inated as in the spin echo sequence and therefore contribute to 

transverse m agnetisation decay. This decay process occurs a t a faster rate  in a gradi

ent echo sequence with a shorter relaxation time constant T2* as compared to the true 

T2 relaxation time constant for a spin echo sequence ( l / 7̂ * > 1/7  ̂ ). The spoiler gradient 

on the slice select axis is applied to dephase spins completely and elim inate any resid

ual transverse m agnetisation before the application of the  next RF excitation pulse.

RF v J L v

Slice Select

Phase encoding

Read-out

Signal

Spoiler n

F igu re  1.9 A typical field or gradient echo pulse sequence diagram with the addition of a 
spoiler gradient.

Sources of error in M R I

MRI is a highly complex experim ental technique and is affected by a num ber of 

artifacts caused by both in ternal and external to the system  sources. A short overview
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of some of the most common artifacts affecting the quality of conventional magnetic 

resonance imaging results follows.

Chemical shift

This type of artifact is based on the principle th a t nuclei bound to different 

molecules resonate a t slightly different frequencies when exposed to the same external 

magnetic field. The difference in precessional frequency originates from the principle 

th a t a nucleus bound to a molecule experiences a magnetic field which has been 

slightly altered by the shielding effect of the electron cloud of th a t molecule 

surrounding the nucleus. For molecules in rapid motion the coefficient which 

determ ines the field th a t the nucleus experiences, term ed the shielding factor, can be 

trea ted  as a simple num ber since its directional p a rt averages out (Becker, 1980). If 

the simple case of hydrogen nuclei bound to two different molecules is considered, the 

presence of a chemical shift in the volume of in terest has two effects. The first effect is 

a sinusoidal modulation of the NMR signal intensity versus echo time. The frequency 

of the modulation will be equal to the difference in chemical shift i.e. the precessional 

frequency difference between the spins bound to the two molecules. The amplitude of 

the modulation will be determined by the relative concentration of the molecules in 

the sampled volume. For example, if w ater is mixed w ith a molecule ‘G’ to which 

hydrogen nuclei are bound and a chemical shift between the precessional frequencies 

of protons bound to w ater and those bound to molecule ‘G’ exists (Figure 1.10), it is 

possible to ensure phase coherence a t the centre of the echo by appropriate selection of 

the echo time.

The modulus of the NMR signal measured (M xy) is given by the modulus of the 

vector sum of Mg and MH2O according to following expression:

Mq + o ~ - ^ H 2 0  > ( l - d 4 )

where, (f) is the angle between Mo and MH2O. The above expression is maximised for (f = 

0, i.e. when phase coherence has been restored. However reducing phase incoherence 

due to a chemical shift effect may require an increase in  the minimum echo time. If 

th is increase is significant the effects on image SN R  due to the additional T2
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relaxation of the spin system before readout and the effects on the m easurem ent 

uncertain ty  due to the accentuated echo time related artefacts should be considered.

Bo

XY

X

F igu re  1.10 Chemical shift. Schematic of the relative contribution to the net transverse 
magnetisation vector ( M xy) from each of its two major components. The magnetisation vec
tor component of the protons bound to the molecule G (Mo) and the magnetisation vector 
component of the protons bound to the water molecule (Mngo). The difference between the 
precessional frequencies /g and /HgO is determined by the chemical shift between the two 
molecules.

The second effect of chemical shift will be the presence of two overlapping repre

sentations of the object being imaged in the final MR image, shifted with respect to 

each other in the frequency encoding direction. The spatia l extent of this shift in the 

frequency encoding direction will be determ ined by the chemical shift between the two 

molecules and the frequency resolution of the acquisition.

Magnetic field inhomogeneities

The homogeneity of the main external magnetic field varies in the MRI scanner 

m agnet bore. Most m agnets have a region of high m agnetic field homogeneity (<10 

ppm) in a volume term ed ‘sweet spot’ a t their isocenter. The magnetic field becomes 

less uniform according to a non-linear function of distance from the isocenter. Mag

netic field inhomogeneity causes dephasing of spins in addition to th a t predicted by 

NMR theory (Tg). To account for this additional dephasing of spins, the dephasing 

caused by the application of magnetic field gradients and other sources, T2* the ex

perim entally observable T2, has been introduced. G radient echo techniques are more 

susceptible to these types of artifacts compared to spin echo techniques due to the lack 

of an 180 degrees refocusing RF pulse. The use of a m agnetic field gradient to refocus
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spins and form the echo in  GRE techniques does not compensate for magnetic field in

homogeneities as well as the 180 degrees RF refocusing pulse. This is because the 180 

degrees RF refocusing pulse reverses the effects of magnetic field inhomogeneities on 

spin phase in order to refocus spins.

Magnetic field distortions can also be introduced by the presence of a patient in 

the m agnet bore due to their non-uniform shape and tissue content. M ain field distor

tions can also occur from the presence of m etal objects such as m etal clips in the bore. 

These local distortions of the magnetic filed will cause artifactual variations in the 

generated MR images. Artifacts can also result from non-uniformities in the oscillat

ing field supplied by the transm it RF coil and from non-uniformities in the sensitivity 

of the receive RF coil. Bi non-uniformity related artifacts appear as variations in the 

MR image intensity throughout the object.

Gradient non-linearities

Ideally the magnetic field gradients generated by the activation of the gradient 

coils should be linear w ithin the boundaries of the maximum operating field of view 

specified by the m anufacturer of the MRI scanner. U nfortunately th is is not always 

true; linearity of the magnetic field gradients deteriorates usually outside the ‘sweet 

spot’ or isocenter of the scanner. NMR signal from regions of gradient non-linearity 

will be incorrectly encoded spatially and therefore objects or part of objects extending 

to these regions will appear geometrically distorted in the resulting MR image.

Flow encoding techniques will also be affected from gradient non-linearities 

since they rely on the application of gradients to encode spins in motion. Magnetic 

field non-linearites arise from a higher order magnetic field perturbation in addition to 

the linear imaging gradient (termed concomitant or Maxwell field) in agreem ent with 

the Maxwell equations V - B = 0 and V x 5  » 0 . If the static field Bo and the time- 

varying linear gradient fields in X,  Y  and Z  directions (Ox, Gy, Gz) are active a t the 

same time, then  the total magnetic field B in a cylindrical gradient system is given by 

(Bernstein et al., 1998):
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B -  BQ + G^x + Gyy + G^z + -— G lx^+ -— Gly^ +
o B q ^ B q

^ y ^ , G i y - ^ G , G , y . - ^ G f i , y z .  (1-35)

+(terms with 1 / BI order dependence or higher)

The first four term s in the ahove equation represent the nominal magnetic field in the 

presence of the linear gradients. The following five term s represent higher order mag

netic field perturbations which may cause significant phase errors in MRI.

Magnetic susceptibility gradients

Different substances possess different magnetic susceptibilities. Substances can 

be classified in three broad classes based on their magnetic susceptibility (%): diamag

netic with no unpaired electrons (%<0) which are not a ttracted  by a magnetic field as 

are most tissues in the hum an body; param agnetic (%>0) which contain unpaired elec

trons and are weakly attracted  by a magnetic field such as Gadolinium (Gd); and fer

romagnetic (% »0) which are strongly attracted  by a magnetic field such as iron (Fe).

At interfaces between substances with significantly different magnetic field sus

ceptibilities a m agnetic field gradient develops. This gradient locally distorts the mag

netic field, which resu lts in signal loss and in a displacement type artifact in the MR 

image. A positive correlation exists between the level of magnetic field distortion and 

the strength of the magnetic susceptibility gradient th a t creates it.

Motion effects

The effects of spins in motion on the phase and m agnitude of the NMR signal 

have been utilised to produce contrast between flowing and stationary spins in time- 

of-fiight and phase contrast techniques. In conventional MRI however, motion effects 

are usually detrim ental to the quality of the acquisition data and many techniques 

have been developed to suppress these effects. Even in flow imaging it is im portant to 

suppress certain  motion effects on the NMR signal associated, for example, with the 

motion of the arteries and their supporting structures such as the motion of the heart 

wall. These types of motion effects are the m ain obstacle in high quality coronary a r

tery  imaging. Respiratory motion effects have been studied in detail by Axel et al.
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(1986) using computer simulations of MRI and by imaging healthy volunteers. They 

dem onstrated th a t in conventional 2D FT MRI with sequential phase encoding incre

m ents a maximum motion related ghost separation from the prim ary image could be 

achieved by selecting the product of the num ber of signal averages and TR equal to 

one-half the respiratory period. In contrast, minimum separation between ghost a rti

facts and prim ary image was achieved by selecting a phase encoding increm ent sepa

ration equal to the respiratory cycle. Furtherm ore the am plitude of the ghosts can be 

reduced by increasing the num ber of signal averages due to the smoothing of respira

tory variation. It is therefore possible, to minimise respiratory artefacts, without res

piratory gating, by careful selection of the imaging protocol param eters. It should be 

noted however th a t the application of this approach to reduce respiratory motion a rti

facts will be problematic in the presence of significant respiratory variability.

Another way to reduce motion effects is to use the navigator echo technique in 

which motion is measured during acquisition and data are modified accordingly (Wang 

et al., 1996). This method has found widespread use particularly  in conjunction with 

MRI coronary flow imaging techniques. Breath-hold acquisition techniques have also 

been used to suppress artifacts associated with respiratory motion effects (Wang et al., 

1995). Motion artifacts are also significant in MR flow acquisitions in vessels of the 

abdomen and the chest supported by tissues subjected to breathing and peristaltic mo

tion. A study by Dumoulin et al. (1993) proposed a technique th a t suppresses these 

types of motion artifacts by applying complex data pair subtraction in adjacent views 

or echoes w ithin the same cardiac cycle when imaging for example the aorta or the il

iac arteries.

Spin saturation

A  physical phenomenon th a t has been used to encode spin motion is th a t of 

m agnetisation saturation. When a volume of spins is subjected to a series of very fre

quent RF pulses it gradually loses its ability to produce NMR signal. This effect is due 

to the change of the spin state  distribution in the sample volume subjected to the RF 

pulses. There is a gradual decrease in the excess of spins in the low energy state and a 

subsequent decrease in the size of the signal generating spin pool. As a result there is
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reduction in the net longitudinal m agnetisation available for nutation by subsequent 

RF pulses. NMR signal loss due to spin saturation effects is proportional to the T\ and 

T2 relaxation rates, the square of the oscillating magnetic field strength  {H\^) and the 

square of the gyromagnetic ratio of the substance ( /) .  The introduction of contrast 

agents, which reduce Ti, combined with the use of sm all flip angles (low H\) are ways 

of reducing saturation induced signal loss.

Eddy currents

Eddy currents are small electrical currents induced in conducting m aterial su r

rounding the gradient coils by the switching of the gradients. These eddy currents 

produce magnetic field gradients with exponential time constants th a t oppose the ap

plied gradient hence distorting the tem poral profile of the gradient pulses. Therefore 

they introduce errors in the spatial or flow encoding process. The effects of eddy cur

ren ts can be corrected by either applying pre-em phasis on the prescribed gradient 

waveform or by using active shield gradient coils, an  extra set of coils external to the 

m ain gradient coils designed to null the eddy current inducing magnetic fields before 

they reach the eddy current conducting material.

Radio frequency related artifacts

In MRI it is common practice to model a slice selective RF pulse after a sine 

( sin(;r%)! k x )  function. This is because a sine function in the time domain is equiva

lent to a square function in the frequency domain or a band pass filter. Exactly this 

property is employed to selectively excite a volume of spins exposed to a magnetic field 

gradient.

For practical reasons a temporally constrained RF pulse in the time domain is 

applied th a t will result in an imperfect -  not exactly square shape -  excitation profile 

in the frequency domain (Figure 1.11). As a resu lt spins external to the volume of in

te rest will be excited by the RF pulse thus introducing artifacts to the resulting image.

Noise from radio frequency interference originating from sources external to the 

MRI scanner room can contam inate the weak NMR signal if the m agnet room is insuf-
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fîciently RF shielded. This type of noise is detected by the RF receiver coil and appears 

as bright signal in the MR image in a line extending in the phase encoding direction at 

a given frequency.

FT /

F igu re  1.11 A sine function RF pulse in the time domain (left) yields a square shape RF 
pulse in the frequency domain (solid line right). If the RF pulse is truncated in the time 
domain, deviations from the ideal square shape RF pulse in the frequency domain will oc
cur (dashed line right).

Aliasing

Aliasing or w raparound results from sampling a periodic signal w ith a frequency 

below th a t specified by the Nyquist criterion, i.e. two samples per period. In MRI this 

happens when the selected field of view is sm aller than  the diam eter of the object be

ing imaged. D uring the application of the RF excitation pulse, which is spatially selec

tive in a single direction only, spins external to the field of view (FOV) in the X  and Y  

directions will be nu ta ted  and subjected to the same magnetic field gradient pulses as 

those within the region of interest. Therefore they will em it NMR signals a t frequen

cies higher th an  the signal em itted from spins w ithin the FOV boundaries. The sam 

pling rate  of the NMR signal during the digitisation process is determ ined by the FOV, 

the frequency resolution of the acquisition and, the Nyquist condition. As a result, sig

nal from parts of the object external to the FOV is under-sam pled and therefore ap

pears wrapped around an axis defined by the FOV boundaries hence overlapping in

formation in the region of interest. This problem can be elim inated or at least mini

mised by either selecting a larger FOV and then  discard the information external to 

the region of in terest, or alternatively by using a surface RF receive coil which will be 

sensitive only to signal sources from within a restricted volume encompassed by the 

coil conductor.
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1.3.2 MRI Flow M easurement Techniques

There are two basic physical principles th a t govern the modulation of the NMR 

signal from spins in motion. One is the in flow or tim e of flight (TOF) effect and the 

other is the phase shift effect. A brief overview of these effects and the associated MRI 

flow techniques follows. An excellent review of the basic flow imaging techniques 

based on the effects of blood flow on the MRI signal is given by Axel (1984).

1.3.2.1 Tim e o f fligh t

Time of flight effects refer to signal variations due to the motion of the nuclei 

th a t flow into or out of an imaging volume during a given pulse sequence. Early in the 

history of NMR and well before the introduction of MRI, blood flow effects on the NMR 

signal were identified. Suryan (1951) observed changes in the signal from spins in a 

fluid flowing through a coil. He found th a t by increasing the m ean flow velocity the 

NMR signal initially increased but then decreased. As the m ean velocity increased, 

partly  sa tu rated  spins were replaced by fresh fully m agnetised spins leading to signal 

enhancement. However, by further increasing the m ean flow velocity the NMR signal 

was reduced as the spins entering the excitation region had not spent sufficient time 

in the main magnetic field to become fully magnetised.

Singer (1959) reported one of the earliest m easurem ents of blood flow by NMR 

applying a spin-tagging technique. U nsaturated  moving spins entering the excited 

volume generated a larger NMR signal compared to stationary  spins, a phenomenon 

known as inflow enhancement. He applied this method for the m easurem ent of venous 

flow in the hum an arm. Garroway (1974) offered an  early description of an experimen

ta l technique to employ both inflow effects and phase effects to m easure blood flow. 

Feinberg et al. (1984) reported one of the earliest true  tagged time-of-flight techniques 

utilising a spatially selective 90 degrees RF pulse upstream  of the volume of interest 

followed by a downstream, slice selective 180 degrees pulse to invert the spins and 

thereby produce an image of only those spins th a t where excited upstream .

In both spin echo and field echo or gradient echo sequences, inflow of nuclei be

tween sequence repetitions results in increased signal {in-flow enhancement), while for 

the spin echo sequence, outflow may result in decreased signal due to flow out of the
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slice between the 90 degrees and 180 degrees pulses. Enhancem ent of signal can be 

explained as follows: when stationary spins (e.g. in tissue) in the volume of in terest 

are repeatedly subjected to RF pulses they become saturated . This results in a de

crease of the potential NMR signal from tissue until the full recovery of the m agneti

sation. Spins th a t flow into the volume of excitation generate a stronger signal com

pared to stationary spins since they have not been subjected to previous RF pulses and 

are unsaturated. This signal enhancem ent is often observed a t the inflow end of slices 

of a multi-slice acquisition. However, it can also be observed several slices deep into 

the volume of in terest depending on the spin velocity norm al to the slice; the 90 de

grees RF pulse repetition rate; and the relaxation rates of the excited nuclei.

High velocity signal loss is observed in spin echo imaging in which a slice selec

tive 18Q0 refocusing pulse is used. It is a time-of-flight effect as well, in which spins 

flow out of the volume of in terest before they are nuta ted  by both RF pulses. If spins 

th a t only experience either a 90 degrees or a 180 degrees pulse, and hence do not con

tribu te to the echo signal, dominate the spin population in the volume of interest, total 

signal loss occurs. High velocity signal loss can also occur in gradient echo procedures 

if a large fraction of the excited spins move out of the volume of in terest before experi

encing the refocusing gradient.

Axel et al. (1986) proposed a time-of-flight method to directly image blood veloci

ties. The technique involved selective excitation of spins in orthogonal planes. Spins in 

a slice plane normal to the flow direction were selectively excited while spins in a slice 

plane parallel to and including the flow were selectively refocused by the 180 degrees 

RF pulse. In the resulting images, the displacement of the excited spins in the direc

tion of the refocusing plane was equal to the product of the flow velocity and the echo 

time.

In  his overview of time-of-flight effects W ehrli (1990) classifies spins in a time of 

flight experiment based on their excitation history and relaxation rates. Assuming a t 

t=0 the application of a slice selective 90 degrees RF pulse on a volume of interest 

(slice) oriented perpendicular to the direction of flowing spins, he examines the popu

lation of spins in the slice a t a time exactly after the application of a slice selective 180 

degrees pulse following the second 90 degrees pulse (t = TR+34TE ). Assuming th a t the
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velocity of the spins {u) is sufficiently low to prevent complete w ashout of any popula

tion fraction i.e.:

“ ^(ra + l /27E)’

where L is the thickness of the volume of interest, a maximum of 4 populations of 

spins can be distinguished in the excited volume at i = TR+%TE based on the history 

of the ir prior excitations and relaxation time. These are: a population fraction with no 

transverse m agnetisation, a fraction of fully relaxed spins, a fraction of inverted spins 

and a fraction of satu rated  spins. Depending on the m agnitude and spatial distribu

tion of the velocity of the spins, the distribution of spins in the above categories 

changes and with it changes the projected pixel intensities in the MR image.

N ishim ura (1990) in his review of TOF angiography describes the three main 

methods of TOF techniques in angiography: bolus tracking, flow-related enhancement 

and selective tagging. With bolus tracking a bolus of blood is excited by a 90 degrees 

RF pulse upstream  and then  excited by an 180 degrees RF pulse downstream. Static 

tissue is suppressed since only blood receiving both pulses produces a spin echo. Flow- 

related enhancem ent is the term  given when fully m agnetised blood flows into the 

volume of in terest producing an enhanced signal relative to th a t of the surrounding 

static tissue. This is achieved by applying repeated excitation pulses to the region of 

interest. Finally, in selective tagging two images are acquired; one image (with tag

ging ofQ has flow-related enhancem ent as described above, while for the second image, 

blood upstream  to the volume of in terest is tagged by a 180 degrees inversion pulse. 

Subtraction of these two images suppresses static tissue leaving a signal due only to 

flowing blood.

1.3.2.2 Phase contrast

The second category of MR angiography techniques are those relying on the flow 

induced phase shifts. Carr and Purcell (1954) were the first to report a motion induced 

phase effect and H ahn (1960) was the first to suggest a method of m easuring slow 

seaw ater motion by detecting the phase shift of the signal due to flow in the direction 

of the gradient. A number of techniques based on flow induced phase effects have been
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suggested since then, using different sequences (Moran, 1982; Bryant, 1984; 

O’Donnell, 1985).

Phase contrast phenom ena are analogues to Doppler shift effects in ultrasound 

studies. Magnetic spins undergo a frequency shift when moving along a magnetic field 

gradient; this frequency shift is proportional to their velocity component parallel to 

the applied gradient direction. The product of this frequency shift and the magnetic 

field gradient pulse duration gives rise to the overall phase shift relative to stationary 

spins.

In the presence of a linear, constant in time, magnetic field gradient along the x- 

spatial co-ordinate, stationary spins a t location Xq , resonate a t a frequency CO =  / G X q .

Spins moving w ith constant velocity u, in the direction of the gradient, gradually ad

vance towards a higher magnetic field and their resonance frequency increases as 

(Bohning, 1991):

co = yG{xQ+ut) (1.37)

Since ct) = d(p/dt, the phase shift (^) of the nucleus can be w ritten  as:

(j)= ^codt = y^G x{t)d t = y^[GxQ+Gut'\dt = y[GxQt + ^Gut^] (1.38)

Equation (1.38) shows th a t the phase increase or phase shift is proportional to 

the velocity of the spin and the product of the strength  and duration of the applied 

gradient. Generally, the phase shift of a nucleus placed in a time-varying magnetic 

field gradient G(t) is given by the following expression:

(j) = '̂  ^G {t)x{t)d t, (1.39)

where x{t), is the position of a moving spin a t time t and can be described by its Taylor 

expansion around t = 0:

x{t) = ;c""(0) + %'"(0); + —  + ... + , (1.40)
2 ! n\

where

^ '"’(0) = ^ ^  (1.41)

is the order tem poral derivative of position x  a t time t = 0.
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In blood flow studies in hum ans, higher th an  second order term s in the Taylor 

expansion are typically neglected since acceleration, if present, is approximately con

stant, However, higher order motion effects can be significant in diseased vessels and 

for example in the vicinity of an arterial stenosis.

There are essentially three types of flow quantification methods using velocity 

induced phase shifts. The first category comprises of phase-sensitive angiographic 

methods. One such method detects flow through a loss of phase coherence due to ve

locity dispersion within a volume element (voxel). Two images are acquired, one with 

flow compensation and one without flow compensation. Image subtraction suppresses 

the signal from stationary tissue leaving only th a t from flowing blood (Axel and Mor

ton, 1987; Laub and Kaiser, 1988; Spritzer et al., 1990). A second phase sensitive an 

giographic method uses small flow encoding gradient pulses to produce discrete veloc

ity induced phase shifts. Subtraction of echoes acquired from inverted and non

inverted flow encoding gradient pulses removes stationary tissue signal from the im

age (Dumoulin and H art, 1986; Dumoulin et al., 1989). A typical pulse sequence dia

gram of the bipolar flow encoding gradient flow quantification method is shown in 

Figure 1.12. The first method relies on velocity induced phase shifts to provide an am 

plitude modulation of the flow signal, whereas the second method relies on discrete 

velocity induced phase shifts to produce a phase modulation of the flow signal.

The second category of flow quantification methods is the direct phase velocity 

mapping methods th a t use the flow induced phase shifts to m easure velocity directly 

from the phase of the image voxel. Phase velocity mapping was first dem onstrated by 

Van Dijk (1984) and B ryant et al. (1984). Improvem ents to the initial method were 

introduced by Young et al. (1986) and Nay 1er et al. (1986). The phase velocity m eas

urem ent method has been extensively validated for flow m easurem ent both in vivo 

and in vitro (Bryant et al., 1984; Firm in et al., 1987).

The Fourier velocity encoding methods are the th ird  category of methods for 

flow quantification using velocity induced phase shifts to m easure the intravoxel ve

locity distribution (Redpath et al., 1984; Feinberg et al., 1985; Hennig et al., 1988; 

Dumoulin et al., 1993). To achieve this, one spatially localising phase encoding gradi

ent is replaced by a bipolar flow encoding gradient. As a resu lt the reconstructed im-
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age has one phase-encoded dimension along which signal displacem ent depends on 

spin velocity ra th e r than  on spin position.

G
slice

®  phase velocity encode

phase encode

readout

acquire

F igure  1.12 A basic pulse sequence diagram of the toggled bipolar phase velocity encoding 
technique. The flow encoding gradient can be applied on any axis, and the sign of each lobe 
is inverted on alternate excitations (adapted from Dumoulin et al., 1994).

Bernstein and Ikezaki (1991) compare the two main methods in wide use for 

subtraction of the two complex data sets obtained through toggled bipolar gradient 

acquisitions: the phase difference method and the complex difference method. In the 

phase difference method a phase map image is generated by subtracting the phase 

information in the two complex data sets acquired. Therefore, each pixel in the resu lt

ing image contains a signed phase value where its m agnitude is directly proportional 

to the encoded spin velocity and its sign indicates the flow direction (Figure 1.13). In 

contrast, in the complex difference method, the m agnitude of the complex difference of 

the complex data sets acquired by the pair of toggled bipolar flow encoding gradient 

acquisitions is computed. In the complex subtraction method flow direction informa

tion is lost; furtherm ore, the pixel intensity values in the final image are not directly 

proportional to velocity but ra ther are given by the following expression:

I  = k\s\n{yuTA)\, (1.42)
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where k is a constant of proportionality th a t includes spin density and instrum ent 

sensitivity, T  is the time interval between the centre of the two lobes of the bipolar 

flow encoding gradient, A  is the unsigned area under each lobe of the flow encoding 

gradient and u is the velocity of the spins in motion. However, if the aliasing velocity 

(Venc) is selected so th a t the phase shift {(p) caused by the highest encoded velocity is 

less than  1 radian, then  the relationship between signal in tensity  and velocity be

comes approxim ately linear. The m ain advantages of the complex difference method 

over the phase difference method are: its insensitivity in the presence of stationary 

spins together with flowing spins in the same voxel, m aking the technique more su it

able in thick slab acquisitions; and its slightly higher SNR other things being equal.

T

Acq. 1 Acq. 2
G

ZZ

XX

Y

F igu re  1.13 The toggled bipolar flow encoding gradient (top) and the phase difference sub
traction method (bottom). The time course of the gradient strength (G) of the two bipolar 
gradient acquisitions (normal-unshaded and inverted-shaded areas) and the time (T) be
tween the centre of the lobes are shown. The signed phase shift from each acquisition is 
also shown on a rotating frame of reference (X’Y’Z).

Phase contrast techniques have num erous clinical applications in MR angiogra

phy of the head and neck (Pernicone et ah, 1990), the abdominal vessels (Steinberg et 

ah, 1990; Vock et ah, 1991) the peripheral vasculature (Steinberg et ah, 1990; Caputo 

et ah, 1992).

In an effort to reduce the echo time, hence reduce phase coherence related signal 

loss and echo time dependent artifacts in phase velocity mapping, several fast tech

niques have been developed. The FID acquired echo sequence (FACE) developed by 

Scheidegger et ah (1991) uses fractional echo acquisitions with sequential separate
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sampling of the left and right k-space symmetry planes. Even faster flow and velocity 

quantification techniques are based on echo p lanar imaging methods with (Meier et 

ah, 1992; Gatehouse et ah, 1994) or w ithout (Firmin et ah, 1989; McKinnon et ah, 

1994) spiral k-space sampling. The application of multidim ensional excitation pulses 

to achieve spatial localisation at excitation combined with time varying readout gradi

ents has been proposed by Hu et ah (1993) to obtain real tim e single shot velocity 

m easurem ents. Dougherty and Axel (1995) successfully applied this technique in vivo 

by m easuring blood velocities in the portal vein of healthy volunteers in real time.

Sources o f  error in M R  p h a s e  velocity m easu rem en t

Phase velocity mapping methods are typically based on the gradient echo im ag

ing technique. Therefore they are more sensitive to artifacts such as magnetic field 

inhomogeneities and magnetic susceptibility gradients due to the absence of the 180 

degrees RF refocusing pulse utilised in the standard  spin echo technique. The effects of 

various imaging param eters and flow conditions on the accuracy of MR flow quantifi

cation have been reported by Firmin et ah (1990) and Buonocore and Bogren (1992). 

An overview of the factors th a t affect the quality of blood flow quantitative MR m eas

urem ents is given below.

Spatial resolution

The effect of spatial resolution in the m easurem ent error has been studied by 

various investigators. Poor spatial resolution (i.e. a small num ber of pixels covering 

the diam eter of a vessel) has been shown to resu lt in large errors from partial volume 

effects and incorrect lum en segm entation (Wolf et ah, 1993; Tang et ah, 1993; Hofman 

et ah, 1995). Tang et ah (1993) found th a t a minimum requirem ent for accurate flow 

m easurem ents is approximately 16 pixels across the diam eter of the vessel imaged, in 

the case where the flow encoding direction is parallel to the flow direction. If this re 

quirem ent is met, flow m easurem ent accuracy w ithin 10 % of the true  value can be 

achieved. The presence of oblique flow will increase the minimum requirem ent for 

spatial resolution accordingly. This in tu rn  raises the requirem ents in image signal-to-
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noise ratio (SNR), as SNR can be traded for spatial resolution and vice-versa, render

ing high quality flow quantification m easurem ent very demanding in term s of SNR 

requirem ents. Polzin et al. (1995) have proposed a flow m easurem ent method whereby 

information from both phase difference and complex difference processed phase- 

velocity encoded MR m easurem ents is combined to produce a complex difference flow 

map th a t offers improved accuracy of flow quantification compared to the conventional 

phase-difference processing technique. The improved accuracy was achieved through 

the estim ation of the fractional boundary voxel volume occupied by stationary spins 

and correcting the boundary voxel velocity for partia l volume errors. This was possible 

due to the insensitivity of the complex difference technique to partia l volume effects.

Higher orders o f motion

Another potential source of error is the presence of orders of motion higher than  

velocity in the flow measured. In most cases flow encoding gradients are designed as

suming constant velocity during the acquisition period which is typically 6-8 ms or less 

depending on the velocity encoding sensitivity th a t determ ines the area below the bi

polar flow encoding gradient lobes. However, this assum ption is not always valid. In 

pulsatile flow significant temporal acceleration may be present, or in steady stenotic 

flow convective or spatial acceleration is present. The effects of acceleration on the ac

curacy of MR phase-velocity mapping were investigated by Firm in et al. (1990). By 

m easuring these effects for a physiologically realistic level of acceleration (10 m/s^) 

they showed th a t a negative correlation between the echo time and the level of error 

introduced due to acceleration effects exists. For echo tim es of 6, 14 and 22 ms the er

ror introduced was 1.7 %, 3.9 % and 7.9 % respectively. O shinski et al. (1992) investi

gated the effect of convective acceleration in a 90 % stenosis on flow m easurem ent er

ror and reported a 37 % error in m easurem ents of m ean cross sectional velocity in the 

stenotic region, where convective acceleration was significant. They also dem onstrated 

a strong negative correlation between echo time and error due to convective accelera

tion. Siegel et al. (1996) also studied the case of a 90 % area reduction stenotic flow 

and reported velocity m easurem ent errors in the range of 20-100 % in various sites 

upstream  and downstream of the stenosis. They attributed these large errors to sev
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eral factors including the presence of phase shifts due to convective (or spatial) accel

eration, insufficient signal to noise ratio and flow induced spatial displacem ent a rti

facts. Acceleration compensated flow encoding gradients could be used to reduce or 

elim inate the additional phase shifts resulting from higher orders of motion. However, 

higher order motion compensation carries a penalty of increased gradient duration, 

leading to a longer minimum echo tim e th a t in tu rn  accentuates phase errors. By the 

same principal it is possible to encode acceleration only and compensate for lower or

ders of motion.

Spatial misregistration

Flow-induced spatial displacem ent artifacts can introduce significant errors in 

cases were oblique flow is present. This is due to the tem poral difference between spin 

phase encoding and frequency encoding (Frank & Buxton, 1993). In routine two- 

dimensional imaging, a pixel is spatially encoded by both phase and frequency. This 

process is not instantaneous and, in general, phase encoding precedes frequency en

coding. The non-coincidence of phase and frequency encoding resu lts in spatial m isreg

istration  of signal from flowing spins which is a frequently observed artifact. Assum 

ing a stra igh t vessel placed a t some angle (f> (Figure 1.14) relative to the frequency 

encoding axis and a mean delay between the phase and frequency encodings, the 

spins will have travelled from location A a t the tim e corresponding to the center of the 

phase encoding gradient to B a t the echo time according to:

r(tb) -  r(ta) +uAt, (1.43)

where u is the axial velocity of the spins, ta is the time of the phase encoding and tb is 

the time of the frequency encoding.

i k

Ax

F igu re  1.14 The spatial displacement effect.
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The spins therefore will be mismapped in the x  direction by a distance equal to:

Ax = ŵ Ar = u cos(^)A /, (1.44)

where Ux is the component of the velocity vector in the x direction. It is possible to pre

dict the direction of flow when a flow m isregistration artifact has been noted, since Arc 

is positive when Wx < 0 and negative when or Ux > 0. However, in complex flows where 

the in-plane velocity components are strong and not uniformly distributed, misregis

tration  effects can be significant and equally non-uniformly distributed hence their 

prediction and correction is not straightforw ard (Steinm an et ah, 1997). M isregistra

tion effects can be minimised by keeping the delay between phase and frequency en

coding minimal. Conversely they will be accentuated if by increasing the echo time the 

delay between the phase and frequency encoding increases.

Aliasing

A mismatch between the dynamic range of the spin velocities encoded and the 

velocity sensitivity of the acquisition may introduce errors in flow measurements. 

Conturo and Smith (1990) applying propagation of error derived a relationship be

tween the SNR of the phase image and the level of utilisation of the dynamic range of 

the signal sampling process, described by the velocity to noise ratio (VNR) on a voxel 

to voxel basis:

VNR = , (1.45)

where SNRmag is the SNR of the magnitude image, u is the m ean velocity of the spins 

in the voxel and, F^^ îs the aliasing velocity (i.e. the velocity sensitivity of the acquisi

tion). Increasing the velocity sensitivity (i.e. reducing of the acquisition by in

creasing the gradient first moment will, other factors being constant, increase the ve

locity to noise ratio. A mism atch between the velocity sensitivity and the encoded spin 

velocity dynamic range will affect the phase velocity image. If the velocity sensitivity 

is less than  the spin velocity dynamic range, the motion induced phase shift is larger 

than  n resulting in phase aliasing or phase wrapping (flow induced phase shifts larger
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than  Tc appear in the image wrapped back in the (-71, +7t) range e.g. 37t/2 -> -ti/2). If the 

velocity sensitivity is much higher than  the spin velocity dynamic range the velocity to 

noise ratio of the result will be compromised.

Phase dispersion

One of the prim ary sources of signal loss in MR flow quantification techniques is 

intravoxel phase dispersion. This results, for example, from selecting a large voxel 

when m easuring complex flows with high velocity encoding sensitivity. Turbulent flow, 

characterised by random motion of fluid particles, is another potential source of this 

type of artifact causing phase cancellation w ithin a voxel and to tal signal loss. Phase 

dispersion effects can be reduced by decreasing the echo tim e thus allowing spins less 

time for phase accumulation thus a more uniform intravoxel phase distribution. Hence 

techniques with shorter echo times achieved for example by fractional RF excitations 

(Nishimura et al., 1988) are less sensitive to phase dispersion artefacts.

Eddy currents

Uncompensated, long time constant, eddy currents in phase contrast quan tita

tive flow acquisitions will resu lt in phase offset errors. These phase offsets will not be 

cancelled despite the subtraction of the phase components of the data sets acquired in 

the toggled, bipolar flow encoding gradient technique (Dumoulin, 1986). Peeters et al. 

(1995) modelled the effects of eddy currents in quantitative flow m easurem ents and 

found th a t they will introduce a significant distortion in tim e resolved velocity m eas

urem ents, a result th a t was also supported by appropriate experiments. They also re

ported th a t the phase offset error introduced by eddy currents could not be removed by 

applying background phase correction.

Flow encoding axis misalignment

In cases where a misalignm ent exists between the flow encoding axes and the 

bulk flow direction, an error will be introduced in the MR flow measurem ents. The
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measured velocity at radial position r for a fully developed steady flow in a straight 

rigid pipe will be given by the following expression:

= (1.46)

where w^is the velocity measured, w, is the true velocity and ^ is  the misalignment

angle. Care should be taken  when the flow contains significant in-plane velocity com

ponents as a coupling factor between components will contribute to the error of each 

m easured velocity component.

Under sampling

Segmented k-space (or phase encode grouping) acquisitions offer reduced acqui

sition tim es but may introduce additional errors to the velocity m easurem ents due to 

under-sam pling and low pass filtering of the flow waveform, thus compromising 

m easurem ent accuracy. Frayne and R utt (1995a) found th a t there are three prim ary 

param eters th a t determine the frequency response for segmented k-space velocity 

m easurem ents: the number of interleaved velocity encodings, the time between the 

encodings and the degree of balance between the first moments of the velocity encod

ing gradients. Li et al. (1995) established th a t sampling of a flow waveform below the 

Nyquist frequency due to inappropriate selection of the segm ent size was responsible 

for the underestim ation of the spatiotem poral m ean velocity. Polzin et al. (1996) 

showed th a t an increase in the number of views per segm ent will increase the smooth

ing or low pass filtering of the reconstructed flow waveform. However, by applying a 

moving segment window over contiguous views to reconstruct all interm ediate flow 

phases, they found tha t the Nyquist sampling frequency becomes independent of the 

num ber of views. This only strictly applies to vessels th a t have a uniform /e-space dis

tribution. However the deviation between the predicted and the m easured flow rate 

w ithin a segment due to the non uniform weighting over the segm ent duration will be 

related to the view ordering scheme used. For segmented interleaved view ordering 

where all of /e-space is traversed in each segment, the data  are heavily weighted to

wards the point in the flow cycle in each segment where the central /zy-lines are ac

quired. This results in significant deviations between the m easured and the mean flow
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ra te  w ithin the segment. This however is not a problem for segmented sequential view 

ordering (Foo et ah, 1995) where neighbouring views are acquired in each segment and 

the weighting over the duration of the segment is uniform. Thus the difference be

tween m ean and m easured flow rate  within the segm ent is not expected to be signifi

cant and therefore the analysis of Polzin et al. (1996) applies.

1.4 Thesis Motivation and Aims

The work presented in this thesis is p art of a wider study involving researchers 

from the departm ents of Aeronautics and Bioengineering of Im perial College and clini

cal collaborators from St’ M ary’s and H am m ersm ith hospitals of the NHS Trust. The 

study is aimed a t better understanding the effects of the geometric configuration and 

inlet flow conditions on the local hemodynamics in the d istal anastom osis of arterial 

bypass grafts. This thesis examines several aspects of the application of MRI in de

tailed investigations of the flow field in arte ria l bypass grafts. Although most of the 

experiments reported are in models, the techniques presented could be applied in vivo.

A  large num ber of bypass grafts are im planted annually, worldwide, for the re

vascularisation of occluded arteries. However, failure rates of up to 25 % by 1 year for 

grafts in peripheral arteries (Cheshire and Wolfe, 1993) and up to 50 % by 10 years for 

grafts in coronary arteries (Bryan and Angelini, 1994) have been reported. The major 

cause of arteria l bypass graft failure is stenosis resulting from intim ai hyperplasia. As 

has been discussed previously in this chapter, although the underlying mechanism 

responsible for loss of graft patency is not fully understood, vascular hemodynamics is 

known to play an im portant role in the initiation and development of the disease proc

esses responsible for the stenosis of the vessel.

Detailed investigations of the local bypass graft hemodynamics can facilitate the 

elucidation of the link between the disease processes and the flow environm ent in 

surgically revascularised vessels.

The role of bypass graft hemodynamics in the development of wall disease has 

been the subject of a num ber of experim ental and com putational investigations. The 

influence of geometric param eters such as the anastomosis angle, the graft to host a r

tery area ratio, the size of the anastomotic junction, and other factors such as wall 

compliance, graft inlet flow waveform and graft outflow division on the flow field, have
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been investigated both experimentally in anim als and in models, and also numerically. 

Most studies, however, have ignored out-of-plane curvature which is common in hu 

m an arte ria l bifurcations. Therefore, one of the prim ary aims of th is thesis is to eluci

date the influence of out-of-plane curvature on the distal anastomotic flow field in a r

terial bypass grafts and consider the pathophysiological implications of such a 

configuration.

MRI is the prim ary experimental modality employed in th is investigation. I t is a 

non invasive non ionising imaging modality th a t has been used successfully for in vivo 

velocity and geometry m easurem ents in investigations of vascular pathophysiology. 

However, due to the lack of sufficient spatial and tem poral resolution, it is currently 

not possible to obtain a detailed description of the distal anastomotic flow field in 

small calibre revascularised arteries in vivo. Small calibre arteries are of particular 

in terest as they are more likely to develop wall disease and become occluded. It was 

therefore necessary to conduct the flow investigations in scaled idealised or realistic 

bypass graft models. MRI flow quantification techniques have been extensively cali

brated for simple well defined steady and time-varying flows in vitro (Firmin et al., 

1990; Frayne et al., 1995). However, an assessm ent of the accuracy of MR phase- 

velocity mapping of the complex highly three dimensional time-varying flows th a t are 

common near arte ria l bifurcations and in the distal anastom osis of bypass grafts, was 

lacking. This was problematic due to the absence of a reference data set of sufficiently 

high accuracy, as no analytical solution for such flows exists. To overcome this prob

lem in this investigation, results obtained from highly accurate numerical computa

tions of the same flows were used as reference. In an effort to improve the accuracy of 

the phase velocity mapping technique in both steady and time varying complex flows, 

certain m easures were introduced both during data acquisition and post processing. 

Calibrations of the m easurem ent method for well defined flows and estim ates of the 

accuracy of MR phase-velocity mapping in steady and time-varying complex flows to

gether with methods introduced to improve it are discussed in Chapter 2.

Bypass graft models, ranging from simple idealised ones consisting of rigid tubes 

to physiologically realistic compliant vascular replicas, have been used to investigate 

the influence of the various geometric and flow param eters on the local flow field. In 

this investigation, the influence of graft out-of-plane curvature, inlet flow waveform
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and, graft outflow division are considered. For this, results obtained from both MR ve

locity m easurem ents and numerical computations in both idealised and realistic rigid 

models of arteria l bypass grafts will be discussed. Results from velocity field meas

urem ents in planar and non-planar idealised bypass graft models for steady and time- 

varying flow are discussed in the first half of Chapter 3. To elucidate the effects of the 

model geometry on the wall shear stress and oscillatory shear distribution, results 

from highly resolved num erical computations of the same flows are analysed in the 

second half of Chapter 3.

As has been discussed earlier in this chapter wall shear stress modulates endo

thelial cell function and has been associated with the development of vessel wall dis

ease. U nfortunately wall shear stress cannot be m easured directly by MR and is there

fore typically calculated from near wall velocity m easurem ents. Several methods have 

been proposed to extract wall shear stress from MR velocity m easurem ents (Steinman, 

1996; Oshinski, 1996; Gyre, 1998; Ringgaard, 1998). The accuracy of these methods 

however depends largely on the shape of the near wall velocity profile, the shape of the 

lum en boundary and the velocity to noise ratio of the near wall velocity m easure

ments. Near wall velocity m easurem ents typically contain a higher degree of uncer

ta in ty  as compared to the m ean uncertainty of the velocity m easurem ent across the 

lumen. Furtherm ore calculating a derivative from noisy velocity samples may lead, 

due to propagation of error, to the accumulation of significant error in the result. To 

overcome these problems a novel data modelling method based on cubic spline func

tions is proposed. The method requires no assum ptions in the shape of the lumen 

boundary or the underlying velocity distribution and can remove most of the random 

error from the data while the prim ary features in the velocity distribution are pre

served. Wall shear stress and vorticity can be easily computed from the functional de

scription of the velocity distribution. The proposed method and a series of validation 

results are presented in Chapter 4.

Idealised bypass graft models are very useful in understanding the effects of the 

gross geometric features on the distal anastomotic flow field. To assess the influence of 

the detail in vivo bypass graft geometry on the flow field, two geometrically realistic 

bypass graft models were fabricated through a process whereby the in vivo or ex vivo 

(from casts) extracted bypass graft geometry is reproduced a t a scale convenient for
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MR flow studies. Flow field m easurem ents in an aorto-coronary and a femoro-tibial 

bypass graft model together with wall shear stress and vorticity estim ates calculated 

from the splines based functional representation of the velocity field are discussed in 

Chapter 5.

Conclusions draw n from the thesis and suggestions for further work are pre

sented in the C hapter 6.
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Chapter 2.

Accuracy of MR Velocimetry 

of Complex Flows

2.7 Introduction

Complex flows are difficult to quantify in vivo w ith MRI and therefore are pri

marily assessed qualitatively in clinical practice. Although a num ber of studies of ac

curacy in MR quantitative flow m easurem ent based on simple well-defined steady 

flows exist (Firmin et al., 1990; Ku et al., 1990; M aier et al., 1988; Tang et al., 1993). 

For flow in a straight tube positioned parallel to the m agnet long axis an accuracy of 

+/- 5 % with respect to the m ean velocity can be typically achieved. Ku et al. (1990) 

studied the accuracy of MR velocity m easurem ents in steady flow using different ge

ometries and flow rates to assess the technique for a range of flow conditions. Using 

laser Doppler anemometry (LDA) as their reference method, they found a very good 

agreem ent between the MRI and LDA results.

Few studies investigate accuracy based on more realistic flows (Steinman et al., 

1996; Weston et al., 1998; Botnar et al., 2000). Steinm an et al. (1996) used magnetic 

resonance phase contrast velocimetry and numerical sim ulations to m easure and re 

produce the flow field in a p lanar 45 degrees angle end-to-side anastomosis model with 

an occluded proximal host artery under steady flow. They dem onstrated very good 

agreem ent between m easurem ent and sim ulation and reported an rm s error estimate 

of 15 % with respect to the m ean velocity for both the two dimensional and three di

mensional phase contrast techniques. A slight m ism atch in the velocity profiles a t the 

toe between m easurem ents and computation was attribu ted  to spatial displacement
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artifacts due to the presence of oblique and convectively accelerating flow at the toe 

region. The level of m easurem ent accuracy reported is significantly less than  th a t re 

ported in the literatu re  for well defined steady flow acquisitions. They attribu ted  this 

difference to the three dimensional character of the flow field due to the presence of 

strong secondary flow.

Several studies have investigated the effects of various param eters related to 

unsteady flow MRI m easurem ent (Frayne and Rutt, 1993; Lauzon et al., 1994; Peeters 

et al., 1996). Some investigators (Van Tyen et al., 1994; Jou et al., 1996) have used 

num erical methods to solve both the flow and the m agnetization evolution in models 

and have compared these results with those obtained using Magnetic Resonance An

giography (MRA). O ther investigators (Napel et al., 1992; Buonocore et al., 1998) have 

proposed methods of offline processing of three-dim ensional velocity encoded MR im

ages, using stream lines and fluid particle paths, to improve visualization and quantifi

cation of complex flow patterns. Sun et al. (1992) investigated steady flow in a straight 

tube with a semi circular plate inserted normal to its axis and reported overall good 

agreem ent between results from numerical sim ulations of the flow and MRI phase 

contrast velocity m easurem ents. Frayne et al. (1995) compared velocity m easurem ents 

of transien t flow in a straight rigid tube to the Womersley solution (Womersley, 1955) 

to validate the phase contrast (PC) technique for well-defined time-dependent flow. 

However, their approach provides only a basic estim ate of accuracy and cannot be ap

plied to the more clinically relevant complex flows.

The objective for this part of the investigation was to determ ine the accuracy of 

two-dimensional prospectively synchronised PC contrast enhanced MR velocity meas

urem ents of time dependent flow in a fully three dim ensional bypass graft model 

(Figure 2.1). This is believed to be the first detailed attem pt to estim ate accuracy of 

MRI quantification of fully three-dimensional transien t flows by quantitative compari

son of velocity profiles from MRI and highly accurate num erical flow simulations.

The selection of the geometry was based on the following criteria: physiological 

significance, complex three-dim ensional flow field, and feasibility of precise construc

tion of the physical model. The selected geometry models a distal end-to-side anas

tomosis with the bypass vessel deformed out of the plane of symmetry of the host- 

vessel (Figure 2.1). The graft flow is of physiological in terest since it has been postu
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lated th a t there is a correlation between the hemodynamics in bypass grafts and the 

development of intim ai hyperplasia (Ojha et al., 1990; Sottiurai et al., 1989). The 

three-dim ensional character of this geometry and its physiological relevance has been 

the focus of several investigations (Caro et al., 1996; Sherwin et al., 2000). In steady 

flow it has been shown by Sherwin et al. (2000) th a t this non-planar three-dim ensional 

configuration notably alters the shear stress distribution at the bed of the anastomosis 

when compared to its p lanar version. The flow field in the host section also includes a 

combination of features such as steep velocity gradients, strong in-plane velocity com

ponents, significant asymm etry, and regions of recirculating flow.

Inflow X

Graft

Distal Host 
Artery

Toe

Outflow
Occluded Proxi- | 
mal Host Artery Bed

F igure  2.1 Model geometry of a distal end-to-side non-planar anastomosis.

In absence of an exact solution to this fluid flow problem, the results of a highly 

accurate num erical solution of the three-dim ensional incompressible Navier-Stokes 

equations for unsteady flow were used as a reference solution. In this study, since the 

model geometry is precisely described and the flow is lam inar and Newtonian, com

parison of the MRI m easurem ents with highly accurate com putations provides an ac

ceptable m eans of estim ating experim ental error. To validate the num erical method, 

its results were compared against analytical solutions such as the Hagen-Poiseuille 

solution for steady flow and the Womersley solution for unsteady flow. There was ex

cellent agreem ent between the computational results and the analytical solutions with 

an accuracy well above th a t of the corresponding experim ental.

The first pa rt of this chapter reports the results from calibrations of the MR 

phase-velocity mapping technique obtained for simple steady (Hagen-Poiseuille) flow
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and complex steady flow. In the la tte r case MR m easurem ents and num erical compu

tations of the flow in a p lanar bypass graft distal anastom osis model were compared. 

These results were included in the paper by Sherwin et al. (2000) and presented in the 

1999 ISMRM flow and motion workshop (Papaharilaou and Doorly, 1999). The work 

presented in the second half of this chapter on the accuracy of complex time-varying 

flow m easurem ents, formed the basis of an article published in the Journal of Mag

netic Resonance Imaging (Papaharilaou et al., 2001).

2.2 Steady Flow

This part is concerned with the investigation of the accuracy of velocity m eas

urem ents of complex steady flow in the 45 degree p lanar distal end-to-side anastom o

sis model (Figure 2.2). This model configuration has been used in a num ber of flow 

studies (Steinm an et. al., 1996; Sherwin et al., 2000; E thier et al. 2000). Results from 

the calibration of the MR velocity m easurem ent technique in simple well defined 

steady flow are presented first and are followed by those obtained in complex steady 

flow.

Graft
toe Distal host

5D1/4D 2D4 5 ° /

Occluded heel 
proximal bed

host

F igu re  2.2 A cross section through the plane of symmetry of a planar bypass graft model. 
Arrows indicate direction of flow. The locations with respect to the toe of the centrelines of 
the MR slice extraction planes (dashed lines) are also shown.

2.2.1 M eth o d s

M easurem ents were obtained using a 1.5 Tesla General Electric (GE) Signa 

small bore (30 cm diam eter) scanner with a 58 mT/m peak gradient strength  and a 150 

T/m/s slew rate. A two dimensional phase contrast pulse sequence was used. A cali
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brated computer controlled flow pump (Quest Inc., London, Ontario) generated the 

required steady flow (Q=5.52 ± 0.05 ml/s; Re=250 ± 9.2). The circulating fluid was a 60- 

40 % water-glycerol solution (kinematic viscosity 3.4 ± 0.1 x 10-® ms-2 a t 20° C) doped 

w ith Gd-DTPA at a concentration of 0.75 mM/L (Ti ~ 60 ms). The m easurem ents were 

obtained with a 5x5 cm FOV on a 256 x 256 image m atrix  yielding an in-plane resolu

tion of 0.195 mm and approximately 40 pixels across the tube inner diameter. A 2mm 

slice was excited with param eters TE = 5.6ms, TR = 14ms, flip-angle = 70 deg and 

NEX= 32. The aliasing velocity was set to 7 cm/s.

The baseline uncertainty for complex flow m easurem ents was obtained by meas

urem ents of a simple well-defined fully developed flow in a straight tube (Poiseuille 

flow). An estim ate of the velocity m easurem ent accuracy of complex three dimensional 

flow downstream of the graft artery junction in the bypass graft model was obtained 

by comparing the MR m easurem ents with highly accurate num erical computations of 

the same flow (Sherwin et al., 2000).

2.2.2 Results and D iscussion

2.2.2.1 Poiseuille flow

Velocity m easurem ents of steady flow through a stra igh t rigid 8±0.2 mm in ter

nal diam eter tube phantom  oriented along the long axis of the m agnet bore were ob

tained. For the error estim ation process the scan param eters used in the model graft 

studies were also employed. The experiment was repeated for various flow rates yield

ing Reynolds num bers between 250 and 600 and a t different stations along the 

straight tube. Fully developed lam inar flow at the m easurem ent station was ensured 

by scanning well beyond the entrance length (Equation (1.9)).

Both systematic (bias) and random error (precision) estim ates were obtained by com

paring the experim ental cross sectional velocity profiles w ith the theoretical parabolic 

profiles for lam inar flow (Figure 2.3). To obtain an estim ate of the systematic error a 

two-step procedure was used. F irst a point to point comparison of the experimental 

velocity profile and the theoretical parabolic profile corresponding to the nominal flow 

rate yields an ‘aggregate’ root mean square (rms) error estim ate. In the second step a 

least squares error parabolic profile fit to the experim ental data points yields the
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m inimum rms error on a point to point profile comparison basis. The level of error cal

culated in the second step is used as an estim ate of the precision of the experim ental 

technique. The difference between the ‘aggregate’ error and the minimum  error is used 

as an estim ate of the system atic error or bias in the m easurem ents. To avoid overes

tim ation of the m easurem ent error due to partial volume effects, boundary voxels were 

excluded from the calculations.
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F igu re  2.3 Comparison of the MR measured (symbols), theory predicted (solid line), and 
least squares error fit axial velocity profile (dotted line) of fully developed axisymmetric 
flow in a straight pipe (Re=560). Differences between theretical and least squares para
bolic fit reveals bias in measurement. Error bars correspond to +/- 5.6 % U m ea n .

A num ber of assum ptions were necessary in the process of obtaining an estim ate 

of experim ental uncertainty. F irst the noise process present in the MR phase images 

was assum ed normally distributed with zero mean. Second, the least squares error 

parabola fitted to the experim ental data was assum ed to be the ‘true  d a ta ’ parabola for 

m easurem ents with zero bias. Third, the difference between the theoretical parabola 

corresponding to the m easured flow rate and the tube diam eter and, the fitted parab

ola provides a valid estim ate of the bias or system atic error in the experiment. Finally, 

the N  velocity samples obtained at N  stations along a tube cross section profile were 

assum ed statistically equivalent to N  velocity samples taken a t a single station of the 

same profile.

To obtain an estim ate of the level of uncertain ty  in the MRI velocity m easure

m ents an estim ate of the precision and the bias levels is required. The m easurem ent 

precision (Sx) can be calculated by the following expression:
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= (2.1)

where ui and w are the m easured and expected velocity a t the station or voxel along 

a tube cross sectional profile respectively and, N  is the num ber of m easurem ent s ta 

tions or voxels along a profile included in the calculations. Since the sample mean (the 

least squares fit parabola corresponding value) of the velocity a t each m easurem ent 

station instead of the true value a t th a t station is used, there are N-1 degrees of free

dom, one degree of freedom less than  if the true value was used. The uncertainty (Ux) 

can be calculated as the root-sum-square of the bias and precision:

Applying this procedure to the Poiseuille flow velocity m easurem ents the follow

ing results were obtained: the precision level was 5 % with respect to the mean veloc

ity, the bias was estim ated a t 2.5 % with respect to the m ean velocity; and the uncer

ta in ty  of the velocity m easurem ents given by the geometric m ean of the precision and 

bias lim its was 5.6 % with respect to the mean velocity. Potential sources of systematic 

error were partia l volume effects, intravoxel phase dispersion and phase averaging, 

uncom pensated eddy currents, magnetic field gradient non-linearities, static field in

homogeneities, magnetic susceptibilities and, imperfections in the profile of the slice 

select RF excitation pulse. These effects were discussed in section 1.3.

The accuracy in the theoretical parabola estim ate through the experimentally 

obtained volume flow ra te  was 3.6 % with respect to the m ean velocity.

The effect o f SN R  on velocity measurement precision

By repeating a NMR experiment n times and reconstructing the m ean signal we 

can improve the SNR of the modulus image by a factor of -sfn . According to the central 

lim it theorem if random samples of size n are taken  from a distribution with mean p  

and standard  deviation <j, the distribution of the sample m ean will be approximately

normal with mean m and standard  deviation cr/y jn  . Therefore by reconstructing the
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mean of n independent m easurem ents of the NMR signal for each distinct encoded po

sition, the signal (i.e the mean) rem ains the same but the noise (i.e the standard  de

viation) will be reduced by a factor of -Jn . The relationship between the SNR of the 

MRI modulus image and the num ber of signal averages can be expressed as follows:

m{l)

(%(/)
(2.3)

(2.4)

where SNR^ and SNR^  ̂are the signal to noise ratios in the modulus image obtained

using no signal averaging (NEX=1) and ii signal averages (NEX=/i) respectively, 

m(I )  is the m ean pixel intensity in the region of in terest of the modulus image and 

(j{I)  is the standard  deviation of the background noise. Furtherm ore as the velocity 

to noise ratio in the phase image of a phase contrast experim ent is proportional to the 

signal to noise ratio of the modulus image (Equation (1.45)), the num ber of signal av

erages also affects the random component of the m easurem ent error i.e. the m easure

m ent precision. This theoretical relationship was experim entally validated by obtain

ing an estim ate of the modulus image SNR from a series of flow m easurem ents for dif

ferent values of the NEX param eter keeping other imaging param eters constant. For 

each value of the NEX param eter the experim ent was repeated 3 times.
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Figu re  2.4 Estimate of the relationship between the precision of MR velocity measure
ments of axisymmetric steady flow (Re=290) and the relative SNR of the acquisition. Pre
cision estimates (symbols) and a least squares cubic spline curve fit (solid line) to the 
points are shown. The SNR was normalised by the SNR obtained with no signal averaging.
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The results from these m easurem ents are shown in Figure 2.4. To show the 

trend in the relationship between the precision and the num ber of signals averaged, a 

least squares cubic spline curve was fit to the data samples.

2.2.2.2 Complex flow  in a p la n a r bypass graft model

M easurem ent of wall shear stress in vivo by MRI is difficult, mainly due to lack 

of sufficient spatial resolution required to capture large near-wall velocity gradients 

and to accurately determine the exact wall location. P artia l volume, saturation, mag

netic susceptibility and motion effects are additional sources of error. In phantom 

studies, however, acquisition protocol optimisation and longer acquisitions can allow 

for high spatial resolution flow m easurem ents w ith reduced system atic error.

In this study the application of a 65 degrees flip angle combined with the use of a 

contrast agent, improved the magnitude image SNR and allowed for high spatial reso

lution acquisitions. In the presence of complex flow patterns such as large near wall 

velocity gradients, a skewed distribution of velocities and strong secondary flow, the 

spatial resolution requirem ents are high. Furtherm ore regions of flow separation may 

develop leading to long fluid particle residence times and NMR signal drop-out due to 

spin saturation.

A procedure sim ilar to th a t used for steady axisymmetric flow was applied to 

estim ate the error in the bypass graft velocity m easurem ents. However in absence of 

an analytical solution to this flow, highly accurate numerical computations were used 

as a good approximation to the exact solution (Figure 2.5).

Strong cross flow of the order of m agnitude of the axial flow was measured a t the 

toe. This cross flow gradually dies out as the flow travels down the distal host artery. 

To assess the effect of secondary flow on the accuracy of the phase-velocity mapping 

technique, velocities were m easured a t three stations % D, 2D and 5D downstream of 

the toe. Background phase correction was applied to reduce systematic error in the 

measurem ent. To minimise any mismatch between the num erical predictions and the 

experiments due to the finite slice thickness of the experiment, the numerical results 

used for the comparisons were linearly interpolated from a 2 mm thick section of the
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numerical velocity field positioned around the centre of the corresponding MRI slice 

location.

Figure 2.6, Figure 2,7 and Figure 2.8 show comparisons of MRI measured and 

numerically computed axial y-centreline velocity profiles extracted a t % D, 2D and 5D 

distal to the toe respectively. The mean rm s error was calculated using the formula:

  j 1 1 "
E m s = — . — (̂ MRi i ~ ĈFD i ) (2.5)

V ” /-I

where n denotes the num ber of experimental samples along a profile included in the 

calculation, . is the experimental value of the axial velocity and the corre

sponding numerically computed value for sample i.

The lum en centre coordinates were determ ined as the centroid of the set of all 

pixels in the m agnitude image th a t had intensities above a user selected level. This 

level was chosen so th a t the area covered by the pixels equalled the nominal lumen 

area. To exclude errors associated with the exact location of the vessel axis in the es

tim ation of m easurem ent accuracy, the axis location th a t minimised the mismatch be

tween the numerical and the experimental velocity profiles was selected a t each 

m easurem ent station.

Two error estim ates were calculated: the rm s error including all velocity samples 

along the profile except the boundary voxels, and the near wall rm s error including 

only the first three intralum inal voxels. By this, differences between the near wall 

m easurem ent error and the m ean rm s error could be identified. The error estim ates 

obtained are sum m arised in Table 2.1. Overall there is a higher near wall error on the 

bed wall as compared to the toe wall prim arily due to the difference in the respective 

velocity gradients. The mean rm s error of complex flow velocity m easurem ents for all 

three stations was 5.2 % of Umean, very close to the value of 5 % of Umean cited for well 

defined steady flows. The m ean rms error of near wall velocity m easurem ents for both 

toe and bed walls and for all m easurem ent stations varied between 2.7 % and 8.4 % 

with a mean of 4.5 % of Umean. This error is relatively low. However, although these 

m easurem ents were obtained with a very high spatial resolution (~40 pixels/D) and a 

relatively high VNR, the accuracy achieved is close to th a t obtained for well defined 

flows for significantly lower spatial resolutions (~20 pixels/D) and VNR. It is therefore 

evident th a t the VNR and spatial resolution required to achieve the same level of
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m easurem ent accuracy in complex flows is significantly higher th an  th a t required in 

well-defined flows.

Graft

Figure 2.5 Comparison of MRI measured (top) and numerically computed (bottom) steady 
flow (Re=250) axial - u velocity component contour plots extracted from normal cross sec
tions of the planar hypass graft model a t the toe + %D (a) and, a t 2D (b) and 5D (c) down
stream of the toe. The nominal Reynolds number was 250.

Rms E rror (% Umean)

N ear wall region 
only Aggregate

x/D=-0.5 x/D=0.5

II
1/4D 8.4 3.7 6

2D 4.7 3.4 5

5D 3.2 2.7 4.5

Table 2.1 Accuracy estimates of MRI phase contrast steady flow velocity measurements at 
three stations along the distal host artery section of a distal end-to-side anastomosis 
model. Aggregate error estimates are calculated including near wall velocity m easure
ments. The near wall region includes the first three intralum inal voxels.
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F igu re  2.6 Comparison of MRI measured (symbols) and numerically computed (solid line) 
horizontal centreline (y=0) velocity profiles extracted from velocity maps at 1/4 D down
stream of the toe of the planar bypass graft anastomosis model in steady flow. Error bars
correspond to ± 8 % [/mean.
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F igu re  2.7 Comparison of MRI measured (symbols) and numerically computed (solid line) 
horizontal centreline (y=0) velocity profiles extracted from velocity maps at 2 D down
stream of the toe of the planar bypass graft anastomosis model in steady flow. Error bars
correspond to ± 8 % [/m ean .
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Figure 2.8 Comparison of MRI measured (symbols) and numerically computed (solid line) 
horizontal centreline (y=0) velocity profiles extracted from velocity maps at 5 D down
stream of the toe of the planar bypass graft anastomosis model in steady flow. Error bars 
correspond to ± 8 % Umean.

The results show a difference between the accuracy of near wall velocity m eas

urem ents obtained at the toe wall and those obtained at the bed. This is prim arily due 

to insufficient spatial resolution to elim inate intravoxel phase averaging effects. This 

finding dem onstrates the influence of the flow field patterns on the accuracy of MR 

quantitative flow m easurem ents and the subsequent difficulty in designing acquisition 

protocols ensuring a desired level of accuracy for various flow conditions.

It should be noted th a t the velocity m easurem ents were not obtained under op

tim um  conditions with respect to partial volume errors. This was associated with the 

lack of NMR signal from the type of m aterial used (Perspex) to construct the flow 

model. As a result, the phase contribution of the wall m aterial to the partially occu

pied boundary voxels was random within the phase dynamic range. If however the 

model had been constructed with an NMR signal generating m aterial (e.g. Agarose 

gel), a zero phase contribution of the wall spins to the partially  occupied boundary 

voxel would result. This would have allowed the estim ation of the fractional voxel vol

ume occupied by stationary m aterial hence the calculation of the boundary voxel veloc

ity corrected for partial volume error.

Calculations of wall shear stress based on MR phase-velocity m easurem ents ob

tained even under the controlled conditions of an in vitro experim ent are sensitive to 

noise. To dem onstrate the significant errors th a t can occur, wall shear rates are calcu

lated by fitting a least squares linear model to the near wall velocity m easurem ents.
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For th is the three velocity m easurem ents closest to the wall excluding the boundary 

voxel were used. Linear regression was applied to fit the linear models to the original 

data using a curve fitting software application (Curve Expert vl.3). The process of re 

gression ensures th a t the ‘m erit function’, which is an arb itrary  function th a t meas

ures the disagreem ent between the data and the model, is minimized. This is achieved 

by adjusting the model param eters until the m erit function becomes as small as possi

ble. Models which consist of a linear combination of a particular set of functions 

are called linear models. The general form of a linear model is:

=  (2 .6)

where (%) are fixed functions of x th a t are called the basis functions, and <2  ̂are the 

free param eters. Linear refers only to dependence of the model on the param eters <2  ̂ ; 

the basis functions may be nonlinear. Minimization of the above linear model

is performed with respect to the m erit function:

/=!

nparam

k=\
(2.7)

The minimum of equation (2.7) occurs where the derivative of S with respect to the 

param eters disappears. Substituting the linear model into this function, taking the 

first derivative, and setting this equal to zero gives the norm al equations th a t are 

solved directly for the param eters .

A comparison of numerically predicted and MRI extracted wall shear rates at 

the bed and toe wall a t three stations along the distal host artery  section of the bypass 

graft model are shown in Figure 2.9. The results show a higher shear ra te  a t the bed 

wall as compared to the toe wall. This difference gradually dim inishes as the flow 

travels down the host vessel, cross flow becomes weaker and, the velocity distribution 

becomes more uniform. The MR extracted wall shear rates a t the toe and a t 2D and 

5D downstream for the bed wall consistently underestim ate the num erical predictions. 

However this underestim ation is reduced with decreasing wall shear rate. The result 

a t the toe is noteworthy. The wall shear estim ates calculated by the linear model are 

ra ther poor, especially for the bed wall. The numerically predicted velocity profile at
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the toe (Figure 2.6) is highly non-linear near the toe wall. This feature however is not 

present in the experim ental results. It should be noted th a t the num erical wall shear 

rate  prediction at the toe and on the toe wall is alm ost zero. Accurately resolving ve

locities by MR in such regions, where VNR is compromised by spin saturation  and 

phase dispersion induced signal drop out, can be problematic. In these regions high 

spatial resolution is also required to reduce intravoxel phase averaging and capture 

the non-linear velocity distribution.

The m ean error for the linear wall shear rate  estim ation method is 36 % with 

respect to the inlet wall shear rate. This result shows th a t even under the controlled 

conditions of a model study the level of error in obtaining wall shear rates from near 

wall MR velocities can be large. As these errors are inversely dependent on the VNR of 

the m easurem ent, it is necessary to apply some form of smoothing either in two or 

three spatial dimensions to the MRI m easured velocity distribution before any esti

m ates of wall shear are extracted. The smoothing process can assist in excluding out

lier velocity samples th a t introduce significant error in shear rate  calculations. A 

novel method whereby MR velocity data can be smoothed w ithout significant loss of 

information will be introduced in Chapter 4.
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F igu re  2.9 Comparison of normalised wall shear rates predicted numerically (triangle) 
and calculated from MR data using the least squares linear fit (square) method. Shear 
rates at the bed wall (solid symbols) and the toe wall (open symbols), extracted at three 
stations along the host artery section are shown. Wall shear rates were normalised by 
the inlet wall shear rate.
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2 .3  Time Varying Flow

2.3.1 Methods

Experimental method

The experiments were performed with a GE 1.5 T (Signa Horizon LX) MRI scan

ner with a 20 mT/m peak gradient strength. A GE standard  clinical cardiac-gated fast 

two-dimensional PC pulse sequence was applied. The model was placed in the scanner 

with the axis of the host section aligned to the long axis of the m agnet to avoid flow 

encoding m isalignm ent errors. A dual 3-inch surface coil was used, and the flow phan

tom was placed in-between the two coil elements in a sandwich-like configuration. A 

field-of-view of 7 cm x 7 cm was selected with a 256 x 256 image acquisition matrix, 

yielding an in-plane resolution of 0.273 mm. Fractional echo sampling (60 %) was ap

plied giving a minimum TE value of 5.5 ms which was used with a TR of 16.7 ms. Only 

the axial velocity component {u) was encoded.

The correct selection of the velocity encoding sensitivity is critical to the quality 

of MRI unsteady flow m easurements: too low sensitivity compromises the velocity to 

noise ratio (VNR), too high sensitivity leads to velocity aliasing (Contouro and Robin

son, 1992), in most cases to a longer minimum TE, and an accentuation of phase dis

persion effects. M aking the m easurem ent more sensitive to velocity requires a larger 

velocity encoding pulse area th a t eventually leads to increased pulse duration and 

therefore to a longer TE. If the increase in TE is significant, then  the penalty due to 

the reduced SNR and the accentuated TE related artifacts would outweigh the gain in 

VNR. The relationship between the phase image VNR and the m agnitude image signal 

to noise ratio (SNRmag) on a pixel-by-pixel basis is given by the following expressions 

assum ing uncorrelated noise in the two receiver channels (Contouro and Smith, 1990; 

Contouro and Robinson, 1992)

o-(^) = (2.8)
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where | | and cr(^) are respectively the m agnitude of the phase angle difference be

tween the balanced flow encoding acquisitions and the standard  deviation of the phase 

angle, and where I  and cr(/) are respectively the signal intensity  and standard  devia

tion of the m agnitude reconstructed data. Since phase noise is independent of phase 

angle (Equation (2.8)), extending the phase dynamic range will improve the VNR of 

the phase-reconstructed images (Contouro and Smith, 1990) thus allowing greater 

precision in the m easured data. Phase unfolding was used for all comparative results, 

i.e. an aliasing velocity (Ve; i c)  of 9 cm/s was selected, which was significantly less than  

the numerically predicted peak velocity of 35.5 cm/s in the flow field. To avoid phase 

spillover an aliasing velocity of 36 cm/s would be selected. Therefore a factor of four 

gain in  VNR is achieved (Equation (2.9)) by selecting a Yenc of 9 cm/s instead of 36 

cm/s, assum ing th a t the SNRmag  rem ains the same, and w ithout increasing the total 

acquisition time significantly. However, in regions of high velocity gradients signal 

dropout associated w ith intravoxel phase dispersion may occur from the increase in 

velocity sensitivity. In this study, where the voxel size was small, the degradation of 

accuracy due to signal dropout from intravoxel phase dispersion was minor compared 

to the improvement in precision from the overall increase in VNR. Moreover the effect 

on SNR from a small (< 0.8ms) increase in the minimum TE was not significant. In 

creasing the VNR further, by reducing Yenc below 9 cm/s proved problematic, since the 

phase unwrapping method applied failed to unambiguously recover the original phase 

distribution from the aliased phase images.

To determine a suitable flip angle for the experim ents T i  was first estim ated by 

applying an inversion recovery sequence on a stationary fluid sample with different 

inversion times. A Ti of approximately 60 ms was calculated by fitting the experimen

ta l data to the following three param eter exponential expression:

1 ( t )  =  A - B q x p ( - t / T ^ )  , ( 2 . 1 0 )

where I  is the pixel intensity a t a time t  after the inversion pulse, and A, B are con

stants. The E rnst angle (6^)  for our experiment calculated by the expression (Ernst 

and Anderson, 1966):
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0,=cos-‘(e-™«) (2 .11)

was 40 degrees. However, as the E rnst angle calculation does not take into account 

flow-related enhancem ent effects, it tends to underestim ate the optimum flip angle in 

R-wave R-wave

P h ase  1.5

P h a se  1 P h a se  2

■ V iew  (k -space line) .. 

j ^ ' l  I 2 I 3 I 4

' t r '

F igu re  2.10 A schematic showing the fastcard segmented k-space view sharing technique 
employed to reduce total scan duration. The acquisition is triggered by the pseudo R wave. 
Each k-space segment is comprised of 4 k-space lines or views as determined by the vps 
parameter.

flow MRI experim ents. To achieve a better estim ate of the optimum excitation angle 

for the experiments, the spatially and tem porally averaged SNRmag was calculated 

from a series of MRI m easurem ents of flow in a stra igh t 8 mm inner diam eter tube 

replicating the inflow conditions used in the anastom osis model. By varying the excita

tion angle between 40 degrees and 70 degrees in steps of 10 degrees it was found tha t 

most of the expected gain in SNRmag (20 %) over the E rnst angle acquisition resulted 

for a flip angle of 50 degrees. Although a flip angle of up to 65 degrees would have fur

ther increased the spatial tem poral mean SNRmag by 10 % it was not selected to avoid 

excessive local sa tu ra tion  of spins in recirculation regions. A 2 mm slice was excited in 

order to reduce intravoxel phase dispersion and partial volume errors.

To compensate for the inherently low SNR of the m easurem ents due to the thin 

slice selected, eight signal averages (NEX) were employed. To reduce scan duration, 

tem poral averaging was applied in the form of view sharing (Foo et al., 1995). Seg

m ented k-space acquisitions were employed to reduce scan duration. Four views (or k- 

space lines) per segm ent were acquired in a sequential m anner. This reduces the tem 
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poral resolution of the m easurem ent by a factor of four. However, by sharing k-space 

lines of adjacent segments of k-space an extra phase was reconstructed for every two 

m easured phases. This technique is term ed view sharing and is p art of GE’s phase 

contrast pulse sequence. P art of the functionality of the pulse sequence used was de

signed for clinical applications; to account for heart ra te  variability in its cardiac gat

ing option it includes a dead time of 10 % of the cardiac cycle were the scanner does 

not acquire data while waiting for the trigger. As a result, one true  phase and one in

terpolated phase before the trigger were not reconstructed. Although view sharing 

may significantly reduce image acquisition time, it may also resu lt in the appearance 

of ghost images of the object of in terest spread along the phase encoding direction of 

the reconstructed image. Views are acquired a t slightly different tim es in the flow cy

cle (TR apart) and therefore each view represents a different velocity distribution and 

hence contributes different phase content to the image. The num ber of ghosts is equal 

to the num ber of views per segment (vps) used to generate each image and their spac

ing depends on the properties of the flow waveform and the field of view. The temporal 

resolution of the scan was 66.8 ms which allowed for 25 phases to be reconstructed 

covering 90 % of the waveform cycle. The acquisition duration was 15 minutes per 

slice location.

A computer controlled flow sim ulator (Quest Imaging Inc., London, Ontario) was 

used to generate the flow waveform for the experiments. A 5V TTL pulse generated by 

the flow sim ulator a t the s ta rt of each waveform cycle was used to trigger the MRI 

scanner. Frayne et al. (1992) investigated the accuracy of th is flow sim ulator in MR 

flow studies and reported a 1 % uncertainty in steady flow mode and a good agreement 

between desired and m easured time-averaged flow rates to w ithin 0.2 ml/s in pulsatile 

mode with a 15 ml/s peak flow rate. They also reported good reproducibility of the gen

erated waveforms with less th an  0.2 ml/s cycle-to-cycle standard  deviation in the time- 

averaged m ean flow rate. Finally, they calculated the rm s of the differences in the 

time-averaged flow ra te  among m easurem ents taken  a t 30-minute intervals and found 

it to be less than  0.4 ml/s.

The circulating fluid was a 60-40 % by volume distilled water-glycerol solution. 

To improve the SNR a contrast agent (Gadolinium-DTPA, Omniscan, Nycomed) was 

introduced to the water-glycerol mixture to create a 0.75 mmol/L solution. The kine
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matic viscosity (v )  of the circulating fluid was m easured using a capillary viscometer 

and was found to be (3.4 x 10  ̂± 0.1) m^ s'  ̂ a t 20 °C. The tem peratu re  sensitivity of the 

kinem atic viscosity was m easured and was found to be less th an  0.03 x 10-6 n%2 g-i oQ-i 

in the range of (18-22) °C. The am bient tem perature during the acquisitions was kept 

a t (20 ± 1) »C.
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F igu re  2.11. Comparison of the measured flow waveform (symbols) and the target flow 
waveform (solid line). Error bars correspond to ± 5 % of Qmean.
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F igu re  2.12 Schematic of the centreplane cross-section of the three components (Si, S2, S3) 
assembled to form the physical model. All dimensions are normalised by the vessel diame
ter (D). Arrows in S3 and S i indicate inflow and outflow locations respectively.

A sinusoidal flow waveform with a superimposed steady flow component was 

prescribed at the graft inlet. The Reynolds num ber varied in the range of 62 to 437 

with a mean value of 250. The waveform period was T =  1.8 s and the Womersley pa
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ram eter was equal to 4. A tran sit time flow m eter (Transonic Systems Inc., Ithaca, 

New York) was used to calibrate the flow pump for unsteady flow and to assess the 

effects of the tubing connecting the phantom to the pump on the flow waveform meas

ured in the phantom, A comparison of the target waveform and the m easured sinusoi

dal waveform (Figure 2 . 1 1 )  indicated a very good agreem ent between the two with an 

rm s difference of less than  2 . 5  % of Qme an.

In order to compare experimental and computational results it was necessary to 

allow for the flow to become fully developed before entering section two of the model 

(Figure 2.12). For th is study (i?epeak= 437, a  = 4) the definition of He and Ku (1994) of 

entrance length for tim e-dependent flow corresponds to 21 tube diam eters. Flow condi

tioning was achieved by including a sufficiently long straight tube section upstream  of 

the curved section of the model.

The physical model consisted of three sections (Figure 2.12). Section one (Si) in

cluded the host artery  and the graft-host vessel junction. Section two (S2) is a 90 de

grees bend with a centreline radius of two diam eters, and section 3 (S3) is a straight 8 

mm in ternal diam eter pipe used for upstream  flow conditioning. Si and S2 were preci

sion milled as two symmetric halves from Perspex blocks. S2 was mounted on Si so 

th a t the plane of symmetry of the 90 degrees bend was perpendicular to the plane of 

symmetry of Si (Figure 2.1). A flow straightener in  the form of a 1 cm long tube bundle 

was placed a t the entrance of Ss to remove swirl and create rectilinear flow and Sa was 

mounted on S2 . This assembly provided a continuous flow conduit w ith a circular cross 

section of 8 mm in diameter. An inspection of the model geometry indicated a less than  

1 degree error in the angle of the anastomosis and less than  0.15 mm error in the con

duit diameter.

Computational method

The computations were performed by Dr. Spencer Sherwin using a spectral//ip 

element algorithm (Sherwin and K arniadakis, 1996) to solve the three-dimensional 

time-dependent incompressible Navier-Stokes equations for unsteady flow. In this 

technique the solution domain is decomposed into te trahedral subdomains or elements 

as is typical of standard finite element or finite volume discretisations. However,

79



unlike the standard  techniques, each te trahedral region is represented by a polyno

mial expansion.

Convergence of the numerical solution may be achieved either by reducing the 

characteristic size (h) of an element or increasing the order (p) of the polynomial 

w ithin each element. For smooth solutions the advantage of a p-type approach is th a t 

high accuracy for a given am ount of com putational work can be obtained efficiently 

from the point of view of accuracy for a given am ount of com putational effort (Sherwin 

and Karniadakis, 1996). A further advantage of th is method is th a t a refined sim ula

tion does not necessitate a redesign of the com putational mesh since a higher order 

polynomial expansion may be used within each te trahedral elem ent of the existing 

mesh. Finally the complex curvature of the surface may be accurately represented by 

the high order polynomial expansion. The code has been validated extensively in 

steady and transien t flows by comparisons with analytical and experim ental results 

(Sherwin et al., 2000; Sherwin et al., 1997; Doorly et al., 1997).

The computations were performed using the domain shown in Figure 2.13 where 

the domain was subdivided into 1946 te trahedral elem ental subdomains. In construct

ing the computational domain a viscous layer of 0.1 D, based on the peak Reynolds 

num ber and the cycle period, was imposed adjacent to the vessel walls in order to cap

ture the oscillating boundary layer. Simulations were performed a t polynomial orders 

of p  = 2, 4 & 6 which correspond to local degrees of freedom of 19 460, 68 110 and 163 

464 respectively. By increasing the resolution in a hierarchical m anner implicit to the 

spectral//ip elem ent methodology it was ensured th a t the num erical error was well be

low the experim ental error reported here. At the inflow boundary the exact Womersley 

solution was imposed, whilst a t outflow a fully developed pipe flow was imposed with 

the conditions of constant pressure and zero norm al derivatives of velocity enforced.

2.3.2 D a ta  A nalysis

Aliased velocities due to the low Yenc selected were corrected offline by applying 

an image processing algorithm th a t made use of a-priori knowledge of the general 

shape of the velocity distribution in the regions of in terest (KOI) of the collected phase 

images. The phase unw rapping method applied was based on the assum ption th a t lu 

men pixels can be classified in the following groups based on the ir velocity value
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< «i.jV -  '^enc

(2 .12)

3 V „ ,< m,,;^<4V,„

where Uij,t  is the axial velocity corresponding to pixel co-ordinates i, j  a t time t  in the 

waveform cycle. Initially all phase images are m agnitude m asked and segmented to 

extract the lumen pixels. The image m atrix is then scanned horizontally (%-direction) 

and +Ve7ic/-Ve;ic transitions in the velocity values of neighbouring pixels are detected. 

Assuming th a t flow reversal occurs only near the wall we can correct the velocity ali

ased phase images by applying the following rules:

i f  |< 3 V .„  then m, 2 V „ ,

if  then w , + 4 V , „

The process is repeated for the y-direction. Figure 2.13 shows an example of the 

application of the phase unfolding method outlined. Errors in the process can occur 

when the m agnitude of the velocity step is less th an  the aliasing velocity due to a com

bination of low pixel SNR and very high velocity gradients. Then the transition is not 

detected and pixel velocities along the same scan line are not corrected, as shown in 

Figure 2.13d. Nevertheless th is error occurred rarely and was easily rectified m anu

ally. The lum en centre coordinates were determ ined as the centroid of the set of all 

pixels th a t had intensities above a user selected level. This level was chosen so th a t 

the area covered by the pixels equalled the nominal lum en area. The peak flow phase 

a t each station was used to determine the lum en centre as it provided optimum SNR 

conditions.

A total of 32 CFD time slices covering the full waveform cycle were available and 

each slice was consistently interpolated a t 6̂  ̂order accuracy into a circular mesh with 

50 radial and 100 azim uthal points. Experim ental results were linearly interpolated 

into a circular mesh of the same resolution. This operation did not smooth the MRI 

data since the inherent resolution of the experim ent was less th an  th a t of the circular 

mesh selected. By using a common grid configuration to map the results from experi

m ents and simulations, a one-to-one comparison between m easured and computed ve

locities a t each grid point was possible.
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Figu re  2.13 A raw MRI phase map image (a) including a stationary fluid region of inter
est (KOI) (lower left) used to calculate background phase statistics and the flow KOI (up
per right) at the toe during late systolic acceleration. Also shown are a close-up on the ex
tracted flow KOI (b), its corresponding magnitude image KOI with the low SNR regions 
highlighted (c) and, the corresponding axial velocity contour plot after partial phase un
folding (d).

The CFD results were first interpolated tem porally to produce a more closely 

sampled data sequence through the cycle. Temporal m atching of the MRI and CFD 

results was obtained as follows: the experim ental velocity profile extracted from the 

first MRI phase in tim e was compared with each computed profile from the fine se

quence of CFD results and each rms difference was calculated. The point in the com

puted sequence th a t minimised the rms difference was taken  to correspond to the first 

MRI phase. Subsequent MRI phases were mapped to CFD tim e points according to the 

tem poral spacing of the MRI time series. This process was necessary since the CFD 

and MRI results had a different sampling rate and the exact position in the cycle of 

each phase of the MRI m easurem ent was very difficult to determ ine. This uncertainty 

was due to the combination of tem poral averaging and interpolation applied during 

the m easurem ent (Foo et al., 1995) and the presence of a sm all phase lag between the 

flow waveform generated at the pump and the flow waveform m easured in the model.

Finally, background phase statistics, calculated from the stationary  fluid region 

of the phase images (Figure 2.13a), indicated a norm al d istribution of phase noise with 

a negligible m ean value (<3xlO'^7t rad) and a standard  deviation of around 0.03371 rad . 

In addition, no phase gradient could be detected.

2.3.3 R e su lts

Error in MRI flow m easurem ents can be classified as random  or systematic. 

Sources of system atic error in triggered two-dimensional PC flow m easurem ents in-
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elude partia l volume effects, intravoxel phase dispersion, flow encoding axis and bulk 

flow misalignm ent, velocity aliasing, flow induced spatial-displacem ent artifacts, 

phase offsets and higher orders of motion artifacts. To reduce the systematic compo

nent of error in the m easurem ents a th in  slice (2 mm) was selected and the shortest 

possible TE (5.5 ms) was used given the relatively low aliasing velocity and high spa

tial resolution of the acquisition. All MRI velocities are normalised with the spatio- 

tem poral m ean velocity ( i 7 me a n= 10.7 cm/s) calculated by:

(2.13)
A

where Qm is the nominal m ean flow rate and A  is the nominal flow conduit cross sec

tional area. The m ean velocity was also calculated from the m easurem ents by in te

grating the velocities over the vessel cross-sectional area, dividing by the number of 

samples, and averaging the spatial mean velocity from all tim e phases. The difference 

between the two results was less than  2 % of [/mean a t all slice extraction locations. The 

computations were also suitably scaled to produce a un it spatio-temporal mean inlet 

velocity. The rm s differences between the experim ental and the corresponding compu

tational velocities were used as an estim ate of the random error of the measurement. 

The following expression derived from the definition of the standard  deviation by re 

placing the expected with the numerically computed velocity was used to calculate the 

profile mean spatio-temporal rm s differences {E ):

  2 / 1  ̂ ”

E r m s = — J — > ( 2 - 1 4 )
^ m e a n  V t = \  /= !

where n denotes the num ber of experimental samples along a profile included in the 

calculation as determ ined by the radial density of the circular interpolating grid (here 

71=98), k  the num ber of tem poral phases included in the calculation as determined by 

the MRI tem poral resolution (here k=25), the experim ental value of the axial

velocity and ,. is the corresponding numerically computed value for radial coordi

nate i a t time t in the cycle. To establish the accuracy of the technique in complex 

time-varying flow was calculated a t three stations a t the toe (OD), and at two and

four diam eters distal to the toe. At each station MRI and CFD axial velocity profiles 

extracted from both along the constant y and the constant x  centrelines were com
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pared. This approach ensured th a t the resulting error estim ate is neither profile nor 

direction specific.

Before discussing the results in detail, the effects of varying the FOV and Wenc 

param eters from those selected for the subsequent m easurem ents on the velocity to 

noise ratio of the results are dem onstrated. Figure 2.14 shows four axial velocity con

tour plots extracted a t the toe in steady flow (Re = 437). Two FOV settings, 10 cm x 10 

cm (Figure 2.14a & Figure 2.14b) and 7 cm x 7 cm (Figure 2.14c & Figure 2.14d) were 

used. A  low velocity sensitivity setting (V e;ic=  1.2 Wpeak) was used for the results in 

Figure 2.14a and in Figure 2.14c and a high velocity sensitivity setting (Ve;ic = 0.3 

Wpeak) for the results in Figure 2.14b and Figure 2.14d. In all cases a NEX of 2, corre

sponding to a scan duration th a t is more clinically relevant, was selected. There is a 

factor of eight in VNR improvement (Equation (2.9)) between the result shown in 

Figure 2.14a and Figure 2.14d. This is caused partly  by the twofold increase in the 

SNR from the increased FOV (i.e. larger voxel) and mainly by the fourfold increase in 

the velocity sensitivity.

Figure 2.15 shows a comparison of numerically computed and MRI measured 

axial velocity contour plots a t the toe, and Figure 2.16 shows the corresponding pro

files comparison. The spatially and temporally averaged rm s error (E^^)  calculated

using equation (2.14) from the profile comparisons a t the toe, was 1.2 cm/s or 11.5 % of 

[/mean for both the y-constant and x-constant centrelines. In the upper panel of Figure 

2.16 an increased concentration of error in the near-wall region a t the toe side (x/D = 

0.5) is evident during the flow acceleration phases (0<t/T<0.5). In th a t region the com

putations exhibit a highly non-linear profile shape, a feature not well resolved in the 

experiment.

The presence near the toe of a recirculation zone, a region where reversing flow 

and stagnant or very slowly moving forward flow coexist in a relatively small volume, 

probably exhausts the spatial resolution of the m easurem ent. In th is region the values 

of both the first and the second spatial derivative of the velocity are high. F urther

more, from inspection of the corresponding m agnitude images, one example of which is 

shown in Figure 2.13c, it was found th a t the SNR in the recirculation region was re

duced by a factor of three compared to the SNR of adjacent image regions. This drop in 

SNR translates to a proportional drop in VNR, according to equation (2.9), and can be

84



a ttribu ted  to a combination of prim arily spin saturation  due to long particle residence 

tim es and secondarily phase dispersion effects. Resolving velocities under these ad

verse flow conditions was only possible by using a contrast agent to reduce 71 and by 

significantly extending the dynamic range of the velocity m easurem ent.

Reduced \e n c

Increased
FOV

Figure 2.14 A comparison of MRI axial velocity contour plots extracted at the toe in 
steady flow (Re = 437) with a 7 cm x 7 cm (top) and a 10 cm x 10 cm (bottom) FOV. For a & 
c Venc= 1.2 zzpeak and Venc = 0.3 «peak for b & d. M easurements presented in b & d have been 
phase unfolded. All data are normahzed by the Poiseuille mean velocity. Note the signifi
cant improvement in the velocity to noise ratio achieved by increasing the velocity sensitiv
ity of the acquisition.

There is an  apparen t increased error during the late acceleration p a rt of the cy

cle, which is most prom inent in the central region of both the x-centreline and y- 

centreline profiles. This is most evident a t the toe where the in-plane flow is strongest 

and the through-plane velocity gradients are steepest. Spatial displacem ent effects 

contribute to th is  erro r given the peak m agnitude of the in-plane velocity (11.7 cm/s), 

the spatia l resolution of the  m easurem ent, and the echo tim e (5.5 ms). The combina

tion of tem poral averaging and interpolation applied as pa rt of the m easurem ent (Foo 

et al., 1995) to reduce scan tim e is another source of error, which can act in conjunc

tion w ith the former. Finally uncom pensated non-zero higher order motion term s may 

also contribute to th is error.
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Figure 2.15 Comparison of MRI measured (top) and numerically computed (bottom) nor
malized axial velocity a t the toe and (from left to right) at approximately mid acceleration, 
peak flow, mid deceleration and late deceleration respectively.
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Figure 2.16 Comparison of the axial velocity profiles from MRI (symbols) and CFD (solid 
line) at the toe. Profiles are extracted along the constant ̂  centreline (upper panel) and the 
constant centreline (lower panel) and plotted against a dimensionless {d 7) time axis with 
90 % of the waveform cycle shown. One in two of the acquired phases and two in three of 
the velocity samples per profile are shown. The centre of the cross section is a t x = 0, y = 0 
with the X and y axes orientation as in Figure 2.15. Peak flow corresponds to approxi
mately t IT -  0.25.
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Figure 2.17 Comparison of MRI (top) and CFD (bottom) normalized axial velocity a t 2D 
and (from left to right) a t approximately mid acceleration, peak flow, mid deceleration and 
late deceleration respectively.
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Figure 2.18 Comparison of the axial velocity profiles from MRI (symbols) and CFD (sohd 
line) at 2 D downstream of the toe. Profiles are extracted along the constant y  centreline 
(upper panel) and the constant x  centreline (lower panel) and plotted against a dimen
sionless {d7) time axis with 90 % of the waveform cycle shown. One in two of the acquired 
phases and two in three of the velocity samples per profile are shown. The centre of the 
cross section is a t x = 0, y = 0 with the x and y axes orientation as in Figure 2.17. Peak flow 
corresponds to approximately 0.25.
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Figure 2.19. Comparison of MRI (top) and CFD (bottom) normalized axial velocity at 40 
and (from left to right) a t approximately mid acceleration, peak flow, mid deceleration and 
late deceleration respectively.
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Figure 2.20 Comparison of the axial velocity profiles from MRI (symbols) and CFD (solid 
line) a t 4D downstream of the toe. Profiles are extracted along the constant jr centreline 
(upper panel) and the constant x  centreline (lower panel) and plotted against a dimen
sionless 7) time axis with 90 % of the waveform cycle shown. One in two of the acquired 
phases and two in three of the velocity samples per profile are shown The centre of the 
cross section is a t x = 0, y = 0 with the x and y axes orientation as in Figure 2.19. Peak flow 
corresponds to approximately t!T= 0.25.
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Figure 2.17 shows the comparison of num erically computed and MRI m easured 

axial velocity contour plots a t 2D distal to the toe and Figure 2.18 the corresponding 

profile comparisons. The spatially and tem porally averaged rm s error calculated from 

the profile comparisons at 2D was 1.06 cm/s or 10 % of [/mean for the x-constant centre

line and 0.91 cm/s or 8.6 % of [/mean for the y-constant centreline. Finally, at 4D 

(Figure 2.19) these values were 0.88 cm/s or 8.3 % of [/mean and 0.82 cm/s or 7.8 % of 

[ /m e a n  respectively. The mean rms error for all locations and profiles was 9.6 % of 

[ /m e a n .  The tem poral variation of the calculated rm s error in the flow cycle a t the toe 

and a t two and four diam eters downstream of the toe is shown in Figure 2.21. The cal

culated error is clearly flow dependent and reaches its maximum at peak flow. There 

is also an increased error during the low flow part of the cycle (0.65<//T<0.75) th a t is 

a ttribu ted  partly to the reduced VNR of the m easurem ents and partly  to deviations of 

the m easured flow waveform from th a t prescribed th a t were more pronounced at the 

low flow phases of the cycle.
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F igu re  2.21 Plot of the temporal variation of the MRI velocity measurement rms error in 
the flow cycle calculated using the y-centreline profiles extracted at the toe (OD) and at two 
(2D) and four (4D) diameters downstream of the toe. The error is normalised by the spatial 
temporal mean velocity ( [ /m e a n ) .  Time is normalised by the cycle period (T). Peak flow cor
responds to approximately tIT = 0.25. Dotted line corresponds to the mean rms error aver
aged for all measurements stations (0-2D-4D).
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Figure 2.22 Numerically computed horizontal i^component cross flow velocity normalized 
by the axial mean velocity (^ean). Slices extracted at the toe (a), 2D distal to the toe (b) 
and 4D distal to the toe (c) a t peak systole.

2.3.4 D iscu ssion

The aim of this study was to examine the use of the triggered two-dimensional 

PC technique for quantifying complex time dependent flows, to establish an estimate 

of the level of achievable accuracy, and to investigate techniques that can be applied 

to further improve accuracy and sensitivity of the measurements. The investigation 

focussed on the flow at a model junction representative of a distal anastomosis of a 

bypass graft; as such flows are both complex and have been the subject of a number of 

studies. However, a markedly three-dimensional graft geometry was considered, both 

since this produces strong secondary flow components, and because the flow patterns 

which result from breaking the symmetry of the graft geometry are of interest. The 

combination of out-of-plane curvature, which is common in arterial branching (Caro et 

al., 1996), and time-varying flow has a significant impact on the flow patterns in the 

model used. These patterns are likely to be more representative of the true in vivo 

flow conditions compared to those found in a two dimensional model. By restricting 

this study to a well-defined single harmonic sinusoidal flow in a model, it was possible 

to reduce errors associated with the characteristics of the waveform and its reproduc
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tion. W hilst overall the results show th a t the technique works well under complex 

flow conditions w ith most features in the flow field being well resolved, there are a 

num ber of points worth discussing after considering the results for the specific flow 

investigation.

Differences between the accuracy estim ates presented here (7.8 % Umeain<

11.5 % [/mean) and those cited for m easurem ents of simple steady or time dependent 

flow were not large. The accuracy cited for axial unsteady flow in a straigh t rigid pipe 

is 7.5 % with respect to the spatially and temporally averaged velocity (Frayne et al., 

1995). The accuracy commonly cited for steady Hagen-Poiseuille flow is in the region 

of 5 % of the m ean velocity (Firmin et al., 1990; Ku et al., 1990; M aier et al., 1988). In 

this study it was found th a t the difference in error calculated a t the toe and a t 2D and 

4D distal to the toe is related to the strength of the secondary flow a t these locations. 

As the fluid moves in the straight host artery  section it recovers from the effects of the 

upstream  geometry and the cross-flow components gradually diminish.

Figure 2.22 shows, from the computations, the changes of the horizontal v- 

component distribution in the host artery. These results show th a t a t the toe | Upeak 1 =

1.1 [/m ean  and th a t it diminishes as the flow moves distal to the toe to 0.6 [/m ean at 2D 

and to 0.3 [/m ean  at 4D. The vertical w-velocity component was an order of magnitude 

w eaker than  v a t the same locations. In spite of th is significant change in the cross 

flow magnitude, the spatio-temporal mean rms error was not much altered. At the toe 

the error was 11.5 % of [/m ean , at 2D distal to the toe it reduces to about 9.3 % of [/m ean, 

and a t 4D distal to the toe it is about 8 % of [/m ean . A drop in the VNR in the recircula

tion region a t the toe was attributed to signal dropout caused prim arily by spin sa tu 

ration effects and secondarily by intravoxel phase dispersion. This finding is in 

agreem ent with the results of Van Tyen et al. (1994) and Jou et al. (1996) for two- 

dimensional steady flow and three-dimensional transien t flow respectively in the ca

rotid bifurcation. They used numerical techniques to calculate both the flow and the 

m agnetization evolution, and qualitatively compared, in the two-dimensional case, 

their predictions with MRA experiments. Both studies predicted a significant signal 

dropout in the carotid bulb in the flow separation region attribu ted  to spin saturation 

prim arily and to phase dispersion secondarily.
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The degree of mism atch between experiments and computations was reduced 

as much as possible. The construction of the model was very precise, the inlet flow was 

appropriately conditioned and, the effects of MRI slice thickness were sim ulated in the 

computations by linearly interpolating a 2 mm thick section of the numerical velocity 

field positioned around the centre of the corresponding MRI slice location. However, 

as the slice excited was relatively thin, the effects of slice thickness were not signifi

cant. Even a t the toe, where the strongest cross flow was found, the effect on error 

was less then 1 %. Finally, to improve the tem poral m atching of the results, CFD 

phases were interpolated temporally producing a more closely sampled data sequence 

through the cycle. However, especially a t the toe, and during parts of the cycle error 

introduced by spatial displacement effects in conjunction with the combination of 

tem poral averaging and interpolation applied during the m easurem ent (Foo et al., 

1995) was above the spatio-temporal mean rms error quoted. All sources of error have 

not been accounted for. To avoid overestimating error levels, near wall velocity meas

urem ents w ith very poor SNR were excluded from our error calculations. Near wall 

m easurem ents suffer from partial volume effects, magnetic susceptibility artifacts 

and/or the presence of microbubbles on the wall surface.

A lim itation of th is study was th a t three phases im mediately before mid accel

eration were not reconstructed. This was due to a restriction in the clinical pulse se

quence used th a t did not allow full coverage of the waveform cycle to reduce the effects 

of normal heart ra te  variations {in vivo) on the cardiac gating process. Nevertheless, 

the impact of this restriction on the temporally averaged error estim ate was small, as 

the relative error contribution of low flow phases in the cycle to the spatially and tem 

porally averaged error ( ) was small.

The importance of considering the fine balance between the aliasing velocity, the 

echo time, and the spatial resolution in the design of a flow quantification MRI proto

col was dem onstrated. By careful selection of the aliasing velocity and by offline ali

ased velocity correction, an improvement in the VNR by a factor of four over the 

conventional no phase spill over approach has been achieved. Due to th is gain in VNR, 

even velocities from phases during late deceleration were resolved. The dramatic im

provement in the VNR th a t can be achieved by phase unfolding is shown in Figure 

2.14. Several investigators (Axel and Morton, 1989; Conturo and Robinson, 1992; Ye

92



ung and Kormos, 1986; Lee et al., 1995; H erm ent et al., 2000; Yang et al., 1996; Xiang, 

1995) have dem onstrated the significant benefits from applying dynamic range exten

sion on clinical velocity m easurem ents and have proposed various techniques to cor

rect aliased velocities off line th a t if incorporated to clinical flow quantification proto

cols would improve m easurem ent precision.

The results presented should be considered as an ideal case in comparison with 

in vivo studies, which are made under significantly less controlled conditions with ad

ditional sources of error. In a clinical setting the scan duration would most likely be 

reduced, by lowering the num ber of signal averages, typically by a factor of four (~ 4 

min / slice) and a conservative velocity sensitivity setting QJenc > Wpeak) would probably 

be selected. These changes applied to the protocol used in this study could result in a 

reduction of the SNR by a factor of two and a reduction of the VNR (Equation (2.9)) by 

a factor of eight (a factor of four from the fourfold increase in Venc and a factor of two 

from the twofold drop in SNR) w ithout taking into account phase dispersion effects. 

This predicted drop in VNR would probably be even more pronounced in a typical 

clinical imaging situation considering the reduced proximity of the RF coil to the ves

sel of interest.

I t is evident th a t the velocity m easurem ent accuracy quoted here for complex 

unsteady flow can not be attained with the same spatial and tem poral resolution in a 

clinical m easurem ent and in a clinically acceptable time fram e from a two-dimensional 

PC acquisition with the current typical MRI hardw are. N evertheless, as it was a t

tem pted to reduce systematic errors in the m easurem ents, the results of this study 

provide a guideline to the inherent capabilities of MRI triggered phase contrast velo- 

cimetry in m easuring complex unsteady flows. The combination of highly resolved 

numerical flow sim ulations with in vivo MRI flow m easurem ents of the flow domain 

boundary conditions is an indirect method of obtaining estim ates of near wall veloci

ties and velocity gradients at the wall.

93



Chapter 3.

Flow in Idealised Bypass Graft 

Models

This chapter reports the results from experim ental and numerical investigations of 

flow in model end-to-side anastomosis geometries. The first part examines the steady 

and time-varying velocity field obtained by MRI phase-velocity measurem ents. The 

second part presents an analysis of the results of accurate and detailed numerical 

computations of the time-varying flow field in the analytically described bypass graft 

geometries.

3 .1 Introduction

The principal cause of arterial bypass graft failure is stenosis secondary to in

tim ai hyperplasia. Surgical revascularization of arte ria l occlusive disease by autoge

nous or synthetic bypass grafts results in a flow conduit th a t differs significantly from 

th a t naturally  occurring in the arterial system with significant physiological conse

quences. I t is well known th a t a strong link between vessel wall biology and the local 

flow field exists with wall shear stress being one of the most influential flow features 

(Davies, 1995). Although the exact mechanisms associated with the development of 

vessel wall disease have not been fully understood, it has been dem onstrated th a t in

tim ai hyperplasia tends to occur preferentially in regions of low tim e averaged shear 

stress and long residence tim es (Sottiurai et al., 1983; Sottiuari et al., 1989; Ojha et 

al., 1990; Bassiouny et al., 1992). These studies have shown th a t in the distal anasto

mosis of end-to-side bypass grafts intim ai hyperplasia occurs preferentially a t the heel
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and toe of the junction and on the bed of the host vessel opposite the toe (Figure 3.1). It 

has also been suggested that a link exists between spatial wall shear stress gradients 

or rapid temporal changes in wall shear stress and regions where intimai hyperplasia 

preferentially develops (Ojha et al., 1990; Ojha, 1993; Lei et al., 1997). Ojha et al. 

(1990) applied a physiological flow waveform at the graft inlet of a rigid, end-to-side, 

planar, anastomosis model and reported axial flow separation at the toe and low wall 

shear stress at the toe, the heel and the bed, sites commonly cited as preferential for 

intimai hyperplasia development. This result supports suggestions by Bassiouny et al. 

(1992) that intimai hyperplasia related arterial wall lesions in the region of the bed of 

the host artery could not be attributed to graft host artery compliance mismatch alone 

but should also relate to the presence of oscillatory flow and regions of low shear. In a 

different experiment Ojha (1993) studied planar end-to-side anastomosis models under 

pulsatile flow conditions and reported a region of flow stagnation on the bed of the 

host artery.

Graft
Host

Toe
5D2D

mm

Heel
Toe+%DBed

Figure 3.1 A schematic of a centre plane cross-section of a distal end-to-side anas
tomotic bypass graft showing the preferential sites of intimai hyperplasia develop
ment. The MRI scan plane orientation and locations are also shown.

Local flow features such as low time averaged shear, flow separation and shear 

oscillation have been found to promote the development of atherosclerotic lesions (Ku 

and Giddens, 1983; Friedman et al., 1987; Yamamoto et al., 1992). Jones et al. (1997) 

using pulse Doppler velocimetry obtained in vivo blood flow velocity profiles from ca

nine ilio-femoral bypass grafts and observed separation zones at the hood and toe and 

an oscillating stagnation region on the bed of the host artery. They also noted a strong 

effect of out-of-plane curvature on the flow field.

Although there has been extensive research on the effect of hemodynamics on 

vessel pathogenesis (Lei et al., 2001; Steinman et al., 1996; Hofer et al., 1996; Henry et
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al., 1996; White et al., 1993; Sottiurai et al., 1989; Ojha et al., 1990; Ojha, 1993), little 

work has been done to investigate the effects of the three-dim ensional nature of the 

geometry of the vessels (Caro et al., 1996; Sherwin et al., 1997; Ding and Friedman, 

1997); such geometry would be found in a physiologically correct anastomosis. The fo

cal nature of intim ai hyperplasia in bypass grafts can be attribu ted  to the local hemo

dynamics in the perianastomotic region which are strongly influenced by the non- 

physiological configuration of the anastomosis. Caro et al. (1996) have suggested th a t 

a rte ria l bifurcations are commonly ‘non-planar’, w ith non-planarity characterised by 

the presence of both curvature and torsion as in a helix. They also suggested th a t the 

introduction of non-planarity is expected to induce a swirling pa ttern  to the flow, re

sulting in improved mixing of blood and in a circumferentially more uniform distribu

tion of wall shear stress. These suggestions were supported by evidence of circumfer

entially more uniform, near-wall, velocity gradients in the non-planar configuration 

compared to the p lanar case.

So far most investigations w hether in vitro experim ental or numerical sim ula

tions have been restricted to geometries where the bypass and host vessel centrelines 

lie in a plane and can be term ed planar. A few studies (Doorly et al., 1997; Sherwin et 

al., 2000; Xu et al., 1999; Moore et al., 1999) investigated model geometries with out- 

of-plane curvature. Doorly et al. (1997) used a combination of com putational and MRI 

techniques to assess the effect of curvature and torsion on the flow field in the anas

tomotic region of a distal end-to-side anastomosis model. They compared the flow field 

in a p lanar and a non-planar distal anastomosis in steady flow and showed th a t the 

introduction of a small degree of torsion, rendering the proximal portion of the graft 

quasi-helical, would strongly affect the flow field downstream introducing a clockwise 

swirl type flow. Moore et al. (1999) removed geometrical features from an anatomically 

faithful finite elem ent model of a hum an end-to-side arte ria l anastom osis to produce a 

series of simplified models. They reported th a t removal of out-of-plane curvature sub

stantially  changed the secondary flow field and particle residence times, but did not 

markedly alter the distribution of wall shear stress. However, they considered only 

models with a hood, which by expanding graft cross-sectional area and reducing mean 

velocity, would potentially lessen the effect of out-of-plane curvature on the flow field.
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In an experimentally validated numerical investigation Sherwin et ai. (2000) 

compared steady flow features from two distal anastomosis geometries, one planar and 

one non-planar. In the non-planar configuration the bypass vessel lies perpendicular 

to the original p lanar geometry as shown in Figure 3.2. The p lanar geometry used in

cludes a 45 degrees anastomosis and the host vessel is fully occluded proximal to the 

anastomotic junction sim ilar to previous investigations (Steinm an et al., 1996; Hofer 

et al., 1996; Henry et al., 1996; E thier et al., 2000). Sherwin et al. (2000) reported a 10 

% reduction in the peak shear stress a t the bed region of the host artery  in the anas

tomosis region in the non-planar model as compared to the p lanar configuration. They 

also found an 80 % increase in the absolute flux of velocity in the occluded section 

proximal to the anastomosis, comparing their non-planar versus the ir planar model 

geometry. The significance of the effects of flow pulsatility on the flow patterns and 

the wall shear stress distribution in the p lanar end-to-side anastom osis was demon

strated  in a study by E thier et al. (1998).

The aim of th is investigation is to achieve fundam ental understanding of the 

influence of out-of-plane curvature in the graft in a controlled and well-studied steady 

and transien t flow environment. This objective would not have been met as part of a 

patient specific study. The experimentally validated numerical investigations of Sher

win et al. (2000) are furthered by introducing flow pulsatility  and using the same 

model geometries. Rigid wall models are used and blood is assum ed to be Newtonian. 

Although these conditions are not true in vivo it appears th a t the influence of wall 

compliance on the local hemodynamics is secondary compared to the effects of the 

overall geometry, inflow and outflow conditions and the transien t behaviour of the 

flow. Liepsch and Moravec (1984) reported a reduction in wall shear stress magnitude 

and a damping of retrograde flow as a result of introducing wall compliance to their 

rigid wall arte rial model. However Friedm an et al. (1992) found no significant changes 

in the correlation of vascular disease to normalised wall shear by introducing wall 

compliance or a non-Newtonian fluid in their model. A study by Moore et al. (1994) 

comparing results from an in vitro glass model study and an in vivo study of the flow 

in the abdominal aorta, showed th a t the most im portant flow features present in vivo, 

such as skewed velocity profiles and flow reversal, where also present in the rigid wall 

model. In a la ter numerical investigation of flow in a compliant carotid artery  model.
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Perktold and Rappitsch (1995) dem onstrated th a t the global flow and shear stress pa t

terns rem ain largely unchanged from the introduction of wall compliance.

This investigation was also limited to a single harm onic sinusoidal flow wave

form. Although this is also a deviation from the true physiological flow conditions it 

nevertheless allows the dissociation of the fundam ental effects of transien t flow from 

the effects of patient or site-specific flow waveform characteristics on distal anastom o

tic hemodynamics. Although current blood flow investigations in models are moving 

towards more patien t specific geometries and flow conditions (Perktold et al., 1998; 

Hughes et al., 1998; Milner et al., 1998; Moore et al., 1999), simplified model geome

tries can still help in better understanding the evolution and interaction of the com

plex flow structures th a t develop in bypass grafts and the ir relationship to various 

geometric param eters. In this investigation a combination of magnetic resonance im

aging (MRI) experiments and numerical flow sim ulations are used to discuss the m a

jor features of the flow field. Wall shear stress direction maps and particle paths are 

used to illustrate the oscillatory motion of the stagnation point and the dynamic be

haviour of the flow separation regions.

3.2 Experimental Investigation

In th is p art of the chapter results from an investigation on the effects of the by

pass graft configuration on the perianastomotic steady and time-varying velocity field 

measured by MRI phase-velocity mapping will be discussed. P art of the steady flow 

results presented here has been incorporated in the paper by Sherwin et al. (2000) 

published in the Journal of Biomechanical Engineering.

3.2.1 Methods

Bypass graft model configurations

For the purposes of this investigation three distal end-to-side anastomosis model 

configurations were considered. One term ed p lanar w here the host and graft centre

lines lie in a plane (Figure 3.2 a). A second term ed non-planar (Figure 3.2 b) where a 

90 degree bend originating approximately 4 diam eters upstream  of the graft-host cen
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treline anastom otic junction was introduced taking the upstream  part of the graft out 

of the graft-artery junction plane and into a plane perpendicular to th a t defined by the 

centrelines of the graft host junction. Finally, to assess the effects of the angle of the 

out-of-plane curvature on the flow field, a th ird  bypass graft configuration was consid

ered where the curved graft section of the non-planar model was rotated clockwise so 

th a t the graft inlet and the graft-host artery  junction sym m etry plane were a t a 30 

degree angle. Although the physical model was designed to accommodate a range of 

out-of-plane curvature angles between 0 degrees and 90 degrees, due to practical 

lim itations only the 90 and 30 degree configurations were investigated. The model 

which was constructed however allows effortless variation of the out of plane angle 

param eter. Given more time, results could have been obtained for any other in term e

diate value of the out of plane angle very conveniently, which is the advantage of the 

experim ental method over the num erical sim ulations.
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F igu re  3.2 Model geometries of a distal 45 deg end-to-side anastomosis: planar (top) and 
90 degrees non-planar (bottom). Dimensions shown are scaled by the vessel diameter.
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M R I protocol

A two dimensional phase contrast pulse sequence on a GE Signa 1.5 Tesla whole 

body scanner was used for the steady flow acquisitions. The FOV was 12 cm x 12 cm 

and a 512 x 512 image m atrix was used yielding a 0.234 mm in-plane resolution. This 

value corresponds to approximately 34 pixels across the vessel diam eter, a value much 

higher than  the minimum requirem ent of 15 proposed by Tang et al. (1993) to ensure 

a flow m easurem ent error of less than  10 % of the true  value. A 60 degrees flip angle 

(FA) was used and a slice thickness of 2 mm (equivalent to % of the tube radius) was 

selected. The minimum (fractional) TE and TR of 8.2 ms and 22 ms respectively were 

selected with a 32 KHz receive bandwidth. An 11 cm/s aliasing velocity (V enc) was se

lected and all velocity components i.e. axial {u), horizontal in plane (u) and vertical in 

plane {w) were encoded. Ten averages were applied to compensate for the inherently 

low signal-to-noise ratio due to the th in  slices selected which resulted in a seven m in

ute per slice location acquisition time.

The MRI protocol applied in the time-varying flow acquisitions for the non- 

p lanar model configurations was described in detail in section 2.3.1. The velocity 

m easurem ent protocol was slightly different for the velocity m easurem ents in the pla

nar model. The aliasing velocity was 30 cm/s and thus no phase wrapping occurred. 

Due to the reduced velocity sensitivity of the m easurem ent however, the results ob

tained are not as well resolved as those in the non-planar case, especially a t the low 

flow phases of the cycle. Practical reasons prevented the repetition of the m easure

m ents with the lower aliasing velocity for the p lanar configuration. A computer con

trolled flow pump was used to provide both the constant flow (Re=250) and the sinu

soidal flow waveform with a Reynolds num ber varying in the range between 62 and 

437 with a mean Reynolds number of 250.
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3.2.2 R esu lts  a n d  D iscu ssio n

3.2.2.1 S teady flow

The velocity field in the host artery  distal to the toe in  the three distal end-to- 

side bypass graft models described in section 3.2.1 was investigated. A comparison of 

the axial velocity distributions, for the p lanar and the two non-planar models (30 de

grees and 90 degrees out-of-plane curvature) is shown in Figure 3.3. The results are 

compared for slices ju st downstream of the toe, and a t one diam eter and a t two diame

ters distal to the toe. The results clearly show a rotation of the crescent shaped 

contours of the velocity field as the flow travels distally in the host artery  section. This 

clockwise rotation of the ‘velocity crescent’ is indicative of a swirling pattern  imposed 

on the flow by the out-of-plane curvature of the graft. As the flow travels down the 

host artery  the effects of the upstream  curvature diminish with increasing distance 

from the toe. The cross flow gradually weakens and the fully developed parabolic 

velocity profile imposed a t the graft inlet is gradually restored. The distribution of the 

in-plane velocity components {v, w) extracted ju st distal to the toe (~^4D) of the planar 

anastomosis is shown in Figure 3.4.

The difference in the level of flow asymm etry introduced by the varying degree 

of out-of-plane graft curvature is clearly dem onstrated by these results. There is a re

duced rotation of the velocity crescent in the th irty  degrees case as compared to the 90 

degrees out-of-plane graft curvature configuration. Differences in the shape of the ve

locity profile are more pronounced near the toe of the anastom osis where cross flow 

(Figure 3.5 and Figure 3.6) is strongest and the effects of the upstream  out-of-plane 

graft curvature on the flow have not been influenced by the straigh t host section. By 

inspection of the contour level density near the wall a qualitative assesm ent of the 

wall shear stress distribution can be obtained. I t is evident th a t overall there is a 

higher shear stress magnitude on the bed wall as compared to the toe wall. Axial flow 

separation appears to occur only in the p lanar model ju st distal to the toe on the toe 

wall. However as the velocity to noise ratio in th is region of the vessel lum en is 

significanlty lower than  elsewhere and as a result there is an increased level of 

uncertainty in the velocity m easurem ent in th a t region, the possibility th a t w hat
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appears as retrograde flow might actually be stagnant or slow forward flow cannot be 

excluded.

The overall flow structure provided by the various graft geometries, as revealed 

by the velocity field measurem ents, can be compared. Some discussion of the condition 

of the flow achieved by the various graft geometries is w arranted. In the planar case a 

fully developed lam inar flow enters the junction of the anastom osis and negotiates the 

angle of the anstomosis in a m anner sim ilar to th a t in a pipe w ith a fairly sharp bend. 

The in-plane pressure gradient th a t develops as a result of the centrifugal force acting 

on the fluid particles negotiating the junction sets up a cross flow pattern  comprising a 

pair of counterrotating vortices sim ilar to th a t of a Dean type flow in a curved vessel 

(Figure 3.7 a).

In the non-planar anastomosis the flow entering the graft-bost junction is condi

tioned by a sharp 90 degrees bend with a radius of curvature equal to 2 vessel diame

ters. Therefore the flow enters the graft-vessel junction with a skewed velocity profile 

w ith higher velocities on the outer wall as compared to the inner wall. Thus the flow 

stream  from the graft into the artery is not symmetrically disposed about the centre 

plane of the artery, which corresponds to the plane a t y=yc in Figure 3.2. Instead pro

portionately more of the flow enters below y=yc and this results in the dominance of a 

vortex th a t has clockwise rotation in the distal outflow host section. A vortex dynamics 

model of the flow which relates the vortical structure which develops to the tilting and 

stretching of vortex rings is discussed in Doorly et al. (2001). Alternatively one may 

relate the graft geometry to th a t of a helix, given th a t as the flow travels first in the 90 

degree bend in one plane, and th a t the 45 degree junction lies in another plane, the 

m ean flow path  is approximately helical. Steady flow in helical pipes has been theo

retically investigated in a number of studies (Germane, 1982; Kao, 1987; Zabielski and 

Mestel, 1998). Kao (1987) found th a t although cross flow in fully developed helical flow 

consists of two vortices, these appear asymmetrically distributed with one dominating 

the pipe cross section. Helical-type flows have been reported in non-planar vessels 

such as the aortic arch (Kilner et al., 1993) and the left coronary artery  (Sabbah et al., 

1984).

The effects of the graft out-of-plane geometry on the cross flow pattern  are 

shown in Figure 3.7. The cross flow stream lines in the p lanar case show two counter-
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rotating symmetric vortices. This vortical flow symmetry however is broken in the 

non-planar configurations, a feature more pronounced in the ninety degrees out-of

plane graft curvature case. An estim ate of the mean* pitch of the helical flow in the 

portion of the artery  just downstrem of the junction bypass graft can be obtained from 

the change in the rotation angle of the velocity crescent as the flow travels down the 

host vessel. Figure 3.8 shows a comparison of the axial velocity distribution obtained 

a t five diam aters distal to the toe in the three graft configurations. Due to the 

symmetry of the geometry no bulk velocity crescent rotation occurs in the planar 

model. However comparing the results a t the toe and a t five diam eters downstream 

there is an approximately 90 degrees bulk velocity crescent rotation for the th irty  

degrees out-of-plane curvature graft and an approximately 180 degrees bulk velocity 

crescent rotation for the ninety degrees out-of-plane graft curvature configuration. 

This result suggests th a t even by introducing a mild angle of out-of-plane curvature in 

the graft, significant flow swirl can be induced.

The crescent shape of the velocity distribution suggests th a t the bed wall of the 

host artery  is exposed to higher levels of shear stress than  the toe wall opposite. It is 

also evident th a t whereas the shear stress distribution is symmetric about the plane of 

symmetry in the planar anastomosis, the asymm etry in the axial velocity distribution 

in the non-planar models will lead to an asymmetric shear stress distribution. Al

though quantitative estim ates of the absolute m agnitude of wall shear stress could be 

calculated from these m easurem ents it would be difficult to quantify the differences in 

the distribution of shear stress magnitude in the host vessel between the three bypass 

graft model configurations. Relative differences in the wall shear stress distribution 

between the three configurations would be more valuable as there are no conclusive 

results regarding the range of wall shear stress th a t provides a favourable force envi

ronm ent for the vessel wall thus preventing the development of intim ai hyperplasia 

and vessel restenosis. Highly accurate numerical computations of the steady flow field 

in the planar and non-planar (90 degree) models have been used by Sherwin et al. 

(2000) to assess the influence of the upstream  graft geometry on the distribution of 

wall shear stress in the host artery.

* Due to viscosity the swirl in velocity decays so the pitch is constantly lengthening
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Figure 3.3 Comparison of axial velocity component extracted at 1/4D (a) ID (b) and 2D (c) 
distal to the toe of the planar (top) and the non-planar anastomosis models with a 30 de
grees (middle) and 90 degrees (bottom) upstream out-of-plane curvature.

Figure 3.4 In-plane velocity components (^horizontal (a) and w-vertical (b) measured a t % 
diameter downstream of the toe in the planar end-to-side anastomosis model.
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Figure 3.5 Comparison of horizontal-v velocity component extracted at 1/4D (a) ID (b) and 
2D (c) distal to the toe of the non-planar anastomosis model with a 30 degrees (top) and 90 
degrees (bottom) upstream out-of-plane curvature.

30»

90»

Figure 3.6 Comparison of vertical-w velocity component extracted at 1/4D (a) ID (b) and 
2D (c) distal to the toe of the non-planar anastomosis model with a 30 degrees (top) and 90 
degrees (bottom) upstream out-of-plane curvature.
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Figure 3.7 Comparison of cross flow streamlines extracted at % diameter distal to the toe 
of the planar (a) and the non-planar anastomosis model with a 30 degrees (b) and 90 de
grees (c) upstream out-of-plane curvature.

à
Graft

Figure 3.8 MRI normalised axial-u velocity component contour map extracted at a normal 
cross section of the planar (a) and the non-planar anastomosis model with a 30 degrees (b) 
and 90 degrees (c) upstream out-of-plane curvature a t 5 diameters downstream of the toe. 
The Reynolds number was Re = 250. Lines indicate angle of velocity crescent rotation.

3.2.2.2 Time- varying flow

The steady flow m easurem ents in the th ree bypass graft models showed a sw irl

ing flow pa tte rn  introduced by the out-of-plane curvature in the graft. To examine the 

dynamics of the flow field and the significance of the  geometry induced flow features, a 

single harmonic sinusoidal flow waveform was applied a t the graft inlet of the p lanar 

and the 30 and 90 degree non-planar bypass graft models. The axial velocity d istribu

tion was m easured a t four locations w ithin the host a rtery  section, a t the toe and a t 

one, two, and five diam eters dow nstream  of the toe in all bypass graft configurations.
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Figure 3.9 Axial velocity contour plots from the planar anastomosis model extracted at 
(top to bottom) the toe + % D and a t 1 diameter, 2 D and 5 D distal to the toe in sinusoidal 
flow. Views of the velocity distribution at peak flow (a), during early deceleration (b) and 
late deceleration (c) as indicated by the corresponding panels a t the top are shown. Veloci
ties have been normahsed by the mean Poiseuille velocity at the inlet.
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Figure 3.10 Axial velocity contour plots from the non-planar anastomosis model with a 30 
degrees upstream out-of-plane curvature extracted a t (top to bottom) the toe + % D and at 
ID , 2 D  and 5 D distal to the toe in sinusoidal flow. Views of the velocity distribution at 
peak flow (a), during early deceleration (b) and late deceleration (c) as indicated by the cor
responding panels at the top are shown. Velocities have been normahsed by the mean 
Poiseuille velocity at the inlet.
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Figure 3.11 Axial velocity contour plots from the non-planar anastomosis model with a 90 
degrees upstream out-of-plane curvature extracted a t (top to bottom) the toe + Va D and at 
ID , 2 D  and 5 D distal to the toe in sinusoidal flow. Views of the velocity distribution at 
peak flow (a), during early deceleration (b) and late deceleration (c) as indicated by the 
corresponding panels at the top are shown. Velocities have been normalised by the mean 
Poiseuille velocity at the inlet.
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Figure 3.9 shows the axial velocity distribution during peak flow, early accelera

tion and late acceleration acquired a t the toe and a t one, two and five diam eters distal 

to the toe in the planar anastomosis. The first flow feature th a t clearly differentiates 

the time-varying from the steady flow field is the presence of a region of axial flow 

separation in the former case. The flow separates during the deceleration phase of the 

cycle as a resu lt of the adverse pressure gradient acting on the low momentum fluid 

particles near the toe wall. The region of flow separation extends between the toe and 

two diam eters distal to the toe and is centred a t one diam eter distal to the toe were it 

is most spatially extensive. It should be noted th a t the time-varying flow m easure

m ents in the p lanar model were obtained with a higher aliasing velocity of 30 cm/s 

compared to 9 cm/s used for the non-planar model results. This reduced the velocity to 

noise ratio of the velocity m easurem ents by more th an  a factor of three but it was not 

possible to repeat the m easurem ents with the lower aliasing velocity due to practical 

lim itations. As a result phase-velocity maps obtained from low flow phases in the cycle 

are not very well resolved. There is also some asym m etry in the axial velocity distribu

tion which is probably associated with slight imperfections in the fabrication of the 

model. Overall and apart from the axial flow separation occurring near the toe wall 

the shape of the velocity distribution is sim ilar to th a t found in the p lanar geometry 

for steady flow.

The axial velocity distribution extracted from four locations in the host section of 

the 30 degrees non-planar bypass graft model is shown in Figure 3.10. These results 

show th a t the region of axial flow separation on the toe wall although minimal a t the 

level of the toe appears axially expanded as compared to the p lanar case as it extends 

up to 5 diam eters downstream of the toe. The footprint of the flow separation region 

follows the bulk flow rotation and therefore follows a path  th a t is oblique to the vessel 

axis. A further spatial reduction in the region of axial flow separation is found in the 

velocity distribution in the 90 degrees non-planar bypass graft shown in Figure 3.11. 

In this case there is practically no axial flow separation a t the toe and the separation 

region extends axially up to 5 diam eters downstream of the toe with its core a t ap

proximately one diam eter downstream of the toe. It should be noted th a t since the flow 

field is only sampled a t four stations along the distal host artery  section of the bypass 

graft it cannot be established w hether the regions of retrograde flow shown belong to a
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single axial flow separation cell or secondary separation cells have been established. It 

should be noted th a t velocities in flow separation regions are difficult to resolve with 

MRI phase-velocity mapping due to signal drop-out from spin saturation  and in tra 

voxel phase-dispersion effects. It is therefore necessary to partly  compensate for these 

errors by introducing a contrast agent to the fluid and reduce its spin-lattice relaxa

tion rate, reduce the voxel size, and increase the overall SNR by for example extending 

the acquisition time.

Comparing the axial velocity distribution in the p lanar and non-planar (both 

th irty  and ninety degrees) bypass graft models it is evident th a t there is reduction in 

the peak velocities of approximately 10 percent in the non-planar case as compared to 

the planar case. This difference suggests a more uniform velocity distribution intro

duced as a resu lt of the upstream  out-of-plane curvature in the graft.

For the m easurem ents reported a simple sinusoidal, single harmonic flow wave

form was applied a t the inlet. Typically flow waveforms in large arteries include a 

num ber of significant Fourier modes (harmonics) leading to phases of steep flow accel

eration and deceleration. Although the inlet flow conditions prescribed are thus not 

physiologically realistic, however by selecting a simple inlet waveform the uncertainty 

of the phase-velocity m easurem ents due to errors associated with its physical repro

duction is reduced and the influence of the bypass graft geometric configuration can be 

assessed.

Spatial resolution strongly influences the accuracy of MR phase-velocity m ap

ping measurem ents. Although the spatial resolution of the curren t acquisition is rela

tively high compared to typical clinical MRI protocols, the effects of partia l volume and 

intravoxel phase averaging on the accuracy of near wall velocity m easurem ents cannot 

be neglected. These effects will be accentuated in regions were the boundary layer is 

th in  hence the velocity gradients near the wall are high. I t is widely accepted th a t wall 

shear stress plays an im portant role in the development of vascular wall disease. Ex

trem es of wall shear stress may prove detrim ental to the health  of the vessel wall. It 

would therefore be extremely valuable if wall shear stress could be either m easured 

directly or estim ated with acceptable accuracy from in vivo MRI phase-velocity meas

urem ents. For steady flow in a pipe wall shear stress ( r  ) can be calculated by the fol

lowing expression:

111



dr
(3.1)du

r = R

where |i is the fluid dynamic viscosity and u is the axial velocity component, r is the 

radial distance from the axis, and R  the tube radius. If shear stress is calculated by 

extrapolation of near wall velocity m easurem ents, the uncertainty in the shear esti

m ate will be a multiple of th a t of the velocity m easurem ent. Due to the sensitivity of 

wall shear estim ates to the uncertainty of the velocity m easurem ent and the uncer

ta in ty  of the exact wall location, acceptably accurate results from such techniques can 

only be obtained from phase velocity m easurem ents in a highly controlled relatively 

simple flow environm ent in vitro.

3.3 Numerical Investigation

3.3.1 Introduction

In the first p art of this chapter the influence of out-of-plane geometry on the 

gross features of distal anastomotic flow has been investigated experimentally by 

magnetic resonance velocimetry. However the assessm ent of the physiological signifi

cance of these effects on the biology of the vessel wall would be assisted by knowledge 

of the wall shear stress distribution, the oscillatory shear index distribution and the 

presence and dynamic behaviour of axial or cross flow stagnation points. The use of 

analytically described idealised model bypasses graft geometries, although simplify

ing, allows for a very accurate numerical calculation of the flow field. Sherwin et al. 

(2000) investigated the effects of out-of-plane graft curvature in distal end-to-side an 

astomosis for steady flow. As part of the continuing effort of the biomedical flow group 

in the Aeronautics departm ent towards improving the understanding of arterial by

pass graft hemodynamics, numerical calculations of the tim e-varying flow field in the 

planar and non-planar models have been carried out. The raw time-varying flow field 

data set was numerically computed by Dr Spencer Sherwin and was processed and 

analysed by the author forming the m aterial for a paper due to appear in the Journal 

of Biomechanics (Papaharilaou et al., 2002). P arts  of this paper are presented in the 

following sections.
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3.3.2 Methods

The experimental and numerical methods applied to produce the results pre

sented in this chapter have been detailed in section 2.3.1.

3.3.2.1 M odified oscillatory shear index

To obtain a m easure of the oscillatory motion of the wall shear stress vector a 

modified oscillatory shear index was calculated (081) based on the definition of Ku et 

al. (1985) and the formulation introduced by Moore et al. (1999). As both shear vector 

m agnitude and direction change with time in a continuous fashion the 081 is defined 

as follows:

. ,3.2,
1

where T is the instantaneous wall shear stress, is the mean shear direction de

fined as:

(3 3)
where T  is the period of the flow waveform and w is a weighting factor defined as:

w = 0 .5 (1 -c o s f l)  , (3.4)

where a is the angle between t  and . This definition of the oscillatory shear in

dex allows for the inclusion in the calculation of a continuous range of instantaneous 

shear vector angles with respect to the mean shear direction. The range of values for 

the modified index is 0<08I<0.5 where 0 corresponds to unidirectional shear flow and 

0.5 to the purely oscillatory shear case.

3.3.3 Results

3.3.3.1 A xia l velocity

Figure 3.12 shows a comparison of the spatial distribution of the axial velocity 

component a t mid deceleration and a t four stations along the host vessel in the two
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models. The out-of-plane inflow geometry breaks flow symmetry and establishes a 

bulk rotation of the velocity crescent that sets-up a Dean type flow in the graft vessel 

(Doorly et al., 1997). This rotation is evident in the host vessel and is dependent on the 

axial downstream distance from the toe. At the level of the toe on the bed wall the ab

sence of retrograde flow in the non-planar model in contrast to the planar configura

tion is noted. This is not separated flow and is caused by the oscillatory motion of the 

stagnation point discussed further in section 3.3.4. In the non-planar configuration 

there is a distal 0.25 D migration of the separation point as compared with the planar 

model. The separation region in the non-planar model reaches its full extent along the 

bed wall during late deceleration spanning a region between 0.25 D and 2 D distal to 

the toe. Furtherm ore in the non-planar model the peak axial velocity in the host vessel 

distal to the toe is reduced by 10 % on average as compared to the planar configura

tion. The effects of flow unsteadiness on the transient perianastomotic flow patterns 

although evident in both model configurations are more pronounced in the non-planar 

configuration.

Figure 3.12 Numerically computed normalised axial velocity contour plots extracted (from 
left to right) at toe, 0.5D, ID and 1.5D downstream of the toe from the planar (top) and 
non-planar (bottom) models just after mid-deceleration.

Both models exhibit regions of flow separation with their temporal and spatial 

evolution dependent on the downstream distance from the toe. Flow separation first
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occurs during mid-acceleration with the separation point oscillating between the toe 

and 0.5 D distal to the toe in phase with the bulk flow. A part from the distinctive 

clockwise displacement, looking down the vessel, of the separation zone in the non- 

p lanar model, its evolution is similar to the planar case. In the p lanar model the sepa

ration zone extents between the toe and approximately 1.7 D distal to the toe whereas 

in the non-planar model it extends between 0.25 D and 2 D distal to the toe. The size 

of the separation zone in both models is time dependent and peaks during late decel

eration. Retrograde flow on the toe wall first appears a t 0.5 D distal to the toe a t mid

acceleration and gradually extends both distally and proximally during early decelera

tion until late deceleration. At end deceleration the adverse pressure gradient th a t 

causes flow separation has sufficiently weakened to allow full recovery of forward flow 

w ithin the host vessel. Overall the introduction of out-of-plane curvature in the graft 

of the distal anastomosis causes a distal shift of the most proximal location of the 

separation point and a change in the spatial distribution of the separation region 

along the toe wall of the host artery as compared to the p lanar configuration.

3.3.3.2 Secondary flow

A comparison of the computed normalized horizontal—u velocity and the cross- 

flow stream lines in the two model geometries is shown in Figure 3.13. Flow symmetry 

is preserved in the planar model although not explicitly prescribed in the solution. The 

m agnitude of the strongest (horizontal u-velocity) cross flow component is inversely 

related to the downstream distance from the toe. I t drops steeply in the region be

tween 0 D and 2 D downstream of the toe and more gradually fu rther downstream. In 

the p lanar model the presence of two symmetric counter-rotating vortices in the 

transverse plane is noted. These Dean type vortices account for the clockwise and 

counter clockwise motion of fluid particles in the upper and lower recirculation regions 

respectively. On the toe wall a t 4 D downstream of the toe two weak vortices rotating 

against the main vortices appear. These vortices are probably caused by the delayed 

response of viscous effects on the axial separated flow ju st downstream of the toe.

The out-of-plane curvature introduced in the non-planar configuration breaks 

flow symmetry and causes a 10 % reduction in the peak cross flow m agnitude a t the 

toe as compared to the p lanar configuration. Although two counter-rotating cells can
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still be identified at the toe as in the planar case, the upper cell is significantly 

stronger than the lower one. As a result a strong clockwise vortex with its core at the 

top of the cross section dominates and the weaker secondary counter clockwise vortex 

is constrained spatially at the lower part of the cross section. At 2 D downstream of 

the toe the core of the dominant vortex has rotated clockwise hy 90 degrees and has 

generated a weak secondary co-rotating vortex in the process. The core of the weaker 

vortex appears displaced towards the vessel axis. By 4 D distal to the toe the weaker 

vortices have dissipated and a single vortex remains.

Figure 3.13 Comparison of numerically computed normahsed horizontal (/-cross flow ve
locity and cross flow streamlines in the planar (top) and non-planar (bottom) geometries at 
peak flow. Velocities extracted and streamlines calculated at the toe (left), 2D distal to the 
toe (centre) and 4D distal to the ‘toe’ (right).

3.3.3.3 Wall shear stress

The wall shear stress maps shown in Figure 3.14 and Figure 3.15 should he in

terpreted so tha t the horizontal axis represents distance along the host vessel and the 

vertical axis represents the circumferential distance along the wall of the host vessel. 

The orientation of the map has been selected so tha t the bed region appears at the cen

tre. Wall shear stress magnitude has been normalized with respect to the wall shear 

stress of the Hagen-Poiseuille flow within a straight pipe of the same diameter and
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and with Re = 250. Irregularities seen in the shape of the wall shear stress contour 

lines along the horizontal centerline in the non-planar model are due to velocity gradi

ent discontinuities across mesh element boundaries.

Toe Heel Toe Heel

Figure 3.14 Comparison of numerically computed steady flow wall shear stress magni
tude (top), mean pulsatile flow wall shear stress magnitude (middle) and mean pulsatile 
flow axial wall shear stress (bottom), normalized with the mean Poiseuille flow wall shear 
stress, in the unfolded planar (left) and non-planar (right) models. Dotted hne plotted 
along the bed of the host vessel.
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Figure 3.15 A comparison of numerically computed normalized wall shear stress magni
tude, in the unfolded planar (left) and non-planar (right) models. Shear stress maps are 
shown at mid acceleration (top), at peak flow and mid deceleration (middle) and early ac
celeration (bottom). Stream traces of the wall shear vector are also shown.
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Figure 3.14 shows a comparison of the numerically computed steady and pul

satile m ean wall shear stress magnitude distribution in the p lanar and non-planar 

models. Also shown is a comparison of the numerically computed pulsatile mean axial 

component of wall shear stress in the two models where regions of negative shear are 

clearly m arked by zero axial shear contours. There is a 10 % increase in the tempo

rally averaged peak wall shear stress in pulsatile flow as compared to steady flow. The 

asymm etry of the flow in the non-planar model leads to an increased concentration of 

high shear levels a t the lower half of the shear map. The location of the peak wall 

shear stress magnitude has been displaced proximally and away from the bed center- 

line in the non-planar model a t 0.5 D as compared to 0.8 D downstream of the toe in 

the p lanar case. There is also a 10 % reduction in the peak wall shear stress m agni

tude in the non-planar model as compared to the p lanar configuration. Overall, a more 

uniform distribution of wall shear stress results from the introduction of the upstream  

out-of-plane curvature.

Figure 3.15 shows a comparison of the numerically computed normalized wall 

shear stress m agnitude in the p lanar and non-planar models a t four points in the flow 

cycle with wall shear vector surface stream lines superimposed. Points where shear 

stream lines converge to or diverge from are of particular in terest as they indicate 

separation and reattachm ent (stagnation) points respectively. A characteristic feature 

in both wall shear stress maps is a region of low shear a t the toe level on the bed wall 

of the anastomosis associated with a stagnation point. The proximity of th is low shear 

zone to a high shear region creates steep spatial gradients of shear th a t are accentu

ated in the non-planar model by the presence of an additional high shear cell proximal 

to the low shear area.

The m agnitude of wall shear stress in the region proximal to the heel is one to 

three orders of magnitude less than  the temporal m ean shear stress a t the graft inlet. 

This is due to the limited mass flux through the heel in the occluded host section. Note 

the proximal displacement of the minimum wall shear stress contour (0.002) in the 

non-planar model indicating elevated shear stress levels in the occluded host vessel 

region as compared to the planar configuration. In term s of the dynamic behavior of 

the wall shear stress distribution a 30 % drop in the peak wall shear stress magnitude 

in the non-planar model at mid deceleration as compared to the planar configuration
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is noted, with subsequent effects on the magnitude of the associated spatial gradients 

of shear. Although these differences between the two geometries are less pronounced 

during other points in the flow cycle, overall there is a more uniform temporal d istri

bution of wall shear stress in the non-planar configuration.

An im portant difference between the two geometries is related to the location 

and motion of the stagnation point. By tracking the excursion of the stagnation point 

throughout the flow cycle, significant differences in both am plitude and direction of its 

oscillatory motion between the two models (Figure 3.15) were identified. In the planar 

configuration the stagnation point oscillates along the symmetry line on the bed and 

between 0.7 D proximal to the toe a t early acceleration and O.ID distal to the toe at 

mid deceleration. In the non-planar case the stagnation point oscillates about a center 

th a t is located off the symmetry plane intersection with the host artery  bed wall, and 

following a parabolic path with a 0.7 D longitudinal and 0.5 D transverse excursion. It 

should be noted th a t in both configurations the stagnation point disappears between 

end acceleration and early acceleration. In the non-planar model during early accel

eration a reattachm ent line initially forms (Figure 3.15) becoming a point during the 

following phase in the cycle.

On the wall shear stream line maps points of shear direction reversal are of par

ticular in terest as they highlight flow separation zones. The location of the reattach

m ent point can be readily identified a t the top and bottom of the shear direction map 

of the p lanar model a t mid deceleration. In the non-planar configuration and a t mid 

deceleration the separation zone is shifted away from the toe wall towards the bed 

wall and extends along a line th a t is oblique to the vessel axis. This behavior is associ

ated with the bulk flow rotation forced by the upstream  curvature in the graft.

3.3.3.4 Oscillatory shear index

Figure 3.16 shows a comparison of the oscillatory shear index distribution in the 

planar and non-planar configurations calculated applying the 081 definition in tro

duced in section 3.3.2.1 and the definition of Moore et. al (1999). The 081 calculations 

were performed a t a post processing stage using the computed shear distribution in 

the unfolded host vessel. A threshold of 5 % of the m ean Poiseuille flow wall shear 

stress m agnitude was applied to exclude very low signal to noise shear data (primarily
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from the occluded proximal host region) from the oscillatory shear index calculation. 

The irregularities in some of the contours in Figure 3.16 are indicative of the difficulty 

in resolving this flow index. Distinct regions of elevated oscillatory shear can be identi

fied in both models. One such region encapsulates the spatial temporal mean location 

of the stagnation point on the bed of the planar anastomosis. Another region of ele

vated oscillatory shear located on the toe wall of the host vessel exhibits a peak at 0.8 

D downstream of the toe and extends between the toe and 2D downstream of the toe. 

This region is spatially associated with the flow separation zone on the toe wall de

picted in Figure 3.12 and Figure 3.15.
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Figure 3.16 Comparison of the numerically computed modified (top) and original (bottom) 
oscillatory shear index in the unfolded planar (left) and non-planar (right) models. Regions 
enclosed by dashed fines are shown in close-up view in Figure 3.17.
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Figure 3.17 Comparison of the stagnation point excursion on the wall of the unfolded host 
vessel in the planar (left) and non-planar (right) anastomosis. Symbols are superimposed 
on close-up of the corresponding oscillatory shear index map region and are equally spaced 
in time. Right most symbols correspond to early acceleration and arrows indicate the direc
tion of motion of the stagnation point.

In the non-planar model regions of elevated oscillatory shear are also spatially 

associated with the separation zone and the stagnation point. It should be noted how

ever that the region of elevated oscillatory shear does not stretch along the path fol

lowed by the stagnation point. This can be explained by the spatio-temporal concentra

tion of the motion of the stagnation point tha t accounts for the filtering effect exhib

ited by the oscillatory shear index localisation. Regions of elevated shear not ac

counted for by the stagnation point dynamics are associated with a secondary flow 

separation proximal to the toe on the bed of the anastomotic wall. This flow separation 

can be identified on the shear direction maps (Figure 3.15) during peak flow and mid 

deceleration as a point of shear vector stream trace convergence. This secondary sepa

ration is associated with the complex flow vortices tha t develop in the anastomotic 

junction. The spatial extent of the elevated oscillatory shear regions is reduced in the 

non-planar model and as compared to the planar configuration. Moreover, in the non- 

planar model, and for OSI values above O.I the mean oscillatory shear was reduced by 

22 % as compared to the planar configuration.

Figure 3.17 shows a close-up of the oscillatory shear distribution in both model 

configurations in the vicinity of the stagnation point trace also shown. Several points 

are worth noting. There is significant temporal concentration of the stagnation point 

excursion in both models although more pronounced in the non-planar configuration.
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This region of concentrated stagnation point movement corresponds spatially with a 

peak in  the oscillatory shear magnitude. Most of th is motion occurs during early accel

eration with the stagnation point positioned most proximally during the first accelera

tion phase.

The comparison of the oscillatory shear distribution obtained by the definition of 

Moore et al. (1999) and the modified definition proposed here shows, as expected, a 

very sim ilar distribution pattern  in both cases. However, a reduced spatial extent and 

less uniform distribution oscillatory shear is evident in the existing definition as com

pared to the modified OSI definition proposed.

3.3.3.5 Flow in the proxim al non-planar host vessel

Figure 3.18 shows the flow behaviour a t the anastom otic junction. Figure 3.18 a 

and b show an axial velocity contour map extracted along the z=-0.3D plane a t mid 

acceleration (a) and early deceleration (b). Vectors and stream traces of the in-plane 

velocity components are also plotted. Note the formation of a recirculation region, 

which varies in spatial extent and topology throughout the cycle. In the x-y plane, the 

recirculation appears as a vortex, and the stream lines in th is plane show fluid p arti

cles th a t enter the occluded part of the host vessel are swept back into the main flow 

stream  by the vortex and are convected downstream in the host vessel. However the 

vortical structure is three-dimensional, and varies both in strength  and topological 

form. Turning to Figure 3.18 c and d, a t mid-acceleration two almost symmetrical vor

tex cores are found which transport flow out of the proximal portion, whereas a t mid 

deceleration, a single strong vortex is generated by the decelerating flow and draws 

flow out of the recirculation region limiting the spatial extent of the flow reversal. The 

instantaneous Reynolds num ber is (Re=200) for plots (a) and (c) and (Re=250) for plots 

(b) and (d); so although these do differ to some extent, the flow features are radically 

altered indicating the profound effect of the flow unsteadiness.

The structure of the vortex is complex but some insight can be had from exam

ining the paths of particles released into the flow frozen in the cycle a t the mid

deceleration point (Figure 3.18 e-h). At x/D =-1.2 on the bed wall fluid particles arriv

ing from both directions converge and are pulled swiftly off the wall to join the strong 

clockwise vortex forming a t the centre of the lumen.
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Figure 3.18 Flow patterns in the graft-host artery junction of the non-planar anastomosis. 
Streamtraces and vector plots at an x-y plane extracted at z—0.3D at (a) approximately 
mid-acceleration and mid-deceleration (b). Streamtraces superimposed on axial velocity 
contours extracted at ID proximal to the toe (c-d) at mid-acceleration (c) and mid
deceleration (d). Dotted line indicates level of shce extraction plane shown in panels (a) 
and (b). Also shown trajectories of fluid particles released at points within the elevated 
oscillatory shear region ID proximal to the toe at mid-deceleration (e-h).
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Figure 3.18 e-h shows different views of the trajectory of fluid particles released 

on the bed wall of the non-planar model a t a flow separation point m arked by converg

ing wall shear stream lines and elevated oscillatory shear. Time integration m arkers 

are equally spaced in time and show the temporal evolution of the particles released. 

Released fluid particles initially move slowly along the wall and upstream  towards the 

occluded section of the proximal host vessel. As these fluid particles reach the level of 

the heel they experience the strong in-plane force associated w ith the vortex located 

near the axis of the vessel and are drawn towards its core. As particles enter the vor

tex core they a tta in  a swirling motion and are convected downstream where they re

join the main flow stream  and swiftly gain momentum. In  Figure 3.18 g the conver

gence of fluid particles released upstream  and downstream of the three-dimensional 

separation point (x/D=-0.8) is shown. Also shown is the trajectory of a particle released 

in the recirculation region (a region of elevated OSI) a t the toe wall and just distal to 

the toe. Note the initial very slow upstream  motion of the particle w ithin the separa

tion region and the swift change of direction as it negotiates the separation boundary.

3.3.4 D iscussion

The aim of this investigation was to dem onstrate the fundam ental effects of 

flow pulsatility on the flow field in two geometric configurations of a distal end-to-side 

anastomosis. As discussed in the introduction, the flow conditions are somewhat ideal

ized (Newtonian fluid assumed, rigid wall models used, single harmonic flow wave

form applied) as the prim ary effect this study seeks to identify is th a t of the geometry.

The introduction of time-varying flow in the investigation on the effects of out- 

of plane graft curvature in a distal end-to-side anastom osis produced several in terest

ing results. Although the gross features of the flow were sim ilar to those found in the 

steady flow investigation of Sherwin et al. (2000), a num ber of im portant distinctive 

features are introduced. One such feature is the extensive flow separation observed on 

the toe wall ju st downstream of the toe in both model configurations. Low shear mag

nitude and long residence times associated with flow separation regions are hemody

namic conditions shown to promote the development of early vessel wall disease proc

esses. In a detailed investigation of flow separation in the p lanar anastomosis for 

steady flow Ethier et al. (2000) reported no axial flow separation for Re<250, in
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agreem ent w ith the result of Sherwin et al. (2000), and a single separation region on 

the toe wall and slightly downstream of the toe for Re between 250 and 450. In terest

ingly, for Re>450 they reported the formation of a second separation zone 1.3 diame

ters downstream of the toe. The unsteady flow results reported here where the Rey

nolds num ber varies between 62 and 437 show only a single axial flow separation re

gion in both model configurations. The tem poral and spatial evolution of this separa

tion region is strongly influenced by the graft geometry and is coupled to the flow 

oscillation. The 10 % reduction in the peak m agnitude of the tim e averaged wall shear 

stress in the non-planar model as compared to the p lanar configuration found here is 

in line with the steady flow result of Sherwin et al. (2000). The dynamic behaviour of 

the stagnation point on the bed of the anastomosis is of particu lar in terest as it may 

assist in predicting the localization of vessel wall disease. While factors such as high 

shear m agnitude and long exposure time may lead to platelet activation, forces acting 

in the direction of the vessel wall, as those found in the vicinity of a reattachm ent 

point, are necessary to carry activated platelets to the endothelium. The adhesion and 

aggregation process of activated platelets convected to the wall in the locality of the 

stagnation point is augm ented by the low shear environm ent of the flow separation 

region (Wurzinger et al., 1983; Blasberg et al., 1983). It has been shown (Wurzinger et 

al. 1983; Karino and Goldsmith, 1984) in vitro th a t regions in the neighbourhood of 

the stagnation point are prone to throm bus formation, as platelets tend to strongly 

adhere to the wall at these sites. I t has also been shown for steady flow in perfusion 

models (Pritchard et al., 1995) th a t blood monocyte adhesion to the vessel wall is in 

versely correlated to wall shear stress and is strongly influenced by the magnitude of 

in-plane flow and the presence of flow separation. In addition a recent investigation by 

Hinds et al. (2001) with both steady and pulsatile flow in a th ree dimensional perfu

sion model showed th a t blood monocyte adhesion was significantly higher in the local

ity of the flow separation region as compared to the post reattachm ent and pre

separation regions. They also found th a t flow pulsatility significantly altered monocyte 

adhesion patterns and introduced an overall more uniform adherent cell distribution. 

Therefore, the significant differences found in this study in the pa tte rn  of the oscilla

tory excursion of the stagnation point between the two model configurations suggests
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a strong influence of out-of plane graft curvature in the distribution of sites on the 

vessel wall exposed to unfavourable hemodynamic conditions.

The significant changes in the spatial distribution of the separation zone asso

ciated with the introduction of out-of-plane curvature in the graft, highlights the 

strong influence of the three-dimensional character of the anastom osis on the flow be

haviour in  the native vessel. If blood monocytes tend to adhere more readily to the en

dothelium a t regions of low shear stress and flow separation thus promoting the de

velopment of vessel wall disease, then based on the results of th is study a reduction of 

the spatial extent of early wall lesions in the non-planar model as compared to the 

p lanar configuration might be expected. Furtherm ore, if a correlation between regions 

of elevated oscillatory shear and intim ai thickening exists, as shown by Ku et al. 

(1985) in the carotid bifurcation, then the 16 % reduction in m ean oscillatory shear 

found in the non-planar model as compared to the p lanar configuration would imply a 

corresponding reduction in the spatial extent of wall regions exposed to physiologically 

unfavourable flow conditions.

The flow behaviour in the occluded section of the host vessel is of considerable in

te rest as it is associated with long residence tim es a flow condition known to promote 

clot formation. Thrombotic wall lesions initiated in the occluded p art of the host vessel 

may proliferate distally penetrating the perianastomotic flow conduit and augm ent 

restenosis. Sherwin et al. (2000) found in steady flow an  80 % increase in the mass 

flux through the heel in the non-planar model as compared to the p lanar configura

tion. In pulsatile flow, an overall increase in the wall shear stress m agnitude in the 

occluded section of the host vessel was found. This was a resu lt of the introduction of 

upstream  out-of-plane curvature in the geometry. This can be attribu ted  to the devel

opment of a strong vortex a t the heel directed downstream  th a t sweeps particles, 

separated from the main flow on the bed, th a t en ter the occluded section of the host 

vessel back into the main stream .

In the controlled conditions of an idealized anastom osis model it was possible 

to characterize flow features such as flow separation and stagnation and associate 

them  with specific geometric param eters. It is shown th a t the introduction of out-of- 

plane curvature in the graft strongly influences perianastom otic flow and is thus ex

pected to affect the localization of vessel wall disease. I t would therefore be of interest
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to extend this investigation to assess the sensitivity of the flow to the degree of out-of

plane curvature.

Although gross geometric features are considered as the most influential fac

tors in vascular hemodynamics, it is the combined effect of gross and detailed features 

of geometry acting in conjunction with factors such as flow pulsatility  and vessel wall 

mechanics th a t accounts for the variability in the localization and extent of lesions in 

revascularised vessels in vivo. Therefore, a series of studies increm entally incorporat

ing flow and geometric features closer to the true  in vivo hemodynamic conditions in 

arte ria l bypass grafts are necessary in order to assess the range and importance of the 

effects of natu ra l geometric and flow waveform variability between individuals on 

perianastomotic flow patterns.
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Chapter 4.

A Spline Based Modelling 

Technique for 2D Phose Velocity 

Encoded MRI Doto

4.1 Introduction

By applying a data modelling process to an MRI phase velocity encoded data set, 

the following can be achieved: an analytical definition of the phase distribution in the 

region of in terest can be obtained, the random noise in the data can be reduced and, 

flow related indices th a t require processing operations sensitive to noise (e.g. velocity 

gradients, vorticity) can be derived from the model w ithout noise propagation penal

ties. Spline functions were selected as the basis of the proposed data modelling ap

proach. The various algorithms for fitting surfaces based on bicubic spline functions 

proposed by Dierckx (1995) were adopted for the approximation of MRI phase data. 

The corresponding public domain Fortran  routines developed by Dierckx (1995) and 

grouped in the FITPACK package were adapted for MRI phase velocity encoded data 

modelling.

A num ber of methods have been proposed to allow estim ation of wall shear 

stress from MRI velocity m easurem ents. Most methods use various types of post

processing algorithms to calculate wall shear stress from near wall velocity m easure

ments (Oshinski et al., 1995; Oyre et al. 1997). Frayne and R utt (1995 b) proposed a 

Fourier velocity encoding technique whereby one spatial dimension in the MRI image 

is used to encode velocity. With appropriate processing of the m easurem ent the in tra
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voxel velocity distribution and the exact wall location were obtained. The method was 

validated for steady flow in a straight tube yielding a m ean error of - 15 % of the nomi

nal wall shear stress.

Errors in the estim ation of wall shear stress from MRI velocity m easurem ents 

may arise from two separate sources. The first is locating the exact wall position a t a 

subvoxel level, and the second is measuring or calculating the velocity gradient a t the 

wall or very close to the wall. Due to the finite resolution of the MRI experiment, these 

processes will limit, to a greater or lesser extent, the accuracy of any method used to 

estim ate wall shear.

Early methods of wall shear stress estim ation from MRI phase velocity data 

used either linear or quadratic extrapolation of near wall velocity m easurem ents to 

calculate the velocity gradient at the wall (Moore et al., 1994; Oshinski et al., 1995; 

Oyre et al. 1997; Oyre et al., 1998). Oshinski et al. (1995) proposed an algorithm 

whereby the wall shear stress estim ate is obtained in three steps. Initially a user- 

defined threshold was applied to the m agnitude image and the single pixel boundary 

was extracted. Then, the mean of the boundary voxel velocity and the first in tra lu 

minal voxel velocity was calculated. This m ean velocity was used as an estim ate of the 

true, partia l volume corrected, boundary voxel velocity. Then the exact wall location 

w ithin the boundary voxels was estim ated using the corrected boundary velocities and 

applying conservation of mass. Finally the wall shear stress was calculated assuming 

a linear velocity profile within the boundary voxel. The influence of the voxel size on 

the accuracy of wall shear stress estim ation was investigated by S trang et al. (1994) in 

fully developed steady axisymmetric flow. Shear stress was calculated by fitting a 

quadratic polynomial to the velocity profile. They concluded th a t even under the ideal

ised conditions of their experiment (steady axisymmetric flow, sharp intensity gradi

ent a t the lumen wall boundary and no subject or vessel motion) large voxel size (pixel 

width > 0 .5  mm or > 5% of vessel diameter) lead to significant underestim ation of 

shear stress and subsequent overestimation of the vessel radius.

Lou et al. (1993) investigated the errors associated w ith curve fitting of velocity 

m easurem ents to obtain wall shear stress estim ates. Their theoretical analysis showed 

improved accuracy of the quadratic over the linear extrapolation method in both 

steady and time-varying well-defined flows. However they excluded from their analy-
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sis the effects of m easurem ent error. For time-varying flow they also showed th a t the 

wall shear stress estim ation error using both linear and quadratic extrapolation in 

creased as the thickness of the boundary layer decreased. Steinm an et al. (1995) com

pared wall shear stress estim ates based on linear and quadratic extrapolation of MRI 

phase contrast velocity m easurem ents with numerical predictions for steady complex 

flow in an idealised p lanar anastomosis model. They reported a significant improve

m ent in the m atch between results when quadratic instead of linear extrapolation was 

applied. Oyre et al. (1998) proposed a post processing technique to model the veloc

ity distribution w ithin a band near the wall by least squares fitting a num ber of su r

face patches in the form of two dimensional paraboloid functions to the MRI velocity 

data. This method works well when the velocity distribution can be modelled by para

bolic functions. In fully developed steady axisymmetric flow they reported an error in 

the wall shear estim ate of ± 4 % with respect to the theoretical value. However in 

cases of complex flows with skewed velocity profiles and strong in plane flow the accu

racy of the wall shear estim ates obtained from this method will be compromised. Such 

flow conditions are common near vessel bifurcations and in curved vessel sections. 

Furtherm ore this technique allows for discontinuities in the wall shear estim ates to 

occur, since it does not enforce continuity of the velocity gradients across the bounda

ries of the surface patches. The method also relies on the assum ptions th a t the bound

ary of the vessel lum en can be modelled by an ellipse and th a t the velocity distribution 

by a biquadratic function.

The accuracy of the three most common methods used to estim ate wall shear 

stress from MRI velocity m easurem ents was investigated by M asaryk et al. (1999). In 

their study they compared wall shear stress estim ates obtained by linear extrapolation 

w ith and without correction for wall position as proposed by Oshinski et al. (1995), and 

quadratic extrapolation. Wall shear stress estim ates were calculated from velocity 

m easurem ents in a straight tube for steady and pulsatile flow and from velocity meas

urem ents acquired from the cervical segment of the in ternal carotid artery  in healthy 

hum an subjects. They found a consistent underestim ation of wall shear stress by the 

linear extrapolation method. They also reported, for pulsatile flow in vitro, root mean 

square differences between theoretically predicted and MRI extracted wall shear 

stress of 59%, 17%, and 22 % for the linear, corrected linear and quadratic extrapola
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tion methods respectively. These results however may not be representative of the 

m erits of each method due to a lim itation in the method used to calculate the reference 

wall shear stress values. Their results show a significant difference between the mean 

velocity waveform m easured by the transit-tim e flow m eter and th a t obtained from 

the MRI phase-velocity m easurem ents. To overcome this problem the investigators 

derived their reference wall shear stress values from the linear summation of the 

Womersley solutions corresponding to the Fourier modes of the flow waveform recon

structed from the MRI m easured m ean velocities. However th is approach does not 

yield the true accuracy of the three wall shear stress estim ation methods they used, as 

it excludes systematic error due to temporal interpolation and waveform undersam 

pling. The authors also report errors between 28 % and 98 % in the wall shear esti

m ates calculated from in vivo MRI velocity m easurem ents. However it should be noted 

th a t due to the various assumptions introduced (rigidity of the vessel wall, fully devel

oped Womersley flow, Newtonian fluid) to obtain a reference solution for the in vivo 

results, the value of the error estim ates was significantly compromised.

4.2 Method Description

The proposed method models the complete MRI m easured velocity distribution 

in an arbitrarily  shaped vessel lum en with bivariate B-spline functions. B-spline func

tions have two im portant properties: they impose derivative continuity constraints to 

the approximation solution and they provide local support which allows the approxi

m ation to easily adapt to local variations of the velocity distribution. Therefore, with 

this approach, derivative continuity across the whole of the approximation domain is 

ensured and the magnitude of the velocity gradients in the original velocity distribu

tion is preserved in the model.

B-splines are piecewise polynomials. Their formulation is based on the concept of 

divided differences introduced by de Boor (1972). A set of knots distributed in the ap

proximation domain defines the boundaries between local approxim ation functions. 

Bivariate spline functions can be used for fitting surfaces. A bivariate spline function 

s{r,0) in polar coordinates is given by the following expression:

s(.r,0) =  X  Z  - (4 1)
i=-k j=-l
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where g  and h are the num ber of knots in the radial and circum ferential directions 

respectively, c. j are the B-spline coefficients, and Â,- { r ) , M y {0) are the B-spline

basis functions of degrees k and I defined on the knot sequences À and p. respectively 

by the following expressions:

t+i ^  _  rŸ
W  = (^.>>.1-A ) Z  \  ■ (4.2)

/+i ( u  -  0 ) ‘
,  ■ (4.3)1 l/«.,/-o

Therefore, for a given set of knots defined in the radial and circumferential di

rections, a bivariate spline function can be used to fit a surface. Although two dimen

sional MRI phase velocity encoded data are typically reconstructed on a rectangular x 

y grid, the spline function is defined on a polar grid as it provides the most convenient 

param eterisation of the approximation domain. The process of fitting a spline function 

defined in cylindrical coordinates s(r,0) to the MRI velocity data  requires a num ber of 

steps. The first step involves the definition of the boundary of the approximation do

main. This is achieved by segmenting the MRI phase image based on the information 

in the modulus image. For the purposes of the current investigation, where only MRI 

flow m easurem ents obtained in vitro will be considered, the application of a user speci

fied threshold on the modulus image was sufficient to accurately extract a single pixel 

vessel — lumen boundary. A smooth closed param etric spline curve was then  fit to this 

boundary by the following procedure. The extracted boundary points describe

an arb itrary  curve in the MR slice extraction plane. For every point on the boundary, a 

value of a param eter q is associated such th a t q^ < q^^ .̂ Then for an  interval [a, b]

two periodic spline functions 5j^(^)and 5_^(^)with common knots A, are determined 

such th a t the closed spline curve s{q) w ith param etric representation:

\x  = s^(q)
\ a < q < b  (4.4)

satisfies:

r = l , . . . ,m  (4.5)
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where m the num ber of points along the boundary extracted. The form of the approxi

m ating curve may be influenced by the choice of the curve param eterisation. Unless 

the boundary of the approximation domain presents severe indentations, a good choice 

for the param eter q is the angular coordinate of the original boundary data points.

The smoothest curve th a t fits the data while m aintaining a maximum Euclidian dis

tance from the centre of the original boundary pixels of less than  half the pixel width 

is calculated. The smoothness of the approximation is controlled by a user defined 

smoothing param eter (S) th a t is the upper limit of the residual approximation error 

(S(c)y.

<5(c) = ^  {x, -  (q^ y f  + (y, -  (q^ ) f  < S  (4.6)
r=\

where are the x and y coordinates of the m easured data  point i and g^is the an

gular coordinate of th a t point.

The solution to th is approximation is based on the smoothing criterion, which 

uses the concept of the smoothing norm ):

m = ) (4.7)
i= \

where g  is the num ber of knots and and —) are the right and left

order derivatives a t knot A,, of spline function s^{)  of degree (k) calculated in the knot 

intervals and respectively and similarly for and .

A solution is sought th a t minimises 77(c) subject to the constraint expressed by equa

tion (4.6).

In practice, the desired spline curve approximation is achieved iteratively. In i

tially a large smoothing factor is selected and the maximum Euclidian distance of the 

resulting closed spline curve from the original data on a point-to-point basis is calcu

lated. The smoothing factor is then  iteratively reduced by a small preset step value 

until the maximum Euclidian distance becomes less then half the pixel width (Figure 

4.1).

To fit or model a two dimensional MRI phase velocity distribution by a spline 

function, an approximation criterion needs to be defined. A well-known example is the
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least squares criterion, where the approximating spline function is calculated by 

minimising the approximation residual error (S(c))  defined as:

(4.8)

where u. is the value of the approximated velocity distribution at point i of the ap

proximation domain and w. the weight assigned to that value. The weights are used

when there is a non-uniform distribution of uncertainty in the velocity measurements 

within the approximation domain. A relative estimate of the uncertainty for MRI ve

locity measurements on a pixel-by-pixel basis is given by the inverse of the standard 

deviation of the phase. By applying propagation of errors and assuming uncorrelated 

noise in the receiver channels, Contouro and Smith (1990) showed that phase noise on 

a pixel-by-pixel basis could be approximated by the SNR of the modulus image:

g { 1 )
(4.9)

(a)

Knots
Spline
MRI

(b)

Figure 4.1 The single pixel boundary superimposed on the modulus image (a) and the ap
proximation boundary (b) defined by the smoothest closed spline curve (solid line) fit 
through the boundary pixels (squares) maintaining a maximum Euclidian distance from 
the pixel centres of less then half the in-plane resolution of the MRI acquisition. The knots 
of the spline are also indicated (solid circles).

The least squares criterion however, does not impose any constraints on the so

lution with respect to the smoothness of the calculated spline function. Therefore the 

least squares splines approximation function, for an appropriately selected knot dis

tribution, will pass through all the points of the original function and null the ap

proximation residuals. However, such a solution would not serve the purpose of MRI
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phase modelling as it would have included the random error of the original data. A 

more appropriate approximation would result by applying the smoothing criterion 

proposed by Dierckx (1981a). The approximation is based on minimising the smooth

ing norm (//(c) ), which is derived by applying the derivative continuity constraints on 

the approximation polynomials a t the knots subject to the additional constraint:

â(c)  = < S  , (4.10)
;=1

where <^(c) is the residual approximation error for a spline function defined by spline 

coefficients c and S  is the smoothing factor. The smoothing norm (//(c)) is defined as:

g h f  g h g f  h

' ? ( c ) = Z Z  E c , + È Z  (4.11)
9=1 j=-l\i=-k J /•=! i=-k\i=-l )

where ĉ  j are the spline coefficients and ^, bj  ̂ are defined as:

== (4 .1 2 )

^j,r -  ^j,l+\ ^ j j+l  (Mr ’ (4.13)

where +) and are the right and left order derivatives at knot

of the B-spline basis functions of degree (k) in the radial direction calculated in the

knot intervals and respectively, and sim ilarly Mjy^,(//^-t-) and

M^j]+\(Mr~) the right and left order derivatives a t knot of the B-spline basis

functions of degree (Z) in the circumferential direction calculated in the knot intervals

] and respectively. Spline functions and the ir derivatives up to or

der k -\,  where k  the degree of the spline, are continuous by definition. However higher 

order derivatives may be discontinuous. The smoothing norm essentially controls the 

level of the spline order derivative discontinuities a t the knots.

The num ber and placement of the spline knots in the approxim ation domain is 

im portant for the quality of the spline fit calculated. The knot placing strategy pro

posed by Dierckx (1981b) initially seeks, for a given value of S, a set of knots th a t sa t

isfies:

i= ;,,(co )< 5< F ^*(0 ) (4.14)
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where ,̂(oo) and 7^ ^(0) are the limiting values for the smoothing function 

which depends on the smoothing spline representation s according to:

(4.15)
( = 1

where N  is the number of data points in the approxim ation domain. The solution 

ofF^ ^(/?) when p  tends to infinity:

^s,*(” ) = , (4.16)
/=1

is the weighted least squares spline for a given set of knots. The solution of

^g,h ( f )  when p  tends to zero:

ĝ,h (0) = X  (^, -  k̂,i (n , ))^, (4.17)
/=i

is the weighted least squares polynomial ) of degrees k in r and I in 9. The

knot insertion strategy involves the gradual insertion of knots (one a t a time) in the 

approximation domain and the calculation of the sum of the approximation errors 

F^ ;, (oo) based on the weighted least squares spline 5^  ̂(^ , ̂ .) . Following each ite ra

tion, an additional knot is introduced w ithin the knot interval where the largest ap

proximation error is calculated. This process ends when condition (4.14) is satisfied.

This constrained optimisation problem is then  solved using the method of La

grange multipliers. This method searches for the critical points in the following func

tion:

^ (p ,  c) = 77(c) 4- p(S ( c )  -  S)  (4.18)

The coefficients (c^j) of the bicubic smoothing spline are calculated by solving the fol

lowing overdetermined system of equations:

g hZ Z P . A l M \ A r W j J * l A )  = M'A- f
i=-k j=-l

1 g
(4.19)

-k
h1

VF >-/

where p  m ust be chosen as the root to the equation F^  ̂(p)  = S  .
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This unique param eter p*, for a given set of knots th a t satisfies equation (4.14), 

for which  ̂(p*) = , is iteratively determined by using a rational interpolation

scheme (Dierckx, 1981a). For this a function R(p):

R( p )  = ! fE lR  (4,20)
p  + w

is used to reproduce the im portant properties of By selecting three initial

values for p:

„ ________F ( 0 ) - 3
-  Oj Pi -  Po -  „ . . Ç, 5 P3

the corresponding values of F^/,(p) (F],F^,F^) are then used to calculate the param e

ters u ,u ,w  from equation (4.20) so th a t F (p ,)  = F., / = 1,2,3. Then using the calcu

lated values for u ,u ,w  and solving fo rF (p ) = S  , a new estim ate p  for param eter p  is 

calculated.

Following each iteration, the values of p , , P 2 » F 3 adjusted as follows:

if  < ^ : p 3  f - p 2 , p 2 < - A  
if F 2 > 5 : p ,  < ^P 2 , P i < ^ P ,

by th is the interval [PpPs] is reduced with each iteration while:

P \ < P i < P 3’ F ^ < S ,

which makes the iteration convergent. The iteration ends when the following criterion 

is met:

< T , (4.21)
S

where T is approximation tolerance set to 0.001.

The approximation solution based on the smoothing criterion achieves the 

smoothest spline function for a given level of closeness of fit provided by the smoothing 

param eter S. Therefore, the selection of an appropriate value for S is im portant to the 

quality of the approximation. The m ean uncertainty of the approxim ated data set can 

be used as an estim ate of the smoothing factor. The approxim ation target in the case 

of the MRI phase velocity encoded data is to obtain the smoothest bivariate cubic
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spline fît with an approximation residual error less than  the m ean standard deviation 

of the original data. This condition is expressed by the following m erit function:

J  /V 1 / /

N - k - l  — g - h ^  N  1
(4.22)

where as mentioned previously k and I are the degrees and g  and h  are the num ber of 

knots of the spline basis functions in the radial and circum ferential directions respec

tively. When an approximation function with the desirable properties is calculated, 

flow indices such as wall shear or vorticity can be easily derived from the data model. 

The wall shear stress vector ( t ) can be expressed as follows:

T = - j uVU' n^ ,  (4.23)

where /J, is the dynamic viscosity of the fluid, is the surface un it norm al and U  the

velocity vector. If the surface normal cannot be calculated from the MRI data the wall 

shear stress vector can be approximated, with a few necessary assumptions, by the 

inner product of the axial velocity component gradient a t the wall w ith the boundary 

curve unit normal {n )\

du ds(r,6 )
' n , = - j u

dr
» , . (4.24)

r = R

The axial velocity gradient a t the wall can be computed analytically by differentiating 

the spline function representation of the velocity distribution s { r ,6 ) .

4.3 Method Validation

4.3.1 P o iseu ille  F low

As a first step in the validation of the proposed MRI phase modelling approach, 

the wall shear stress estim ates based on m easurem ents of Poiseuille flow are com

pared to the theoretically predicted values. Fully developed axisymmetric flow is es

tablished in a 1 m long straight precision bore (8 ± 0.02) mm glass tube (Schott Glass 

Gmbh) aligned with the scanner bore axis. Acquisition param eters used were: a 8 cm x 

8 cm FOV, a 256 x 256 image m atrix and the minimum TE of 6.8 ms, minimum TR of 

18 ms and a FA of 50 degrees.
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For Poiseuille flow the velocity u(r) a t any radial position r away from the axis in 

the tube is;

1 -

R
(4.25)

where R  is the nominal inner tube radius and u is the m ean velocity. The wall shear 

stress is:

du
dr

417 .
= - v

QIk R̂  AiuQ 1

r=R R

where Q the nominal flow rate.

R 7T R̂
(4.26)
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F igu re  4.2 Comparison of normalised theoretical (dotted line) and estimated (solid line) 
wall shear stress along the circumference of a precision bore tube (a). Error bars corre
spond to ± 8 % of the theoretical wall shear. Also shown (b) a comparison of y constant cen
treline velocity profiles obtained from MRI measurements (symbols) and spline modelled 
data (line) in the straight tube model. Error bars placed on the spline model profile corre
spond to ± 5 % of the mean velocity.

The rms difference between the spline model wall shear estim ates and the theo

retical value was w ithin ± 8 % (Figure 4.2a). This level of error is relatively small 

given th a t the precision of the velocity m easurem ents was ± 5 % of Ï7 (Figure 4.2b). An 

estim ate of the uncertainty in the theoretical wall shear stress value calculated from 

equation (4.26) can be obtained by applying propagation of error. Assuming all errors 

are independent and random, the formula for error propagation for the shear stress 

function is:
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Given th a t the fractional error, according to the m anufacturer’s specifications, in the 

flow rate  Q is ± 1 % and in the tube radius 72 is ± 0.25 %, and th a t the fractional error 

in the viscosity estim ate is 2.9 % the total fractional error in the wall shear stress 

T is (Equation (4.27)):

^  = Vl %  +  0 . 6 %  +  8 . 4 %  =  1 0 % .

F I

Therefore the spline approximation wall shear stress estim ate error is w ithin the un 

certainty of the nominal value.

4.3.2 S te a d y  C om plex  F low  in  a  P la n a r  B ypass G ra ft M odel

The proposed method was also validated in steady complex flow. Flow m easure

ments were obtained a t two diam eters downstream of a p lanar 45 degrees distal end- 

to-side anastomosis model and the circumferential wall shear stress distribution was 

estim ated. Comparisons were then  made with the numerically predicted wall shear 

stress for the same flow, using the results published by Sherwin et al. (2000).

Figure 4.3 shows a comparison of the raw MRI, the spline modelled MRI and the 

numerically computed axial velocity a t two diam eters downstream of the toe of the 

p lanar anastomosis model described in section 2.2.1. I t is apparent th a t although the 

modelling process has removed most of the noise in the raw  MRI data, the peak veloc

ity and the steep velocity gradients have been largely preserved. This is attributed to 

the local support feature of the spline approximation functions. Although the overall 

agreem ent between the numerical predictions and the spline modelled MRI data is 

very good, some slight mismatch prim arily in the vicinity of the vessel axis is appar

ent. This difference however, is also present in the raw MRI velocity distribution and 

is not therefore introduced by the approximation process. This can be clearly seen in 

the y-centreline velocity profiles shown in Figure 4.3. Although the spline fit to the 

original data is excellent, there is a difference between the num erical predictions and
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the experim ental resu lts in a region near the tube axis (-0.2< x/D < 0.4). This m is

match may be due to imperfections in the construction of the physical model used in 

the experim ents. This is exhibited in the MRI m easurem ents as a slight asym m etry in 

the velocity distribution with respect to the y-centreline which should lie on the sym

m etry plane of the model.

Figure 4.3 Comparison of the MRI measured (a) spline modelled (b) and numerically com
puted (c) normalised axial velocity extracted a t 2D distal to the toe in the planar distal 
anastomosis model for steady flow (Re=250).

1.75-
Spline
MRI
CFD1.5-

1.25-

0.75-

0.5-

0.25-

0.̂ 5-0.25 0.5
x/D

Figure 4.4 Comparison of the MRI measured (symbols) cubic sphne modelled (dotted line) 
and numerically computed (sohd hne) normahsed axial velocity y-centrehne profiles ex
tracted at 2D distal to the toe in the planar distal anastomosis model for steady flow 
(Re=250). Error bars corresponding to ±5 % of the mean axial velocity are placed for a 
number points on the sphne fit curve.
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A comparison of the numerically predicted and spline model MRI estim ated 

circumferential wall shear stress distribution is shown in Figure 4.5. Also shown are 

the wall shear stress predictions based on a linear and a quadratic fit of the MRI 

m easured velocity profiles. Using the numerical prediction as a reference solution, the 

spline model results tend to overestimate the wall shear m agnitude in the high shear 

region ( | the ta  | >100) and slightly underestim ate it in the low shear region 

(-100<theta< 100). To account for the uncertainty in the exact intravoxel wall location, 

the upper and lower bounds of the estim ate are calculated by contracting and expand

ing respectively the boundary of the approximation domain by a distance equivalent to 

half the in plane resolution of the m easurem ent. I t should be noted th a t despite the 

high in plane resolution of the MRI velocity m easurem ents, the error introduced in the 

wall shear estim ate due to the uncertainty in the subpixel wall location can still be 

significant. The m ean error in the location of the wall due to the spline fit is equal to 

half the pixel width, assuming th a t the boundary voxel is accurately located. This er

ror is equivalent to 3 % of the tube radius based on the in plane resolution of the ex

perim ent and the nominal tube radius. This level of error alone would, assuming 

Poiseuille flow and as a result of error propagation, introduce an uncertainty of 9 % in 

wall shear stress calculated from equation (4.26).

Wall shear estim ates obtained by applying the spline method are also compared 

to those obtained with the widely used methods of linear and quadratic extrapolation. 

Specifically three methods were examined: linear extrapolation using velocity meas

urem ents from the first two intralum inal voxels, least squares linear fit using velocity 

m easurem ents from the first three intralum inal voxels and quadratic fit using velocity 

m easurem ents from the first three intralum inal voxels. The results obtained a t four 

angular equispaced locations along the circumference of the vessel are shown in 

Figure 4.5. These results show th a t overall the linear methods produce more accurate 

wall shear stress estim ates as compared to the quadratic method. This is probably due 

to the fact th a t the velocity distribution investigated, based on the numerical predic

tions, is reasonably linear near the wall. However, overall these methods produced 

less accurate wall shear estim ates compared to the spline model. Although spatial dif

ferences were found, the overall accuracy of the linear method wall shear rate  esti

143



m ate was not significantly affected by the use of two or th ree in tralum inal velocity 

data points.

M RI - L o w e r  B o u n d  
M RI
M RI - U p p e r  B o u n d  
C F D
M R I-L in e a r  
M RI L in e a r  F it 
M RI Q u a d r a t i c  F it

3.5

2.5

0
1

-180

0.5 -90

-180 -120 -60 0 60 
Circumferential Location Theta  (deg)

120 180

F igu re  4.5 Comparison of numerically computed (thick solid line) and MRI spline model 
predicted (thin solid line) of wall shear stress magnitude along the circumference of the 
vessel wall extracted at 2 D downstream of a planar end-to-side distal anastomosis model 
in steady flow (Re=250). Wall shear stress is normalised by the Poiseuille wall shear stress 
at the graft inlet. Upper (dashed line) and lower (dashed-dot line) bounds of the estimate 
are also shown. Error bars correspond to +/- 10 % of the wall shear stress magnitude at the 
graft inlet. Symbols represent wall shear stress estimates based on the two-point linear 
method (circles) and the three-point least squares linear fit (squares) and quadratic fit 
(triangles) methods.

It should be noted however th a t for different flow (shape of velocity profile) and 

m easurem ent conditions (VNR, spatial resolution) the quadratic m ethod may yield 

more accurate results. Steinm an et al. (1996) compared the two methods in complex 

flow and concluded tha t the quadratic method is superior to the linear method. How

ever, a few comments on their study are w arran ted  here. The setup of their experi

m ent was such th a t offered minimum partial volume errors and very high wall-lumen 

contrast. They have also neglected the uncertain ty  of the velocity m easurem ents in 

the calculation of the wall shear stress. They have only calculated shear rate  for the 

peak shear location along the vessel circumference where the velocity profile is ap

proximately linear and the velocity to noise ratio of the  near wall pixels used in the 

polynomial fit process was significantly higher then  the circum ferential average. F u r
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therm ore, to assess the effect of the voxel size on the accuracy of the wall shear esti

m ate and compare the respective behaviour of the quadratic and linear methods, they 

used noise free numerically computed velocities. These results therefore can be ra ther 

misleading and not applicable to velocity m easurem ents obtained in vivo with low 

VNR and spatial resolution thus significant partia l volume error.

Method Limitations

These initial results show the potential of the proposed method. However, addi

tional effort is required to address a number of outstanding issues. The method a t

tem pts to reach an optimum solution to a constraint optim isation problem with a 

num ber of control param eters as input. Given a phase velocity encoded image and its 

corresponding magnitude reconstructed image, the algorithm requires as user input 

the pixel intensity threshold used in the segmentation of the m agnitude image. It also 

requires values for the upper limit of the smoothing factor used in the bicubic spline 

approximation of the velocity m easurem ents th a t lie w ithin the vessel lumen bound

ary.

If a strong edge a t the vessel lum en boundary exists, the m agnitude image can 

be easily segmented by a simple threshold method. An appropriate threshold can be 

selected as the minimum signal intensity threshold th a t excludes background noise in 

the vicinity of the boundary and m aintains a relatively smooth and connected lumen 

outline. For velocity m easurem ents in models, it was found th a t a threshold set to 95 

% of the average peak background pixel intensity extracted from three background 

regions of in terest in the vicinity of the lum en yielded satisfactory results.

The selection of the appropriate smoothing factor for the closed curve spline fit 

to the single pixel vessel lum en boundary definition, obtained by segmenting the mag

nitude image, is based on two rules. First, the boundary of the approximation domain 

should be as smooth as possible. This is im portant since the resulting spline surface fit 

and the wall shear estim ate is sensitive to the smoothness of the boundary of the ap

proximation domain. Second, the boundary should be constrained w ithin the edge pix

els. Therefore the optimum solution based on these rules is sought iteratively by s ta r t
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ing with a very high smoothing factor and gradually reducing its value until the sec

ond constraint is satisfied.

The selection of the smoothing factor for the surface bicubic spline fit is more 

complicated. A ta rge t for th is optimisation process could be set w ith respect to the re

sidual error of the fit computed as the rm s difference between the m easured velocity 

values (ui) and the corresponding spline fit values s{r.,6j) expressed by:

X ’ (4.28)

where is a user defined value and, N  the num ber of experim ental samples used in 

the approximation. Determ ining an appropriate value, or range of values, for K  re 

quires some information on the velocity m easurem ent uncertainty. The m ean velocity 

to noise ratio across the vessel lumen could be used as an estim ate of the mean meas

urem ent uncertainty, assum ing th a t systematic error in the velocity m easurem ents is 

small. However the relationship between m easurem ent uncertainty or precision and 

velocity to noise ratio has to be determined first. Then a formula or lookup table can 

be generated and used to set the range of values for K  given the velocity to noise ratio 

of the m easurem ents. Additional constraints in the approxim ation solution are re

quired to determ ine the optimum approximation. For example constraints based on 

the spatial frequency spectrum of the spline approximation function and its deriva

tives could be introduced. By this, solutions containing spatial frequencies above a 

lim it determ ined by the sm allest flow features the m easurem ent technique can resolve 

or are of in terest can be excluded.

The effect o f the smoothing factor on the shear estimate

The effects of the smoothing factor on the wall shear estim ate calculated from 

the spline model of the MRI velocity distribution for complex steady flow (Re=250) at 

the toe of the non-planar distal anastomosis model were investigated. Two velocity 

m easurem ents were obtained: one with a relatively low velocity to noise ratio (aliasing 

velocity of 1.2 Wpeak) shown in Figure 4.6a and, one with a high velocity to noise ratio 

(aliasing velocity of 0.3 Wpeak) shown, corrected for phase wrapping, in Figure 4.6b. A 

simple smoothing process was applied to the low VNR m easurem ent whereby the ve
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locity a t each point on the image grid is replaced by the average velocity of its 

neighbours with the condition th a t the second derivative of the velocity a t the bound

ary is constant. The smoothed velocity distribution is shown in Figure 4,6c. It should 

be noted th a t only p art of the noise in the original data has been removed by this sim

ple smoothing approach. This process also reduced the size of the high velocity con

tours with subsequent effects on the velocity gradients (Figure 4.8). Therefore it is 

most likely th a t wall shear stress calculations based on data smoothed by th is process 

will underestim ate the true  values.

The balance between the closeness of fit and the smoothness of the solution is 

critical to the quality of the spline approximation. One solution is to maximise the 

smoothness of the solution for a given level of residual approxim ation error deter

mined by the m easurem ent precision. However th is approach does not necessarily 

yield either the optimum solution or the correct approximation. It is therefore neces

sary to establish an upper limit for the residual approximation error and determine 

the corresponding upper limit for the smoothness of the fit to meet the residual error 

target. Then, solutions obtained by progressively reducing the smoothness factor yield

ing closer fits to the original data should be inspected and the optimum solution se

lected. It should be noted th a t as the smoothing factor is reduced, thus a closer fit is 

requested, a new distribution of knots is calculated to meet the condition set by equa

tion (4.14). The adaptive knot placement strategy ensures th a t there will be a larger 

num ber of knots with decreasing S and, a higher knot density in regions of the domain 

where the function underlying the data is more difficult to approxim ate th an  in re

gions where it is smoother. The spline fits and the corresponding knot distribution ob

tained by applying th is process to the low VNR m easurem ent shown in Figure 4.6a for 

th ree values of the smoothing factor S (8, 6.8 and 6.6) are shown in Figure 4.7 a-c re

spectively. I t is not difficult to identify the preferred solution when the corresponding 

circum ferential wall shear estim ates shown in Figure 4.9 are considered. It is appar

ent th a t the approximation corresponding to a smoothing factor of S = 6.6 includes an 

unacceptable level of noise while the approximation corresponding to a smoothing fac

tor of S = 8 has removed im portant features of the velocity distribution. A good com

promise between closeness of fit and smoothness of the solution is achieved by select

ing a smoothing param eter of S = 6.8.
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A comparison of the y-centreline velocity profiles obtained from the low and high 

VNR MR velocity m easurem ents, the spline fit on the low VNR data  and the moving 

average smoothed low VNR data  is shown in Figure 4.8. The moving average smooth

ing has retained the noise in the original data, which is more pronounced near the 

axis. Finally it should be noted th a t the spline fit to the low VNR data  is very good and 

close to the high VNR profile.

r
Figure 4.6 Raw MRI u-axial velocity contour maps extracted at the toe of the non-planar 
anastomosis model for steady flow (Re=437) using an aliasing velocity of 1.2 ^eak (a) and 
0.3 ^eak (b). Also shown (c) is a smoothed version of the original measurement shown in A.

Figure 4.7 Spline modelled MRI data based on the velocity distribution shown in Figure 
4.6a, obtained with different degrees of smoothness in the solution by altering the smooth
ing factor S. Results correspond to S = 8 (a), S = 6.8 (b) and S = 6.6 (c). Symbols indicate 
the knots used to calculate the spline fit.
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Figu re  4.8 Comparison of y = 0 centreline velocity profiles extracted from the smoothed 
MRI (dashed line), the original low VNR MRI (circles), the spline fit (solid line) to the 
original MRI shown in Figure 4.7 b and the high VNR reference MRI data (squares).
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Figu re  4.9 Circumferential wall shear stress distribution estimated from the spline mod
elled MRI phase velocity maps shown in Figure 4.7.
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Chapter 5.

Flow in Realistic Geometry 

Bypass Graft Models

In previous chapters flow in idealised models of a rte ria l anastom oses has been consid

ered. Although such studies are im portant in understanding the fundam ental effects 

of the various geometric and flow related param eters in a controlled environment, 

there is also the need to assess the flow field associated with more physiologically 

relevant flow conditions. Several studies have investigated the feasibility of non- 

invasive in vivo volume flow quantification in coronary arteries (Keegan et al., 1994; 

Hofman et al., 1996; Hundley et al., 1996; Sakum a et al., 1997) or coronary artery  by

pass grafts (Galjee et al., 1996) by MRI. These investigations dem onstrated the possi

ble applications of phase velocity mapping in small and difficult to image vessels or 

vascular reconstructions in the coronary circulation. However, there are still respira

tory and heart motion related effects th a t have not been resolved and may compromise 

the accuracy of such measurem ents. W ith current MRI technology, highly resolved de

tailed in vivo studies of the complex local perianastomotic bypass graft flow field in the 

coronaries are not feasible. Although such studies are technically feasible for other 

small calibre arteries they may require long acquisitions and therefore increased pa

tien t tolerance.

To overcome these limitations, an alternative indirect approach to study the flow 

field in difficult to image vessels or vascular reconstructions, whereby the in vivo flow 

conditions could be transferred  to in vitro models, was developed. This approach in

volves a num ber of steps. F irst the arte ria l geometry of in terest is extracted in vivo by 

high spatial resolution MR angiography. The images obtained are then  processed off
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line and the surface of the lumen is reconstructed. Finally, the digital representation 

of the surface is used to fabricate a hollow physical model of the flow conduit of in te r

est. The velocity distribution a t the inlet of the interrogated arte ria l segment can also 

be obtained in vivo either by MRI or pulsed Doppler ultrasound. For th is investigation, 

due to access restrictions on the flow quantification pulse sequences available on the 

S t’ M ary’s GE Signa scanner used for the in vivo acquisitions, the graft inlet flow 

waveform and the graft outflow division ratio were obtained from pulsed Doppler 

velocimetry.

The aim of this p art of the investigation was to assess the effects of the detailed 

geometry on the local time varying flow field in realistic bypass graft models. For this, 

a femoro-tibial bypass graft geometry extracted in vivo and an aorto-coronary bypass 

graft geometry extracted in vitro from an arte ria l cast by MRI, are considered. Results 

from MRI velocity field m easurem ents in the realistic bypass graft models fabricated 

based on the MR extracted geometric definitions are discussed. P arts  of the m aterial 

presented in this chapter formed the basis of a paper due to appear in Biorheology (Pa- 

paharilaou et al., 2002).

5.7 Aorto-coronary bypass graft model

5.1.1 Methods

5.1.1.1 Geometry measurements

M easurem ents were performed on a GE 1.5 Tesla MRI whole body scanner a t S t’ 

M ary’s Hospital and on a GE 1.5 Tesla 30 cm bore scanner a t Im perial College.

Bypass grafts of the left anterior descending (LAD) coronary artery  were con

structed by an experienced heart surgeon using excised porcine hearts  and hum an 

saphenous vein, surplus to requirem ents for coronary artery  bypass grafting. The 

grafts were cast using an epoxy resin (Biresin G49, Cika Chemie) a t a pressure 

equivalent to 74 mm Hg and extracted using hydrochloric acid (Figure 5.1a). The casts 

were then imaged im mersed in a CuS04 doped w ater solution, using a standard  three- 

dimensional gradient echo sequence with 0.19 mm in plane and 0.7 mm through plane 

resolution.
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5.1.1.2 Surface reconstruction

The raw MRI images were segmented and single pixel edges defining the blood 

vessel boundaries were extracted. A closed spline was fitted through each edge and 

evaluated a t a suitable num ber of sites to obtain a cloud of points representing the 

surface of the blood vessel. An implicit function which has minimum curvature and 

fits through these points and the centres of all closed splines is calculated (Peiro et al., 

2001). The zero value contour of the implicit surface provides a good interpolation of 

the surface of the blood vessel (Figure 5.1b). By passing th is geometry definition in 

term s of bicubic spline surfaces to the FELISA mesh generator (Peiro and Sayma, 

1995), a com putational mesh could be produced making it possible to use the extracted 

bypass graft geometry in numerical computations of the flow field.

5.1.1.3 Model Fabrication

A  1650 FDM rapid prototyping (RP) fused deposition modeller (Stratasys Inc., 

USA) using Acrylonitrile-Butadine-Styrene (ABS) therm oplastic applied in th in  layers 

was used to produce the bypass graft replica. For the purposes of ensuring appropriate 

flow conditions for the MRI flow m easurem ents circular cross section extensions were 

blended a t the inlet and outlet of the bypass graft geometry definition th a t was then 

scaled by a factor of 1.5. This information was then input in stereolithography (STL) 

form at to the RP m anufacturer's processing software Quickslice™ to generate an out

put file defining the position of the RP head for physically creating the model, slice by 

slice every 0.25mm (Sanghera et al., 2001). The model was constructed in approxi

m ately 90 m inutes (Figure 5.1).

A negative flexible transparen t silicone model of the stereolithographic replica 

was fabricated and used for MRI flow m easurem ents. The fabrication process of the 

physical model involved a number of stages. Initially a resin  copy of the rapid proto

type vascular replica was obtained. This was achieved by first constructing a silicone 

mold of the original model in two halves. A box was made from non silicone bonding 

m aterial to enclose the replica. Silicone was then  poured to create the lower half of the 

mold and was left to cure. A th in  layer of non silicone bonding m aterial is then applied
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on the exposed surface of the cured lower half of the mold. By this, the upper half of 

the mold which is poured on top does not bond to the lower pa rt and the two parts can 

he mechanically separated when cured. After allowing the upper half to cure the two 

halves are separated and the original rapid prototype model is removed. The mold was 

then used to produce a copy of the original rapid prototype model. The surface of the 

resin copy was then  smoothed by applying a very th in  layer of pain t which was just 

enough to remove the surface roughness caused by approxim ately 0.1 mm deep 

grooves, characteristic of the model fabrication process used by the rapid prototyping 

system. A new silicone mold was then made from the smoothed version of the vascular 

model th a t was subsequently used to produce a wax copy of the smoothed resin model. 

The wax copy was then  molded using a clear flexible silicone m aterial (Elastosil 1450, 

W acher Chemie) and was subsequently melted out leaving a clear negative silicone 

model th a t was used in the MRI flow experim ents. The walls of the silicone model 

were made sufficiently thick to be assum ed rigid for the range of pressures applied in 

the flow experiments.

Aorta

Graft Distal host

Extension
Proximal vn

(c)

(b)

Heel

F igu re  5.1 (a) Close-up view of the distal anastomosis cast and the scaled (1.5 x original) 
stereolithographic replica corresponding to the outlined cast region. Surface representation 
of the coronary artery bypass graft distal anastomosis in lateral view (b) and top view 
(epicardial surface) (c) with distal host section extended. Dimensions are normalised by the 
graft inlet diameter (D).
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5.1.1.4 Flow measurements

Three inlet flow conditions were investigated. A fully developed steady and a set 

of time-varying axisymmetric flows were prescribed a t the inlet. The pulsatile wave

forms applied were: a single harmonic sinusoidal waveform with a superimposed 

steady flow component and, a multi-harmonic aorto-coronary bypass graft flow wave

form. The physiological flow waveform used in this investigation was adapted from a 

blood flow velocity waveform obtained in vivo by Kajiya et al. (1986) using pulsed 

Doppler velocimetry. The flow m easurem ents were conducted in a hum an during open- 

chest heart surgery. A blood flow velocity waveform obtained in the distal end of a vein 

coronary artery bypass graft of the left anterior descending (LAD) coronary artery of a 

patien t with 99 % proximal stenosis of the LAD was selected for the purposes of this 

study. The original waveform was Fourier transform ed and its power spectrum is plot

ted in Figure 5.2. The waveform signal was then  low pass filtered with a cut-off fre

quency set a t 13 Hz (Figure 5.3a). This cut-off frequency was selected so th a t the fil

tered signal retained 90 percent of the power in the original signal. The flow waveform 

low pass filtered with an 18 Hz cut-off frequency is shown in Figure 5.3b. As expected 

the additional frequency content does not significantly alter the information content 

already included in the waveform generated from the 13 Hz low pass filter process. To 

reduce the m agnitude of retrograde flow, the filtered waveform was scaled down by a 

factor of two and a positive steady flow component was added (Figure 5.3c). A Womer- 

sley param eter of 2.7 and a Reynolds num ber th a t varied in the range of -10 to 225 

with a mean value of 100 were specified a t the graft inlet. The Womersley param eter 

and m ean Reynolds num bers were w ithin the physiological range for a heart a t rest 

(Lou et al., 1992; Clarke et al., 1995).

To assess the effects of pulsatility on the flow field in the bypass graft, a second 

set of velocity m easurem ents were acquired with the same scan param eters but for a 

simple single harmonic sinusoidal flow waveform with a superimposed steady flow 

component prescribed at the graft inlet. The Womersley num ber of the flow in this 

case was also 2.7 and the Reynolds num ber varied between 5 and 195 with a mean 

value of 100. A computer controlled flow sim ulator (Shelley Medical Imaging Inc.) was 

used to generate both flow waveforms. Steady flow m easurem ents were also obtained 

a t a Reynolds num ber of 100.
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F igu re  5.2 The power spectrum of a velocity waveform cycle recorded in vivo by pulsed 
Doppler velocimetry in a human subject just after aorto-coronary bypass graft surgery and 
before chest closure. Note that most of the signal power is contained in the first 8 harmon
ics (up to 13 Hz). The DC component (OHz) has been subtracted from the signal. The fun
damental frequency of the measured velocity waveform was 1.5 Hz.

A two dimensional phase contrast sequence was used to m easure the velocity 

vector by exciting a 2 mm slice with a 50 degrees flip angle and a 256 x 256 image m a

trix with a 8 cm square FOV yielding a 0.31 mm in-plane resolution. The minimum 

echo and repetition tim es of 7.2 ms and 14.7 ms respectively were selected. The acqui

sition was gated to a pseudo EGG signal generated by the flow sim ulator. F irst order 

gradient m oment nulling was applied to reduce flow pulsatility  artefacts. To improve 

the signal to noise ratio of the m easurem ent a contrast agent (Gd-DTPA) was in tro

duced into the circulating fluid. Eight excitations were applied which combined with 

the 2 views per segm ent selected required a total acquisition tim e of 30 m inutes per 

slice location.

Steady flow velocity vector m easurem ents were also obtained by exciting a 

2mm slice with a 50 degrees RF pulse and an 8 cm FOV on a 512x512 image matrix, 

yielding a 0.156 mm in-plane resolution. The m inimum echo and repetition tim es of

7.4 ms and 18 ms respectively were selected. Thirty-two signal averages were pre

scribed resulting in a to tal acquisition tim e of 19 m inutes per slice location. In order to 

extend the dynamic range of the velocity m easurem ent to accommodate the differences 

in m agnitude between the in-plane and axial velocity components, an aliasing velocity
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significantly lower than  the peak axial velocity was prescribed. An estim ate of the 

peak axial velocity was obtained from a prelim inary low-resolution short duration two- 

dimensional phase contrast acquisition. Based on this estim ate, an aliasing velocity of 

8 cm/s, approxim ately 60 % of the peak axial velocity, was selected. The aliased phase 

images were phase unwrapped to recover the correct phase d istribution applying the 

technique described in section 2.3.2. A single pixel vessel wall lum en boundary was 

extracted from the m agnitude image by applying an appropriate threshold level to ex

clude background pixels. Due to the high signal to noise ratio and spatial resolution of 

the velocity m easurem ents a steep pixel intensity  gradient outlined the boundary be

tween background and lumen pixels, thus allowing for th is simple segm entation 

method to give satisfactory results.
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F igu re  5.3 Comparison of the recorded (dotted line) and low pass filtered (solid line) flow 
waveform measured in the graft of a distal aorto-coronary anastomosis applying a cut-off 
frequency of 18 Hz (a) and 13 Hz (b). Waveform (c) was generated by scaling down by a 
factor of 2 and adding a DC offset to the filtered waveform shown in panel (a).
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F igu re  5.4 Coronary and sinusoidal flow waveforms at 1 D distal to the toe of the anasto
mosis of the aorto-coronary bypass graft model. Waveforms are derived from the evolution 
of the mean velocity calculated from the luminal pixels of the phase velocity images. Thirty 
one out of 33 phases, corresponding to a cycle period of 1.8 seconds and a phase spacing of 
55 ms, were reconstructed.

Figure 5.4 shows the velocity waveforms reconstructed by calculating the 

instantaneous mean lumen velocity from the tim e resolved MRI phase velocity images. 

The bandw idth of the reconstructed coronary bypass graft appears to be reduced by a 

low pass filtering process compared to the prescribed flow waveform shown in Figure 

5.3c. This difference could be a ttribu ted  to errors in the physical reproduction of the 

waveform and also could be the result of under sampling. The frequency response of 

prospectively gated phase-velocity MR m easurem ents has been investigated by Fray ne 

and R utt (1995a) and by Polzin et al. (1996). By applying a moving segm ent over con

tiguous views acquired to reconstruct all in term ediate flow phases Polzin et al. (1996) 

found th a t the Nyquist sampling frequency becomes independent of the num ber of 

views. This result shows th a t view sharing improves the sam pling ra te  of the m eas

urem ent.

For the experim ents reported here, care was taken  to prevent under sampling. 

For this a long waveform cycle of 1.8 s was selected. As a resu lt the maximum fre

quency in the prescribed filtered waveform was th a t of the eighth harmonic, or ap

proximately 4.5 Hz. To satisfy the Nyquist criterion, a sam pling frequency of at least 9 

Hz should be used. The effective sampling frequency (/^ .̂ ) for a segmented k-space se
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quential acquisition with viw sharing applied can be calculated by the following ex

pression:

/.. = + (5 1)
where is the number of flow directions encoded, is the num ber of TR intervals

between neighbouring reconstructed phases. The effective sampling rate  for these 

m easurem ents was approximately 18 Hz thus double the minimum requirem ent based 

on the Nyquist criterion. Although the acquisition of segments is sequential, the ac

quisition of the image pair corresponding to the norm al and inverted flow encoding 

bipolar gradients is interleaved. For single velocity component m easurem ents 

( = 1 ) four views per segment were acquired. When all three velocity components

were encoded ( = 3 ) two views per segment were selected to m aintain the tempo

ra l resolution achieved for the single velocity encoding m easurem ents. I t should be 

noted th a t although through view sharing the true tem poral resolution of the flow 

m easurem ents rem ains unchanged and given by:

+ (5.2)

where are the number of views or /j-space lines grouped together in each segment

of /e-space sampled, however 2n-l instead on n tem poral phases are reconstructed and 

the effective sampling rate as determined by equation (5.1) is increased.

Data analysis for wall shear estimation

Wall shear stress estim ates were calculated from the spline modelled MR ve

locity encoded phase by the following procedure. An estim ate of the wall location 

w ithin the boundary pixel was first obtained by fitting a smooth closed spline curve 

through the set of points determ ined by the centres of the boundary pixels. The selec

tion of the smoothness param eter (S) for the closed spline curve was based on the as

sumption th a t the surface of the inner wall of the physical model used in these studies 

is smooth. Therefore the spline curve with the highest smoothness param eter th a t is 

contained w ithin the boundaries of the edge pixels was selected as an initial estim ate 

of the wall location.
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Assuming th a t the wall location can be accurately determ ined a t the pixel level, 

the maximum error in the wall location estim ate will be equal to the in-plane resolu

tion of the MRI experiment. The uncertainty in the wall shear stress estim ate is also 

dependent on this error but is not directly proportional to it. Applying propagation or 

error to the wall shear stress function for Poiseuille flow as expressed by equation 

(4.26), assum ing other param eters are exactly known, the fractional error in wall 

shear rate  will be:

ÔT _  1
H kl

d z
dR

S R  = - ^ 3 R - ^ S R  = 3—  (5.3)
R-^ R

This resu lt reveals the sensitivity of the wall shear stress estim ate accuracy to errors 

in the detection of the exact wall location.

Once a spline definition of the boundary is obtained, the velocity a t the spline 

boundary definition points could either be set to zero thus enforcing the no-slip condi

tion a t the wall, or left to be calculated as part of the spline approximation solution. 

The la tte r approach was selected, as it does not require a priori knowledge of the exact 

wall location. The calculation of the velocities a t the boundary is based on the deriva

tive continuity constraints enforced for the approxim ation solution. The approximation 

domain included all velocity data points contained by the closed spline boundary defi

nition curve excluding boundary voxels.

5.1.2 R e su lts  a n d  D iscu ssio n

5.1.2.1 S teady flow

A comparison of the steady flow (Re=100) axial velocity contours and cross flow 

stream lines extracted a t the toe and a t ID distal to the toe are shown in Figure 5.5. 

There is a strong dom inant vortex with its core a t the upper p art of the cross-section 

and a w eaker counter-rotating vortex located towards the lower p art of the cross sec

tion th a t can ju st be inferred. This weaker vortex is somewhat more developed a t one 

diam eter downstream  of the toe. The asymm etry of th is vortex structure differs from 

the Dean-type symmetric counter rotating vortices associated with flow in planar 

curves and dem onstrates the influence of the out-of-plane graft curvature on the flow- 

field. Although the out-of-plane curvature (Figure 5.1c) appears low, there is a local
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contraction at the anastomosis inlet which accelerates the flow thus increasing the 

asymmetry of its injection from the graft to the host artery. It should be noted that 

although at ID distal to the toe cross flow streamlines converge and form a vortex core 

or sink in the primary vortex, they appear to diverge from a source point in the 

counter rotating secondary vortex. Streamline divergence or convergence occurs at 

points of cross flow stagnation where the magnitude of the cross flow vector is practi

cally zero. A cross flow vortex will setup a helical pattern of fluid particle motion 

which may improve fluid mixing.

Toe ID
Graft

Distal host

Bed
Proximal host (Occluded)

Myocar
dial side

(a)

Epicardial 
side

Figure 5.5 Surface representation of the coronary artery bypass graft distal anastomosis
(a). Dotted lines indicate measurement stations for the MRI results shown in panels (b) 
and (c). Comparison of contours of the MRI measured normalised axial velocity and cross 
flow streamlines extracted at the toe (b) and at ID distal to the toe (c) of the distal coro
nary bypass graft anastomosis in steady flow (Re=100).

Spline modelled data

Figure 5.6 shows a comparison of the raw and spline modelled axial velocity ex

tracted just distal to the toe of the aorto-coronary anastomosis. Figure 5.7 and Figure 

5.8 show similar comparisons for the horizontal in plane and vertical in plane velocity 

components respectively. It should be noted tha t the velocities calculated at the 

boundary of the approximation domain are in most cases significantly above zero due 

to phase averaging and partial volume errors in the MR data. However, if the spatial
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resolution of the acquisition is high and the velocity gradient within the boundary 

voxel is assumed constant, the velocity gradient at the boundary of the approximation 

domain can be used as an estimate of the wall shear stress. It should be noted that 

although the absolute value of the pixel velocities near the wall may be inaccurate due 

to intravoxel phase averaging, the velocity gradient determined by these velocities can 

be correct if the intravoxel phase distribution is linear and symmetric. In contrast if 

the intravoxel phase distribution is non-linear, this assumption is not necessarily valid 

and the resulting estimate of the velocity gradient a t the wall will be inaccurate.

Figure 5.6 Comparison of the MRI measured (a) and spline modelled (b) axial-1/ velocity 
component normahsed by the mean inlet velocity and extracted at the toe of the distal 
coronary bypass graft anastomosis model in steady flow (Re=100).(c) Comparison of MRI 
measured (dotted hne) and sphne modelled (sohd hne) axial velocity contours.

(b)

Figure 5.7 Comparison of the MRI measured (a) and spline modelled (b) vertical-w in
plane velocity component normalised by the mean velocity and extracted a t the toe of the 
distal coronary bypass graft anastomosis model in steady flow (Re=100).

161



(a) (b)

Figure 5.8 Comparison of the MRI measured (a) and sphne modelled (b) ho rizon ta l-in 
plane velocity component normalised by the mean velocity and extracted at the toe of the 
distal coronary bypass graft anastomosis model in steady flow (Re=100).

Figure 5.9 shows a comparison of the contours of axial vorticity and cross flow 

streamlines calculated from the sphne modelled MRI data extracted at the toe and at 

ID distal to the toe of the aorto-coronary anastomosis model. As discussed in the in

troduction, vorticity is a measure of rotationality in the flow and can be used to asses 

the level of fluid mixing. The axial component of vorticity (Ô is given by:

There is a notable approximately factor of five reduction of the peak axial vortic

ity associated with the primary vortex between the toe and ID downstream in the host 

vessel. This is associated with the sharp drop in cross flow magnitude occurring be

tween the two locations. High vorticity at some distance away from the wall is usually 

associated with vortical features in the cross flow streamlines.

Figure 5.9 Spline modelled axial vorticity contours (b) with cross flow streamlines super
imposed, from MRI measurements extracted at the toe (a) and at ID distal to the toe (b) of 
the distal coronary bypass graft anastomosis model in steady flow (Re=100).
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5.1.2.2 Tim e varying flow

Based on the tem poral relationship between the flow waveforms depicted in 

Figure 5.4, a num ber of flow phases obtained a t the toe and for each inlet flow condi

tion, corresponding approximately (±5%) to the same Reynolds number, were proc

essed and are shown in Figure 5.10, The results during early acceleration show a sig

nificant difference in the cross flow stream line patterns between the two flow regimes. 

The sinusoidal waveform result reveals the presence of two counter rotating vortices 

w ith well defined cores and, exhibits a less uniform velocity distribution as compared 

to th a t for the corresponding physiological waveform. Although the Womersley pa

ram eter is the same in both flow regimes there is a clear difference in the pressure- 

flow phase lag between the two cases. The flow field modulated by the physiological 

waveform appears to require additional time to accommodate the dynamics of the driv

ing pressure gradient. This can be attributed to the steeper flow acceleration and de

celeration gradients of the multi-harmonic coronary bypass graft waveform compared 

to the significantly smoother changes in flow ra te  forced by the single harmonic wave

form. During early acceleration, in contrast to the sinusoidal flow case (Figure 5.10 b), 

the prim ary vortex can be ju st inferred and the secondary vortex is absent in the 

physiological waveform case (Figure 5.10 a). During mid deceleration, although the 

cross flow patterns are sim ilar in both flow regimes (Figure 5.10 e & f), there is more 

pronounced axial flow separation in the physiological waveform case.

The velocity field in  the aorto-coronary bypass graft was also interrogated a t ID 

distal to the toe of the anastomosis to investigate the effects of the change in the shape 

of the vessel lum en boundary on the velocity field and also the ra te  a t which the ef

fects of the anastomotic junction geometry on the flow field in  the host vessel dissi

pate. Figure 5.11 shows three points in the flow cycle (peak flow (a&d), mid decelera

tion (b&e) and early acceleration (c&f)) for the physiological (top) and the sinusoidal 

(bottom) flow field. The strong influence of the flow waveform on the flow field found 

a t the toe is also evident in these results.

Although panels (b) and (e) of Figure 5.11 correspond to only marginally differ

ent instantaneous Reynolds numbers, there is a clear separation region on the epicar

dial wall in the coronary waveform phase velocity map which is absent in the cor re
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sponding sinusoidal waveform phase velocity map. Furthermore, by inspection of all 

MRI reconstructed phase velocity images in the sinusoidal flow cycle it was found that 

there is no boundary layer separation at any point in the cycle. It should be noted that 

unlike the sinusoidal flow waveform, the coronary flow waveform includes two short 

phases of bulk flow reversal. However, the results show boundary layer separation oc- 

curing during late deceleration but prior to bulk flow reversal.

Coronary flow Sinusoidal flow

/\

0 0 1 02 0.3 0 4 0 5 0.8 0 7 0 8

i

(d)

01 02 0.3 0.4 0.5 0.8 0.7 0.8 0.6 1

Figure 5.10 Contours of the MRI measured normalised axial velocity and cross flow 
streamhnes extracted just distal to the toe of the aorto-coronary anastomosis at three 
points in the cycle. A coronary flow waveform was prescribed at the graft inlet for the fig
ures on the left and a sinusoidal flow waveform for those on the right.

164



Myocardial
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side

Figure 5.11 Axial velocity contour plots extracted at 1 D distal to the toe of the aorto
coronary anastomosis at peak flow (a&d), mid deceleration (h&e) and early acceleration 
(c&f). A coronary flow waveform was prescribed at the graft inlet for (a-c) and a sinusoidal 
flow waveform for (d-f).

Spline m odelled data

Figure 5.12 shows the spline modelled axial velocity distribution extracted just 

distal to the toe of the aorto-coronary anastomosis at peak flow. There is (Figure 

5.12a) a region of high shear on the lateral myocardial wall and a region of low shear 

on the epicardial wall. This asymmetry is introduced by the in plane pressure gradient 

that facilitates the change in the bulk flow direction as the flow negotiates the curva

ture of the graft-host artery junction. A comparison of raw MRI (symbols) and sphne- 

modelled (solid line) axial velocity profiles extracted along the (jy=0) horizontal centre

line, is shown in Figure 5.12b. The spline curve fit to the MRI velocity measurements 

data is excellent, with a residual approximation error of ±5 % of the mean axial veloc

ity. During late deceleration (Figure 5.13), a region of axial flow separation develops 

on the epicardial wall. The near wall velocity gradients are significantly lower and 

more uniformly distributed along the vessel lumen boundary compared to those at 

peak flow and, near wall velocities are better resolved. This highlights the strong in-
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fluence of the velocity distribution on the level of system atic error introduced by phase 

averaging and partia l volume effects on near wall velocity m easurem ents.

Epicardial 
side

Low shear

Myocardia 
side
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Figure 5.12 (a) Spline modelled MRI axial velocity contour plot extracted just distal to the 
toe of a distal end-to-side coronary artery anastomosis model a t approximately peak flow, 
(b) Comparison of the corresponding MRI measured (symbols) and cubic sphne modelled 
(line) normalised axial velocity y-centreline profiles. Error bars on the spline fit curve cor
respond to ±5 % of the mean axial velocity. Spline profile has been linearly extrapolated to 
the wall.

Figure 5.13 (a) Sphne modeUed MRI axial velocity contour plot extracted just distal to the 
toe of the distal end-to-side coronary artery anastomosis model a t late deceleration. Note 
the significant flow separation region (arrow), (b) Comparison of the corresponding MRI 
measured (symbols) and cubic sphne modeUed (hne) normahsed axial velocity y-centreline 
profiles. Error bars on the sphne fit curve correspond to ±5 % of the mean axial velocity.
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Wall sh ear  stress

The spline data modelling technique introduced in C hapter 4 can be applied to 

support the investigation of the complex flow regimes encountered in certain  locations 

of the a rteria l system such as bends, bifurcations as well as in the perianastomotic 

region of surgically revascularised arteries. However, applying the proposed technique 

to estim ate wall shear stress from data acquired in vivo, may be problematic. This is 

prim arily due to the sensitivity of the wall shear ra te  to the accuracy by which the 

vessel-lum en boundary can be determined. This is less of a problem in vitro, as by 

careful selection of the wall m aterial and the fluid m agnetisation relaxation rates, a 

high contrast to noise ratio between the lumen and the wall, even a t high spatial reso

lutions, can be achieved. Moreover, MR velocity m easurem ents acquired in vivo are 

exposed to additional sources of error, due to patien t or vessel motion and are typically 

obtained at lower spatio tem poral resolutions compared to in vitro acquisitions, mainly 

due to lim ited subject tolerance.

90

3
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F ig u re  5.14 The temporal variation of the normalised circumferential axial wall shear 
stress distribution estimated from the MRI phase spline model data at late decceleration 
(dotted line) and at approximately peak flow (solid line). Shear stress is normalised by the 
mean inlet wall shear stress. Error bars correspond to ± 15 % of the mean inlet wall shear 
stress and indicate the upper and lower limits of the estimates based on the uncertainty in 
the location of the wall within the boundary pixel.
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From the spline modelled MRI axial velocity data, the velocity gradient at the 

boundary of the approximation domain and an in itial estim ate of the axial wall shear 

stress was calculated. Upper and lower limits of th is initial wall shear stress estim ate 

were calculated by radially contracting and expanding respectively the boundary of 

the approximation domain by a distance equal to half the pixel width. Estim ates of the 

normalised circum ferential wall shear stress distribution for the peak flow and late 

deceleration phases of the cycle, with error bars denoting the upper and lower esti

m ate limits, are shown in Figure 5.14. At peak flow and in the region between -60 and 

-140 degrees (myocardial wall), there is an approximately five-fold increase on average 

in axial wall shear stress as compared to the corresponding values during late decel

eration. There is also, during late deceleration, a wall region (40<theta<180) with 

negative axial wall shear associated with axial flow separation.

To obtain an estim ate of wall shear stress, the gradient of the velocity vector at 

the wall is calculated. For this, the exact wall location, the wall shear ra te  magnitude 

and direction and, the wall surface normal are required. However, knowledge of the 

vessel surface norm al is not necessary if it is assum ed th a t it lies approximately per

pendicular to the slice plane normal. For the results reported in th is section it was 

also assumed th a t the m agnitude of the in-plane velocity components gradients a t the 

wall is small compared to th a t of the axial velocity gradient and th a t there is a suffi

ciently high pixel intensity gradient across the edge of the boundary pixel to allow an 

accurate definition of the single pixel vessel wall boundary.

5.2  Femoro-tibial bypass graft modei

Peripheral arterial disease

Peripheral arte ria l disease refers to disease processes obstructing blood flow in 

arteries other than  those in the coronary and the cerebral circulation. Lumen narrow

ing results from atherosclerotic lesions or from throm bus formation due to underlying 

atherosclerosis. The focus of this investigation is disease w ithin arteries of the lower 

leg. During the initial stages of the disease, patients suffer from in term itten t pain in 

the muscles of the legs during exercise (interm ittent claudication). As the disease pro

gresses, ischemic tissue develops ulceration and gangrene which will eventually re
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quire major am putation in one th ird  of all cases. Diagnosis of the disease currently 

relies on contrast arteriography which rem ains the gold standard. However, contrast 

enhanced magnetic resonance peripheral angiography is being increasingly used with 

promising results and may gradually replace contrast arteriography. Duplex u ltra 

sound has also been used to detect patency of single arte ria l segments or bypass 

grafts.

Surgical revascularisation is the trea tm ent of choice for patients with critical 

limb ischemia. Patency rates are quite satisfactory: 70-80 % a t 5 years for bypass 

grafts to arteries even below knee when an un-diseased autologous vein graft of suffi

cient calibre is used. However, approximately 10 % of these surgical interventions fail 

and have to be repeated within the first year following surgery. Furtherm ore patency 

rates fall with a reduction in the calibre of the distal host vessel. Endovascular in ter

ventions are also used to trea t limb arteria l occlusive disease bu t w ith the long term  

patency of treated  vessels remaining inferior to surgical revascularisation.

It should be noted th a t arteria l stenosis resulting from atherosclerotic lesions is 

typically a long scale process th a t requires years to cause blockage. Often collateral 

circulation develops distal to stenotic lesions th a t can m aintain  blood flow, a t least 

during rest, even at low perfusion pressures. Furtherm ore, by the process of autoregu

lation peripheral vascular resistance may be reduced and blood supply m aintained dis

ta l to vascular stenosis. A good review of peripheral arte ria l disease is given by Ouriel 

(2000).

Patient Clinical Information

The subject of th is investigation was an 88-year-old male. The graft was placed 

proximally a t the superficial femoral artery  with a side-to-end configuration. The dis

ta l anastomosis had an  end-to-side configuration and was located a t the distal section 

of the posterior tibial artery (Figure 5.15, Figure 5.16). An autologus reversed 

saphenous vein was used as the graft vessel. The graft diam eter in the vicinity of the 

distal anastomosis was approximately 4 mm. The MRI m easurem ent to extract the 

geometry of the distal anastomosis was conducted six days after surgery. Velocity 

m easurem ents from the graft, the distal and, the proximal host vessels in the vicinity
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of the anastom otic junction were also obtained by pulsed Doppler velocimetry on the 

day of the MRI acquisition. Although velocity m easurem ents could have been acquired 

by MRI phase velocity mapping, practical lim itations prevented this.

X-ray angiograms of the lower extrem ities, acquired prior to surgery, are shown 

in Figure 5.16. Although the flow in both legs appears compromised below the upper 

thigh (see arrows), only the flow problems in the right leg were surgically treated  as 

the patien t reported pain on the left leg only.

1. Abdominal aorta
2. Common iliac
3. External iliac
4. Internal iliac
5. Deep circumflex
6. Inferior epigastric
7. Superficial circumflex
8. Superficial epigastric
9. External pudental
10. Common femoral
11. Superficial femoral
12. Profunda femoris
13. Lateral circumflex femoral
14. Medial circumflex femoral
15. Perforating arteries
16. Descending branch
17. Descending genicular
18. Collateral network of the knee
19. Popliteal
20. Anterior tibial
21. Posterior tibial
22. Peroneal
23. Anterior tibial recurrent
24. Anterior medial malleolar
25. Anterior lateral malleolar
26. Dorsalis pedis
27. Communicating artery
28. Medial plantar
29. Lateral plantar
30. Plantar arch
31. Deep plantar

F igu re  5.15 Schematic of the arterial anatomy of the lower extremities (Pinheiro, 1991). 
Regions (a-d) correspond to the approximate range of the respective planar angiograms 
shown in Figure 5.16.

170



R

(d)

F igu re  5.16 Pre-surgery planar angiograms of the lower extremity showing the arterial 
network of the upper thigh (a), the lower thigh (b), the knee joint (c), and at the lower calf 
of the right leg (d) as marked in Figure 5.15. Arrows indicate sites of compromised blood 
flow. The approximate locations of the proximal and distal anastomosis are indicated by 
letters A and B respectively.

5.2.1 M ethods

5.2.1.1 Geometry measurements

M easurem ents were performed on a General Electric (GE) 1.5 T MRI whole body 

scanner a t S t’ M ary’s Hospital.

A three-dim ensional time of flight gradient echo sequence was used to image the 

distal bypass graft anastom osis in vivo. A  1 mm through plane resolution and a 0.23
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mm (interpolated at reconstruction from 0.46 mm) in-plane resolution was achieved 

during a 15 min acquisition. The MRI images were processed using the methods de

scribed in 5.1.1.2 and the lumen surface was reconstructed. This information was then 

used to fabricate a scaled up by a factor of 2 solid stereolithographic replica applying 

the methods described in 5.1.1.3 from which a silicone negative model was produced 

for use in the MRI flow study. A comparison of the surface representation and the 

stereolithographic replica is shown in Figure 5.17.

Graft

Proximal Host

(b)

Figure 5.17 Surface representation (a) and solid stereolithographic replica (b) of a femoro- 
tibial distal end-to-side anastomosis extracted in vivo by MR angiography.

5.2.1.2 Flow measurements 

Graft i?ilet flow conditions

The flow conditions specified at the graft inlet were based on measurements of the ve

locity waveform in vivo acquired by Dr. Mark Jackson at St’ Mary’s hospital using 

pulsed wave Doppler velocimetry. In brief, the technique utilises the Doppler principle 

which states tha t a wave transm itted by a stationary source and reflected by a moving 

target will undergo a frequency shift which is proportional to the velocity of the target. 

In blood flow measurement applications a sound wave is transm itted by the u ltra

sound transducer at an incident frequency (fi) typically between 4 and 12 Mhz and at 

an insonation angle (9) (i.e. the angle between the sound wave and the blood velocity 

vector). This wave is reflected by the red blood cells and received by the ultrasound 

transducer. The blood velocity (u) is then calculated by the following equation:

u = — — ------, (5.5)
2 /  cos^
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where /b is the Doppler frequency shift of the reflected wave and c is the speed of 

sound in the medium which is approximately 1540 m/s for tissue and blood. In the 

pulsed Doppler modality ultrasound bursts are transm itted  periodically a t a frequency 

term ed the pulse repetition frequency. By transm itting  bursts of ultrasound, waiting 

for a precise am ount of time and then  monitoring the reflected waves received, it is 

possible to calculate the depth a t which the incident waves were reflected by the mov

ing target. Pulsed Doppler thus allows a sampling volume (or gate) to be positioned in 

a vessel visualized on the grey-scale image, and displays a spectrum, of the full range 

of blood velocities w ithin the gate plotted as a function of time. If the sampling volume 

spans across the interrogated vessel diam eter the m ean m easured blood velocity can 

be used as an estim ate of the mean vessel cross sectional velocity.

The frequency content of the pulsed Doppler velocity m easurem ents was ob

tained by Fourier analysis of the sampled waveform. The power spectrum of the signal 

is shown in Figure 5.18. The mean Doppler frequency shift calculated from the re

flected ultrasound wave originating from the sample volume was used as an estim ate 

of the instantaneous m ean velocity in the graft th a t was used to calculate the various 

flow indices. The flow waveform in the m ain arteries of the lower extrem ities is typi

cally triphasic in nature. Most of the flow occurs w ithin a short period of steep flow 

acceleration driven by a strong favourable pressure gradient followed by a steep decel

eration period. This phase is followed by a short phase of retrograde flow caused by an 

adverse pressure gradient and then by a low flow phase which occupies most of the 

cycle period. From the Doppler ultrasound velocity m easurem ents in the graft, a mean 

velocity of 11.4 cm/s was calculated by tem poral averaging of the spatial mean instan

taneous velocities over sixteen cycles. The cycle frequency was approximately 1.25 Hz 

and the vessel diam eter was approximately 4 mm. Therefore assum ing a kinematic 

viscosity of blood equal to 3.5 x 10  ̂m^s \  the m ean Reynolds num ber was 145 and the 

Womersley param eter was 3. The peak to mean velocity ratio  of the waveform was ap

proximately 10. However, due to practical lim itations in the physical reproduction of 

the flow waveform, a slightly higher Womersley param eter of 4 and a m ean Reynolds 

num ber of 135 where specified. The normalised flow rate  (Q/Qmean) varied between - 

0.6 and 10.
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F igu re  5.18 Power spectrum of the velocity waveform measured in vivo by pulsed Doppler 
velocimetry in the femoro-tibial bypass graft just proximal of the distal anastomosis. The 
sampling frequency was 100 Hz and the fundamental waveform frequency was 1.25 Hz. 
The power of the DC component has been subtracted from the data.
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F igu re  5.19 Measured (dotted line) and low pass filtered at a cut-off frequency of 11 Hz 
(solid line) velocity waveforms in the femoro-tibial bypass graft, normalised by the mean 
measured velocity.
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Dis ta l -proximal  graf t  outf low d iv is ion

Two flow regimes are investigated in the physical model fabricated based on the 

in vivo extracted femoro-tibial distal anastom osis geometry (Figure 5.20). In the first 

regime the proximal host artery  was occluded yielding a 100:0 distal-proxim al graft 

outflow division (DPGOD). In the second flow regime the proximal vessel was assum ed 

patent, yielding a 60:40 DPGOD. The la tte r flow regime was based on the results of 

the Doppler velocity m easurem ents acquired on the same day of the MR angiography 

and two weeks after bypass surgery. Color Doppler velocity m easurem ents in the vi

cinity of the anastom otic junction indicated retrograde flow in the proximal host sec

tion during the major pa rt of the flow cycle. This flow behaviour is due to the compa

rable flow resistance in the distal and proximal host artery  flow conduits. As a result 

part of the blood flow in the graft travels upstream  in the proximal host artery  and is 

channelled through its branches, while the residual blood flow travels downstream in 

the distal host section. To replicate this flow regime in the physical model of the anas

tomosis used in the MR flow study, a tube with variable flow resistance was used to 

connect the proximal host with the extended outlet of the d istal host section. The flow 

resistance was adjusted to create the desired graft outflow division between the distal 

and the proximal host vessels.

HoodGraft Toe

Distal Host

Proximal Host
Bed

Heel

F igu re  5.20 Surface representation of a femoro-tibial distal end-to-side anastomosis ex
tracted in vivo by MR angiography. Dotted line rectangles indicate boundaries of slices 
excited for the MRI velocity measurements in the scaled silicone model of the geometry. 
Arrows indicate the temporal mean bulk flow direction and landmarks of the anastomosis.

A comparison of the cyclic variation in the MRI m easured m ean velocity ex

tracted  at a location ju st proximal to the toe of the anastom osis obtained with an 100:0 

and a 60:40 distal to proximal graft outflow division is shown in Figure 5.21. It should
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be note th a t the exact location of the toe in this complex flow bypass graft anastomosis 

is somewhat ambiguous. A site along the hood where a sharp change in surface curva

ture occurs was selected to represent the toe of the anastom osis. In contrast, the heel 

of the anastom osis can be unambiguously determ ined (Figure 5.20). Compared to the 

prescribed waveform shown in Figure 5.19, there is an apparent reduction in the peak 

to m ean flow ratio by a factor of nearly two in the m easured flow waveform. This dif

ference was due to lim itations associated with the physical reproduction of the flow 

waveform by the computer controlled flow pump, in combination with attenuation  of 

the pressure wave in the tubes connecting the model to the pump. There is also a clear 

notch in the velocity waveform during the mid deceleration (t/T=0.5) phase of the cy

cle. This distortion is most likely the result of pressure wave reflections in the flow 

system.

5.5
□ Occluded Proximal Host

O (60:40 d ista l to proxim al 
graft outflow division)
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F igu re  5.21 Velocity waveforms just proximal to the toe of the physiological femoro-tibial 
anastomosis model with an occluded proximal host vessel (squares) and a patent proximal 
host vessel (circles) yielding a 60:40 graft outflow division between the distal and the 
proximal host vessels. Waveforms are reconstructed from the temporal evolution of the 
mean velocity calculated from the lumen pixels in the phase velocity images.

Care was taken  to ensure th a t the waveform was not under sampled. The sam 

pling frequency was 18 Hz which was double th a t required by the Nyquist criterion (9 

Hz). The frequency of the highest (9^̂ ) harmonic included in the prescribed waveform 

was 4.5 Hz as a fundam ental cycle frequency 0.55 Hz was selected. This was also ex

perim entally verified by doubling the sampling rate  and repeating the m easurem ents. 

A comparison of the reconstructed flow waveforms m easured with the two sampling
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rates is shown in Figure 5.22. The small difference between the two waveforms sug

gests th a t the sampling rate  of the original m easurem ent was, as predicted, more than  

adequate.
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F igu re  5.22 Velocity waveforms just proximal to the toe of the physiological femoro-tibial 
anastomosis model with an occluded proximal host vessel extracted from phase-velocity 
images acquired with two (squares) and four (circles) views per segment. Waveforms are 
reconstructed from the temporal evolution of the mean velocity calculated from the lumen 
pixels in the phase velocity images.

5.2.2 R esu lts  and  D iscussion

MRI velocity m easurem ents were obtained in the anastom otic junction a t ap

proximately 14 D proximal to the toe and 14 D distal to the heel (Figure 5.20), with a 

physiological flow waveform shown in Figure 5.19 prescribed a t the graft inlet. A se

ries of axial velocity contour plots are shown in Figure 5.23 obtained at eight points in 

the flow cycle with the proximal host vessel occluded. There are several noteworthy 

points about the flow field dynamics. During mid systolic acceleration, as the in stan 

taneous Reynolds num ber increases, the velocity crescent moves away from the bed 

and towards the hood wall of the anastomosis. The mushroom shaped pattern  in the 

velocity contours is typically associated with entrance flows in curved vessels or Dean- 

type flows (Dean 1928). This pattern  in the velocity field is somewhat unexpected as 

the graft provides a fairly stra ight flow conduit with very mild curvature prim arily 

concentrated in the anastomotic sinus. However, the results show th a t above a certain 

Reynolds num ber the effects, even of this mild curvature, on the shape of the velocity
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distribution are significant. An in plane pressure gradient accommodates the bulk 

change in direction of motion of the fluid particles in the graft as they negotiate the 

locally sharp curvature of the hood wall in the vicinity of the toe. This pressure gradi

ent establishes a secondary in plane motion responsible for the redistribution of the 

velocities in the cross section. The pattern  of th is in plane motion is illustrated  by the 

velocity vector map a t peak flow shown in Figure 5.23i where two counter rotating 

vortices can be identified. As the magnitude of the pressure pulse generated by the 

contraction of the left heart ventricle is reduced, the adverse pressure gradient estab

lished decelerates the flow. This adverse pressure gradient will also cause low inertia 

fluid particles in the near wall region of the boundary layer to separate from the main 

stream . Separated fluid particles form a region of recirculating flow which is sustained 

by the shear forces acting on its boundary with the main flow stream . Kinetic energy 

is highly dissipated in the recirculation region by the dom inant viscous forces. The size 

of the separation region grows as the instantaneous Reynolds num ber decreases dur

ing flow deceleration. Eventually as the adverse pressure gradient persists, the direc

tion of the main stream  reverses with high retrograde velocities emerge on the toe 

wall and forward moving fluid particles on the bed wall.

The femoro-tibial anastomosis investigated has several hemodynamically in ter

esting geometric features. There is an extended hood, associated with the low anasto

mosis angle, and a large graft to host vessel calibre ratio. I t has been shown (Craw- 

shaw et al., 1980) th a t low anastomosis angles (<15 degrees) create a hemodynamic 

environm ent th a t is less favourable to the development of wall disease compared to 

acute anastomotic angles (>45 degrees). The hood length was also shown (White et al., 

1993) to influence the flow behaviour in the sinus of the anastom osis w ith a longer 

hood length favouring flow separation along the distal end of the hood. The hood 

length is prim arily determ ined by the anastomosis angle and the graft to host vessel 

calibre ratio. I t should be noted th a t if the proximal host vessel is occluded, the transi

tion from the graft to the distal host facilitated by the anastom otic sinus resembles 

fluid mechanically a flow contraction in a single vessel. Figure 5.24 shows axial veloc

ity contours extracted a t ¥2 D proximal to the toe w ith a 60:40 flow division ratio be

tween distal and proximal host vessels. The results illustrate the strong influence of 

the flow division on the perianastomotic flow field. During early acceleration (Figure
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5.24a) although the mean velocity is lower than  for the corresponding phase in the 

100:0 flow division regime (Figure 5.23a), the velocity distribution is fairly uniform in 

both cases suggesting the absence of significant cross flow. However, as the flow accel

erates further, the Reynolds number is increased and certain  differentiating flow fea

tu res between the two flow regimes are established. For the 60:40 flow division ratio 

case, axial boundary layer separation occurs first on the toe wall during flow accelera

tion (Figure 5.24b) and is stronger and more spatially extensive throughout the cycle 

as compared to the occluded proximal host case. As the flow decelerates, the separa

tion region gradually m igrates clockwise towards the bed wall. This motion is reversed 

during bulk flow reversal and the separation region re tu rns to the la teral toe wall. The 

velocity distribution shown in Figure 5.24c exhibits a combination of strong and spa

tially extensive flow separation and strong forward flow, resulting in elevated shear 

exposure of particles at the boundaries between the forward m ain flow stream  and the 

separation region.

A sagital cross section of the steady flow (Re=400) velocity field of the anastom o

tic junction for the 60:40 and 100:0 graft outflow division cases is shown in Figure 

5.25. Cross flow stream lines show the extent of the separation region in the 60:40 out

flow regime. Extensive axial separation occurs both along the hood but also along the 

bed wall. Separation and reattachm ent points can be identified in these results. Axial 

flow separation along the hood develops as a resu lt of a local adverse pressure gradi

ent th a t decelerates the graft flow as it enters the anastom osis junction. This adverse 

pressure gradient is set-up to facilitate the change in the direction of fluid particles 

th a t enter the proximal host artery. In the vicinity of the d istal host artery  a strong, 

favourable pressure gradient is also present. This is required by the law of preserva

tion of energy to balance the gain in the kinetic energy of the system as the flow enters 

the reduced cross section conduit of the distal host artery. Although th is favourable 

pressure gradient stabilises the flow field in the vicinity of the toe, its effects are local 

and fails to counteract the destabilising effects of the non physiological flow regime 

created by the presence of retrograde flow in the patent proximal host artery. Al

though no separation occurs along the hood when the proximal host is occluded, flow 

along the bed appears slow or stagnant and reverses close to the heel.
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F ig u re  5.23 Axial velocity contour plots extracted at approximately one graft diameter 
proximal to the toe of the physiological femoro-tibial anastomosis model with a fully oc
cluded proximal host vessel (100:0 DPGOD) at eight points in the cycle. An in vivo pulsed 
Doppler measured flow waveform was prescribed at the inlet of the graft. Panels a-h corre
spond to increasing time phases in the cycle indicated (solid circles) in panel (j). Axial ve
locity contours at peak flow with in plane vectors superimposed are shown in panel (i).
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To identify the prim ary features of the complex steady flow field in the distal 

anastomotic junction, m easurem ents of the steady cross sectional velocity field were 

also obtained a t approximately V2 D distal to the heel (Figure 5.26) and H D proximal 

to the toe (Figure 5.27). The spline modelled results reveal the complexity of the flow 

field th a t can develop in the distal anastomosis of a surgically revascularized artery.

The cross flow stream lines a t H D distal to the heel (Figure 5.27) reveal the 

critical points for each flow regime. As discussed previously, critical points occur at 

locations where the magnitude of the cross flow vector disappears and are points char

acterised from cross flow stream line convergence or divergence thus term ed sinks or 

sources respectively. In the occluded proximal host flow field, a sink or vortex core is 

located a t the upper part of the lum en and a source point a t the lower. In the patent 

proximal host flow field, two sinks associated with two counter rotating vortices are 

established a t the upper p art and a source point can be identified a t the lower part of 

the cross section. It should be noted th a t sinks are spatially associated with regions of 

elevated vorticity.

The la teral extent of flow separation can be assessed from the axial cross sec

tions of the velocity field. At % D proximal to the toe (Figure 5.27), extensive separa

tion occurs on both the toe and the bed wall in the 60:40 DPGOD case. At % D distal to 

the heel (Figure 5.26), flow separation occurs in both graft outflow division regimes. 

However it is stronger and more spatially extensive in the paten t proximal host artery 

case.

Although the flow field in the d istal host artery  was of interest, it was very diffi

cult to accurately m easure by MRI even under the controlled conditions of a model 

study. The combination of a small lum en diam eter and a highly tortuous vessel path 

generated flow conditions th a t introduced severe spatial displacement, intravoxel 

phase dispersion and phase averaging errors in flow m easurem ents obtained with the 

imaging protocol used to acquire the velocity field in the anastom otic sinus. Although 

such errors could be significantly reduced by using a very fast (low TE) phase velocity 

mapping technique, an im plem entation of such a technique was not available on the 

MRI scanners used.
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F ig u re  5.24 Axial velocity contour plots extracted at approximately one graft diameter 
proximal to the toe of the physiological femoro-tibial anastomosis model with a partly oc
cluded proximal host vessel (60:40 DPGOD) at eight points in the cycle. An in vivo pulsed 
Doppler measured flow waveform was prescribed at graft inlet. Figures a-g correspond to 
the increasing time phases indicated (solid circles) in panel (h). Arrows indicate regions of 
early axial flow separation.
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These results suggest that the presence of the additional flow conduit provided 

by the proximal host artery accentuates flow field complexity and generates poten

tially more unfavourable hemodynamic flow conditions within the anastomotic junc

tion. However, it should be noted tha t at the same time it is likely that this additional 

flow conduit may augment blood supply to the distal ischemic leg and may prolong the 

life of the graft by acting as an alternative blood supply pathway if blood flow in the 

distal host vessel becomes compromised by disease.

Bed< > Hood

(b)

Figure 5.25 Oblique cross section of the physiological femoro-tibial anastomosis model. 
Steady flow (Re=400) axial velocity contours with cross flow streamlines superimposed for 
a 100:0 (a) and a 60:40 (b) distal-proximal host outflow division are shown. The location of 
the extracted plane (dashed line) with respect to the cross section of the model a t % D 
proximal to the toe (sohd line) is indicted in panel (c).

It should also be noted tha t in the patient studied, the proximal vessel was oc

cluded a t approximately halfway between the proximal and distal anastomoses. It 

augmented however the perfusion of the lower leg, by channelling through its 

branches, part of the blood flow supplied by the graft.

The strong influence of the proxim al-distal host flow division ratio on the anas

tomotic junction flow field raises questions with respect to its clinical implications. Un

fortunately these results can only provide some broad guideline as to what could be 

the effect on the in vivo perianastomotic hemodynamics from the flow division. A
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study whereby the progress of the revascularisation is examined regularly after su r

gery in patients with various flow division ratios and where the development of dis

ease is monitored is may assist in the identification of the preferable (if any) flow divi

sion ratio.

w

100:0

60:40

100:0
60:40

F ig u re  5.26 Spline modelled contour plot of axial u (a) and in plane v-horizontal (b) w- 
vertical (c) velocity components from MR data extracted just distal to the heel of the 
physiological femoro-tibial anastomosis model with an 100:0 (top) and a 60:40 (bottom) 
distal-proximal host outflow division in steady flow (Re=400). Cross flow streamlines su
perimposed for both outflow division cases. Also shown (bottom) are contours of axial vor
ticity with cross flow streamlines superimposed for both graft outflow division cases.

184



w

100:0

60:40

100:0 60:40

Figure 5.27 Spline modelled velocity vector from MR data extracted at % D proximal to 
the toe of the physiological femoro-tibial anastomosis model 100:0 (top) and a 60:40 (mid
dle) distal-proximal graft outflow division in steady flow (Re=400). Also shown (bottom) 
are contours of axial vorticity with cross flow streamlines superimposed for both outflow 
division cases.
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Chapter 6.

Conclusions and Further Work

This thesis elucidates the role of geometry and local hemodynamics in the develop

m ent of wall disease in arteria l bypass grafts. The detail distal anastomotic flow field 

was assessed, prim arily, by magnetic resonance imaging. The application of numerical 

computations to predict the flow in bypass grafts was also examined.

Chapter 1 described the physiological problems and the motivation for this work, 

i.e. to use MRI to investigate the flow field in bypass grafts.

A key aspect of the use of MRI as a flow m easurem ent device is its accuracy. 

Previous work has not systematically considered accuracy in complex flow fields as 

those expected to be found within in vivo geometries. C hapter 2 describes an investi

gation of the accuracy of MRI phase velocity encoded acquisitions for complex steady 

and tim e varying flow in idealised geometry models of distal end to side bypass graft 

anastomosis. Two m easures were used to improve precision and reduce systematic er

rors: (i) a contrast agent was introduced to the circulating fluid and (ii) a low aliasing 

velocity was prescribed. A simple phase unwrapping technique was implemented to 

correct aliased velocities and improve the VNR of the m easurem ent. M easurem ent er

ror was estim ated using results from numerical computations of the same flow as ref

erence. The m ean rm s error found for MR velocity m easurem ents of complex steady 

flows was 5.2 % of the m ean inlet velocity, very close to the value of 5 % cited for well 

defined steady flows. Error was slightly higher near the toe of the p lanar anastomosis 

where cross flow was strongest. Wall shear stress estim ates extracted by linear ex

trapolation from near wall MR velocity m easurem ents consistently underestim ated
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the numerical predictions for the same flow. At the level of the toe and on the toe wall 

the numerically predicted near wall velocity profile was highly non-linear. In contrast 

the MR velocity profile was approximately linear. However the m easurem ents suffered 

from severe localised signal loss at the level of the toe and on the toe wall prim arily 

due to spin saturation Qnng residence times) and phase dispersion effects. Intravoxel 

phase averaging also contributed to the velocity profile shape m ism atch a t the toe. 

Consequently wall shear estim ates calculated by the linear model were ra ther poor. 

Even under the controlled conditions of this model study, the m ean error in the wall 

shear ra te  estim ated by the linear method was 36 % w ith respect to the inlet wall 

shear rate. This error is expected to be significantly higher w hen this approach is ap

plied to extract wall shear stress for MR velocity m easurem ents acquired in vivo.

Two-dimensional phase-contrast MRI m easurem ents of complex unsteady flows 

have also been assessed for accuracy together with procedures th a t can be used to im

prove m easurem ent precision. The assessm ent used velocity m easurem ents and accu

rate numerical solutions for a single harmonic sinusoidal flow in a rigid bypass graft 

model with a fully three-dimensional geometry. Comparisons of m easured and nu

merically computed axial velocity profiles were made and instantaneous root mean 

square (rms) differences were calculated. Despite the complexity of the flow, with the 

aid of phase angle dynamic range extension, a spatially and temporally averaged rms 

error of between 7.8 % and 11.5 % with respect to the spatially and temporally aver

aged velocity was achieved. This result is close to the accuracy commonly cited for 

simple unsteady flow and it is concluded th a t w ith care, the method can be applied for 

m easuring complex unsteady flows. Such flows are common around vessel bifurcations 

and in curved or tortuous vessels. Spin saturation  prim arily, and phase dispersion 

secondarily in complex transien t recirculation zones were found to be significant con

tributors to overall error. Cross flow effects were also investigated but were of lesser 

significance. Limitations of the investigation are th a t it was performed using a rigid 

model and a single harmonic sinusoidal flow waveform. Therefore, the accuracy esti

m ates presented may be considered as indicative of the upper lim its of the procedure 

with reference to in vivo flow m easurem ents.
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The influence of out-of-plane curvature on the local distal anastomotic flow field 

was investigated in Chapter 3. The steady and time-varying flow fields in three ideal

ised geometry bypass graft model configurations were examined experimentally by 

MRI and from the computational results. One planar and two non-planar model con

figurations, w ith th irty  and ninety degrees of out-of-plane graft curvatures, were 

considered. The experimental results obtained in steady flow (Re=250) showed a 

rotation of the crescent shaped contours of the velocity field as the flow travels distally 

in the host artery  section. This clockwise rotation of the Velocity crescent’ is indicative 

of a swirling or helical flow pattern  imposed on the flow by the out-of-plane curvature 

of the graft. The significance of a helical flow pattern  is th a t it may improve blood 

mixing and reduce residence times. Strong cross flow was found in the planar 

anastom osis model a t the toe characterised by two symmetric counter rotating 

vortices. This vortical flow symmetry was broken by the introduction of out-of-plane 

graft curvature with the extent of flow assym etry dependent on the degree of out-of

plane graft curvature. Between the toe and five diam eters downstream in the host 

vessel the rotation of the bulk velocity crescent was found to be approximately 90 

degrees for the th irty  degrees out-of-plane graft curvature and 180 degrees for the 

ninety degrees out-of-plane graft curvature. This result suggests th a t even a mild out- 

of-plane graft curvature angle can induce significant flow swirl downstream. Experi

m ental results obtained with single harmonic unsteady flow showed separation on the 

toe wall during the deceleration phase of the cycle. The region of flow separation ex

tended between the toe and two diam eters downstream and was centred a t one diame

te r distal to the toe where it was most spatially extensive. A reduction in the peak 

velocities of approximately 10 percent in the non-planar case as compared to the 

p lanar case was also found.

Results from numerical computations of the flow in the p lanar and the 90 de

grees non-planar idealised end-to-side anastomosis models indicated a significant 

change in the spatial distribution of wall shear stress and a reduction of the time- 

averaged peak wall shear stress m agnitude by 10 % in the non-planar model as com

pared to the planar configuration. The stagnation point oscillated in the single h a r

monic unsteady flow following a straight line path  along the host artery  bed of 0.8 di

am eters length in the planar configuration. By contrast in the non-planar case the
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stagnation point oscillated about a centre th a t is located off the symmetry plane in ter

section with the host artery  bed wall, and followed a parabolic path  with a 0.7 diame

te r longitudinal and 0.5 diam eter transverse excursion. The oscillatory shear index 

(OSI) has been defined previously as a m easure of the unsteadiness in the direction of 

wall shear. However previous definitions failed to consider oscillations in shear stress 

of less than  90 degrees. Thus a new definition of OSI was introduced th a t varies be

tween 0 and 0.5 and th a t accounts for a continuous range of wall shear stress vector 

angles. In both models, regions of elevated oscillatory shear were spatially associated 

with regions of separated or oscillating stagnation point flow. The m ean oscillatory 

shear m agnitude (considering sites were OSI>0.1) in the non-planar geometry was re

duced by 22 % as compared to the planar configuration. These changes in the dynamic 

behaviour of the stagnation point and the oscillatory shear distribution introduced by 

out-of-plane graft curvature may influence the localisation of vessel wall sites exposed 

to physiologically unfavourable flow conditions.

A novel method to approximate MR phase velocity encoded data using spline 

functions was introduced in Chapter 4. The method generates a functional description 

of the two dimensional distribution of the MR m easured velocity field th a t can be used 

to calculate flow indices such as vorticity and shear stress. The proposed method was 

applied to estim ate the circumferential wall shear stress distribution from two dimen

sional MR velocity data  obtained from m easurem ents of both simple, well defined, and 

of complex steady flows. The technique was validated against theory for Poiseuille flow 

and against highly accurate numerical predictions for complex steady flow in an end- 

to-side anastomosis model. Accuracies of wall shear estim ates of between 5 % and 15 

% w ith respect to the mean wall shear ra te  were found for the proposed technique for 

steady well defined and for complex flows respectively. The accuracy of these esti

m ates is superior to wall shear estim ates obtained by the linear or quadratic extrapo

lation methods. W ith the proposed method no assum ptions w ith respect to the shape 

of the velocity distribution are required. However the method was not fully autom ated 

and requires some degree of user intervention to achieve an optimum approximation 

of the underlying data. It was also found th a t the spline approxim ation was fairly sen

sitive to the selection of the param eter controlling the smoothness of the approxima
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tion. This problem however could be overcome by introducing additional constraints to 

the solution of this constraint optimisation problem.

A procedure whereby in vivo extracted arte rial geometries can be transform ed 

into physical and analytical models for experim ental and num erical flow investiga

tions is described in Chapter 5. MRI velocity field m easurem ents were obtained in a 

realistic geometry models. The first model considered was fabricated via MR imaging 

of a cast of a porcine distal aorto-coronary (LAD) bypass graft anastom osis followed by 

CAD surface definition stereolithographic reproduction and creation of a silicone cast 

of its lum en using a dissolving wax. The m easurem ent showed complex, swirling veloc

ity fields to be present. In steady flow (Re=100) results a t the toe of the anastomosis 

revealed a strong dominant vortex on the la teral myocardial wall and a weaker partly 

suppressed counter-rotating vortex on the la teral epicardial wall. The weaker vortex 

became more developed a t one diam eter downstream of the toe. A reduction of ap

proximately a factor of five in the peak axial vorticity associated with the prim ary vor

tex between the toe and ID distal to the toe was found. In  time varying flow, wall 

shear stress on the myocardial wall calculated from spline modelled MR velocity 

m easurem ents, was on average approximately five tim es higher during diastole than  

during systole. A region of negative axial wall shear associated with axial flow separa

tion developed during systole on the la teral wall. The perianastom otic flow field was 

strongly influenced by the flow waveform prescribed a t the graft inlet. Flow separation 

occurred on the epicardial wall during mid deceleration in  the m ulti harmonic coro

nary waveform modulated flow field. In contrast there was no separation throughout 

the cycle in the sinusoidal flow case.

The second model considered was fabricated based on the geometric definition 

obtained by MR imaging of a femoro-tibial bypass graft in vivo. This model differed 

significantly from the aorto-coronary bypass model as it presented a severe graft a r

tery area ratio mismatch resulting in an extended hood length and an enlarged anas

tomotic sinus. The recipient vessel was also highly tortuous and significant retrograde 

flow was m easured in the proximal host section in vivo. The influence of the distal- 

proximal graft outflow division (DPGOD) on the perianastom otic flow field was inves

tigated the femoro-tibial bypass graft model by considering the 60:40 and the 100:0 

DPGOD cases. An extensive recirculation region along the hood and along the bed
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wall, for steady flow (Re=400) and a 60:40 DPGOD, was found. Although no flow sepa

ration occurred along the hood when the proximal host was occluded (100:0 DPGOD), 

flow along the bed wall was very slow and reversed close to the heel. The axial vortic

ity distribution and the cross flow patterns in the anastomotic sinus were highly com

plex, especially when the proximal host was not occluded. In  time—varying flow and for 

a 60:40 graft outflow division, separation first occurred during flow acceleration on the 

toe wall. During flow deceleration, the separation region gradually m igrated clockwise 

towards the bed wall. During bulk flow reversal, peak retrograde velocities occurred 

near the la teral toe wall. In the 100:0 DPGOD case, flow separation first occurred dur

ing early deceleration on the bed wall. The footprint of the separation region expanded 

and contracted following the dynamics of the pressure wave bu t it did not migrate 

from the bed wall throughout the cycle. Overall flow separation was weaker and less 

spatially pronounced in the 100:0 DPGOD flow field as compared to the 60:40 DPGOD 

case.

General Discussion

A  num ber of hemodynamic param eters have been identified to influence, to a 

larger or lesser extent, the development of vascular disease. It was confirmed th a t flow 

in the distal anastomosis of surgically revascularised arteries can be highly complex 

even a t relatively low Reynolds numbers. Strong cross flow, axial flow separation, os

cillating stagnation points and asymmetric shear stress distribution are some of the 

flow features identified in the anastomotic flow field. Changes in the peak to mean 

graft inlet Reynolds number, mean Reynolds number, Womersley param eter, graft 

outflow division ratio, or in the shape of the velocity profile injected in  the distal anas

tomotic sinus were found to strongly influence the anastom otic flow field. I t is there

fore im portant to recognise the significance of these findings by considering the degree 

of change, a t various time scales, of these hemodynamic param eters in vivo. Such 

changes occur due to the pathophysiological responses of the arte ria l wall to mechani

cal and chemical stim uli associated with the local flow environm ent and disease proc

esses such as diabetes, heart disease or long-term hypertension. The time scale of 

these changes varies. Changes in blood pressure and flow can be continuous to meet
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the physiological demands associated with the physical and psychological state of the 

individual. However, changes in the average flow conditions a t rest occur over decades 

as p art of the ageing process. Atherosclerosis is typically a long scale process th a t 

leads to intim ai thickening and occurs over decades. Intim ai thickening however can 

also occur over weeks or months in response to mechanical stim uli such as low mean 

and oscillating wall shear stress.

The surgical correction of an arteria l occlusion typically introduces a non physio

logical flow environment. A vein becomes exposed to arte rial flow with a mean tran s

m ural pressure of approximately 100mm Hg, when its wall structure has evolved to 

accommodate a m ean pressure of approximately 10 mm Hg. Severe injury occurs in 

both the graft and the host artery  along the su ture lines a t the graft artery  anasto

moses. The healing process triggered by these injuries and the resulting wound along 

the su ture line, accentuate the graft artery  compliance mism atch which has been sug

gested as implicated in the development of physiologically unfavourable hemodynamic 

conditions. In the d istal anastomosis of arteria l bypass grafts retrograde flow in the 

proximal host vessel, channelled distally through its branches, is commonly found dur

ing most of the flow cycle. This non physiological flow regime was shown to create 

highly unfavourable flow conditions in the anastomotic sinus. On the other hand if the 

proximal host is occluded in the vicinity of the distal anastomosis, flow conditions im

plicated with the development of vascular disease, such as very low mass flux and long 

residence times, will develop in the occluded artery. The host artery  may also be 

stretched and become highly distorted a t the anastomosis as a resu lt of the forces ap

plied by the surgically inserted graft. Furtherm ore, if a significant mism atch exists 

between the calibre of the graft and the recipient artery  a t the level of the anastom o

sis, a long incision in  the host artery  will be required to accommodate the larger cir

cumference of the graft. This will tend to flatten  the bed wall and locally distort the 

norm al shape of the host artery  lum en making it more elliptic, especially during the 

high pressure phase of the cardiac cycle. This calibre m ism atch will also lead to a ta 

pering of the graft near the anastomotic junction can be quite severe near the suture 

line. Although th is reduction in cross sectional area has a stabilising effect on the flow 

it will also elevate wall shear stress a t the mouth of the contraction in the vicinity of 

the su ture line. If the product of shear stress and the corresponding shear exposure
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tim e a t the mouth of the contraction is above the threshold for shear-induced platelet 

activation, activated platelets convected downstream in the anastom otic sinus may 

adhere to the wall if trapped in regions of increased residence tim es (e.g. regions of 

flow recirculation). A contraction of the flow conduit may also occur a t the toe of the 

distal anastomosis when a significant graft host artery  calibre m ism atch exists leading 

to a long hood and an enlarged anastomotic sinus.

Surgical interventions to relieve the symptoms of occlusive vascular disease sig

nificantly alter the hemodynamic conditions in the graft recipient vessel. The response 

of the endothelial cells to these changes will largely determ ine the outcome of the su r

gical revascularization. Endothelial cells may trigger a cascade of events leading to 

intim ai hyperplasia and restenosis of the vessel lumen. A level of m ean wall shear 

stress of approximately 15 dynes cm  ̂has been proposed as the value th a t normal a r

teries strive to m aintain (Zarins et al., 1988; Glagov et al., 1988; Giddens et al., 1990). 

This is achieved by changes in the arterial diam eter through control of vascular tone 

and by wall remodelling. Low and oscillating shear stress have been linked to the de

velopment of wall disease. An inverse relationship between neointim al hyperplasia 

thickness and wall shear has been found (Friedman et al., 1981). However it is unclear 

below w hat level wall shear stress becomes detrim ental to the health  of the vessel wall 

and not simply a normal response to altered flow related mechanical stimuli. It is also 

unclear how sensitive the endothelial cell is to flow induced stim uli related to either 

absolute levels of shear stress or spatial and tem poral gradients of shear stress and 

w hat the frequency response of the endothelial force sensor mechanism is. I t is there

fore still largely uncertain w hat constitutes a physiologically significant change in the 

hemodynamic param eters implicated in vascular wall disease. This information how

ever is critical even from a flow m easurem ent perspective as it will largely determine 

the minimum spatio-temporal resolution required to extract, in vivo or in vitro, hemo

dynamic features at physiologically relevant scales. If for example the higher fre

quency resolved by the endothelial cell is of the order of the flow cycle period, then 

tem poral m ean values of flow indices will be sufficient to convey most of the physio

logically relevant information. In such case, the frequency response requirem ents for 

any m easurem ent technique employed to extract a flow index such as wall shear 

stress in vivo may be relaxed.
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The spatial scale of flow related effects on vascular wall biology is also impor

tan t. If flow inform ation is readily conveyed between cells through intercellular com

munication channels, then local flow disturbances may affect regions of the endothe

lial layer well beyond those directly exposed to these disturbances. The process of cell 

m igration and proliferation triggered in response to flow induced stim uli over a longer 

time scale may also contribute to the spread of otherwise localised flow induced ef

fects. This raises the question as to w hat level of spatial resolution is required to as

sess the physiological implications of the various flow induced forces affecting the a r

te ria l wall. Answers to such questions can be given by well controlled param etric stud

ies of endothelial cell responses to flow related stim uli such as the recent study by 

W hite et al. (2001) on the effects of temporal and spatial gradients of shear on endo

thelial cell function in a flow expansion chamber lined with a cultured endothelial cell 

layer.

Suggestions for further work

The threshold based magnitude image segm entation technique employed to ex

trac t the single pixel boundary was ra ther simplistic and only works reasonably well 

for MRI m agnitude images with a sharp vessel lum en edge. A more sophisticated seg

m entation method such as the level set method (Malladi and Sethian, 1995) to extract 

lum en boundaries a t subpixel resolution would be more appropriate for magnitude 

images obtained in vivo.

The spline function MR velocity encoded phase approximation method proposed 

currently requires a certain  degree of user intervention for an optimum solution to be 

achieved. The user criteria employed to select the optimum solution should be m athe

matically form ulated and introduced as additional constraints in the constraint opti

misation solution. By th is a user-independent approximation routine th a t converges 

iteratively to an optimum solution could be achieved.

F urther work is also required to assess the sensitivity of the local bypass grafts 

hemodynamics to the various geometric and flow pulsatility param eters implicated in 

the development of vascular disease. This effort could lead to the proposal of a prefer-
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ential bypass grafts configuration th a t by design m itigates any adverse affects the 

hemodynamics can have on the vascular wall thus prolonging graft patency.
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