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ABSTRACT

This thesis investigates a novel technique for the quantitative measurement of 

pulsatile blood flow waveforms and mean blood flow rates using digital X-ray 

angiographic data.

Blood flow waveforms were determined following an intra-arterial injection of 

contrast material. Instantaneous blood velocities were estimated by generating 

a ‘parametric image’ from dynamic X-ray angiographic images in which the image 

grey-level represented contrast material concentration as a function of time and 

true distance in three dimensions along a vessel segment.

Adjacent concentration-distance profiles in the parametric image of iodine 

concentration versus distance and time were shifted along the vessel axis until 

a match occurred. A match was defined as the point where the mean sum of the 

squares of the differences between the two profiles was a minimum. The distance 

translated per frame interval gave the instantaneous contrast material bolus 

velocity.

The technique initially was validated using synthetic data from a computer 

simulation of angiographic data which included the effect of pulsatile blood flow 

and X-ray quantum noise. The data were generated for a range of vessels from 

2 mm to 6 mm in diameter. Different injection techniques and their effects on the 

accuracy of blood flow measurements were studied.

Validation of the technique was performed using an experimental phantom of 

blood circulation, consisting of a pump, flexible plastic tubing, the tubular probe 

of an electromagnetic flowmeter and a solenoid to simulate a pulsatile flow 

waveform which included reverse flow.

The technique was validated for both two- and three-dimensional representations 

of the blood vessel, for various flow rates and calibre sizes. The effects of various 

physical factors were studied, including the distance between injection and 

imaging sites and the length of artery analysed.
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Finally, this method was applied to clinical data from femoral arteries and arteries 

in the head and neck.
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FIGURES

Fig. 3.1. Block diagram of basic system used for digital fluorography. The

main imaging components include: X-ray tube, image intensifier, 

video camera, high speed analogue-to-digital converter (ADC), and 

a computer.

Fig. 4.1. Schematic illustration of the basis for calculation of blood flow from

the transport time. The time df for passage of a contrast bolus from 

a ROI (A) to a ROI (B) is measured. The average velocity V and 

flow can be calculated from the distance dS between the ROIs and 

the diameter (O) of the blood vessel segment.

Fig. 4.2. The passage of a bolus of indicator down a vessel during one

cardiac cycle. It shows where samples could be taken by previous 

techniques using time-density curves which would be extremely 

difficult to match: see text for details. (Reproduced by kind 

permission of Colchester et al 1986).

Fig. 4.3. Graphical representation of density-distance curves obtained from

sites 1 to 5 from the image of a bolus of indicator down a vessel in 

fig. 4.2.

Fig. 5.1. Diagrammatic representation of the factors involved in calculating

blood volume flow. M and 0 are the vessel magnification factor and 

the orientation of the blood vessel to the X-ray beam axis 

respectively, t is the time taken for the contrast material bolus to 

move a distance L along the vessel. X is the apparent length of the

vessel segment in pixels. The factor Kc is the product of the iodine 

concentration in the vessel c and a densimetric calibration constant 

K which relates the image grey value to the mass of iodine 

integrated along the X-ray path from X-ray focus to image. The

integral of image intensity, a, is computed along the transverse

density profile after subtraction of a background or mask to remove 

contributions from overlying and underlying tissues.

Fig. 5.2. The perspex calibration cube.

Fig. 5.3. A pair of X-ray images of the cube with graphical superimposition

of the cube lines showing the generation of the transformation 

matrices.
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Fig. 5.4. Graphic explanation of the definition of the epipolar line.

Fig. 5.5. Example of a landmark indicated in the right-hand view, plus the

matching epipolar line in the left-hand view, on which the 

corresponding projection has to be located. The images represent 

the feeding vessel to the cerebral circulation of a patient in table 9.1 

(MB).

Fig. 5.6. Schematic drawing shows how image blur affects automatic vessel

edge detection. The maximum responses of the first derivative 

operator underestimate the actual edge position while the maximum 

responses of the second derivative operator overestimate the actual 

edge position.

Fig. 5.7. A biplanar digital X-ray angiogram of the aortic arch and the major

arteries leading towards the head, with the detected edges 

superimposed on the angiograms (see table 9.1, patient MB).

Fig. 5.8. The true cross-section A is related to the integral of image intensity

a along a profile perpendicular to the projection of the vessel axis. 

The X-ray magnification factor M, angle 0 between the vessel axis 

and the X-ray axis, and densimetric calibration constant K are 

computed from the 3D reconstruction of the vascular configuration.

Fig. 5.9. Biplanar views of S’ shape wire phantom used to assess the

accuracy of path length.

Fig. 5.10. Aluminium phantom used in the validation of the cross-sectional

area study.

Fig. 6.1. Example of a series of 2D dynamic digital X-ray angiographic

images. These images were acquired using the physical flow 

phantom described in chapter 8. The tube calibre was 6.6 mm with 

a mean blood flow of 349 ml/min. Images were acquired at a rate 

of 25 frames per second.

Fig. 6.2. (a) Parametric image showing contrast medium concentration (grey

scale) at different positions along the blood vessel (vertical axis) at 

different times (horizontal axis), generated from 3D experimental 

data acquisition for a 4.0 mm calibre with mean blood flow of 176 

ml/min. (b) Graphic presentation of above parametric image shown 

as three rows (30, 80, and 150 mm) of time-density curves.

Fig. 6.3. Density-distance profiles obtained from columns 25 and 26 (1 and
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1.04 seconds) of the parametric image in fig. 6.2(a).

Fig. 6.4. Graphical representation of the method for matching density- 

distance profiles over time.

Fig. 6.5. A example of the dependence of the mean sum of the square

differences (MSSD) on the spatial shifts. The data demonstrate a 

sharp minimum at a certain value of the shift. This value is taken to 

be the distance transversed by the contrast material between the 

two frames. Graphic presentation of the MSSDs are from the 

parametric image shown in fig. 6.2 in four consecutive columns 25- 

28 (1-1.12 seconds).

Fig. 6.6. A example of the cost function image, where the image grey level

represents the mean sum of the square difference (MSSD) as a 

function of time (horizontal axis) and shift (vertical axis) along a 

vessel segment. The cost function image was generated by the 

application of our velocity algorithm to the parametric image in fig. 

6.2(a).

Fig. 7.1. Generation of a parametric flow image. The partially formed

parametric image is shown on the left, while on the right there is a 

graphical representation of the contrast concentration across the 

diameter of the blood vessel lumen. The diameter of the vessel was 

5 mm.

Fig. 7.2. Blood flow waveforms vs time used as input into the computer

model.

Fig. 7.3. Injection strategy for contrast medium in the simulation studies: (a)

constant, (b) ramp, (c) 2 pulse/sec and (d) 5 pulse/sec.

Fig. 7.4. Parametric image showing contrast medium concentration (grey

scale) at different positions down the blood vessel (vertical axis) at 

different times (horizontal axis).

Fig. 7.5. True and estimated blood flow waveforms vs time for low blood

flow (mean 139 ml/min) with vessel internal diameter of 6 mm. The 

thin lines inputs the true waveform, the dotted lines that from the 

bolus mass tracking algorithm (Swanson et al 1986) and the thick 

lines the results using our velocity algorithm computing.

Fig. 7.6. True and estimated blood flow waveforms vs time for high blood

flow (mean 650 ml/min) with vessel internal diameter of 6 mm. The
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thin lines inputs the true waveform, the dotted lines that from the 

bolus mass tracking algorithm (Swanson et al 1986) and the thick 

lines the results using our velocity algorithm computing.

Fig. 7.7. Plots of typical contrast concentrations vs time generated from

synthetic data at two sites A (dotted lines) and B (solid lines), 40 

mm apart, along a blood vessel with an internal diameter of 6 mm 

and mean blood flow of 367 ml/min.

Fig. 7.8. Scatter plot showing the relationship between true mean velocity

and mean velocity estimated by the tracking of bolus mass method 

(Swanson et al 1986) for a 6 mm diameter vessel and a laminar 

flow pattern. The results for ramp, constant, 2 and 5 pulse/sec 

injection techniques are plotted. The line represents the line of 

identity.

Fig. 7.9. Scatter plot showing the relationship between true mean velocity

and mean velocity estimated by our velocity computing algorithm, 

for a 6 mm diameter vessel and a laminar flow pattern. The results 

for ramp, constant, 2 and 5 pulse/sec injection techniques are 

plotted. The line represents the line of identity.

Fig. 7.10. Scatter plot showing the relationship between true mean velocity

and the mean velocity estimated by the tracking of bolus mass 

(Swanson et al 1986) for 2 and 4 mm diameter vessels with a 

laminar flow pattern. The line represents the line of identity.

Fig. 7.11. Scatter plot showing the relationship between true mean velocity

and the mean velocity estimated by our velocity computing 

algorithm (distance-density curve matching method), for 2 and 4 

mm diameter vessels, for a laminar flow pattern. The line represents 

the line of identity.

Fig. 7.12. Scatter plot showing the relationship between true mean velocity 

and the mean velocity estimated by the tracking of bolus mass 

(Swanson et al 1986) for a 4 mm diameter vessel for ‘plug’ or 

constant axial flow pattern. The line represents the line of identity.

Fig. 7.13. Scatter plot showing the relationship between true mean velocity 

and the mean velocity estimated by our velocity computing 

algorithm, for a 4 mm diameter vessel, for a ‘plug’ or constant axial 

flow pattern. The line represents the line of identity.
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Fig. 8.1. Block diagram of flow phantom.

Fig. 8.2. Relationship between flow determined from timed fluid (saline)

collection and the electromagnetic flowmeter (EMF) mean flow 

reading.

Fig. 8.3. (a) Parametric image generated by 2D data processing for a 6.6

mm calibre with a mean blood flow of 348 ml/min. (b) Direct 

comparison of volume flow waveforms measured synchronously 

using the standard EMF (thin lines) and from the parametric image 

using our velocity computing algorithm (thick lines).

Fig. 8.4. (a) Parametric image generated by 2D data processing for a 6.6

mm calibre with a mean blood flow of 708 ml/min. (b) Direct 

comparison of volume flow waveforms measured synchronously 

using the standard EMF (thin lines) and from the parametric image 

using our velocity computing algorithm (thick lines).

Fig. 8.5. (a) Parametric image generated by 2D data processing for a 6.6

mm calibre with a mean blood flow of 1705 ml/min. (b) Direct 

comparison of volume flow waveforms measured synchronously 

using the standard EMF (thin lines) and from the parametric image 

using our velocity computing algorithm (thick lines).

Fig. 8.6. (a) Parametric image generated by 2D data processing for a 4.0

mm calibre with a mean blood flow of 339 ml/min. (b) Direct 

comparison of volume flow waveforms measured synchronously 

using the standard EMF (thin lines) and from the parametric image 

using our velocity computing algorithm (thick lines).

Fig. 8.7. Direct comparison of volume flow waveforms measured

synchronously using the standard EMF (thin lines) and from the 

parametric image using our velocity computing algorithm (thick 

lines) for a tube of 6.0 mm lumen diameter with a mean fluid flow 

of 586 ml/min (parametric image generated by 3D data 

processing).

Fig. 8.8. (a) Parametric image generated by 3D data processing for a 6.0
mm calibre with a mean blood flow of 1157 ml/min. (b) Direct 

comparison of volume flow waveforms measured synchronously 

using the standard EMF (thin lines) and from the parametric image 

using our velocity computing algorithm (thick lines).
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Fig. 8.9. (a) Parametric image generated by 3D data processing for a 4.0

mm calibre with a mean blood flow of 176 ml/min. (b) Direct 

comparison of volume flow waveforms measured synchronously 

using the standard EMF (thin lines) and from the parametric image 

using our velocity computing algorithm (thick lines).

Fig. 8.10. (a) Parametric image generated by 3D data processing for a 4.0

mm calibre with a mean blood flow of 271 ml/min. (b) Direct 

comparison of volume flow waveforms measured synchronously 

using the standard EMF (thin lines) and from the parametric image 

using our velocity computing algorithm (thick lines).

Fig. 8.11. (a) Parametric image generated by 3D data processing for a 4.0
mm calibre with a mean blood flow of 687 ml/min. (b) Direct 

comparison of volume flow waveforms measured synchronously 

using the standard EMF (thin lines) and from the parametric image 

using our velocity computing algorithm (thick lines).

Fig. 8.12. Direct comparison of volume flow waveforms measured

synchronously using the standard EMF (thin lines) and from the 

parametric image using our velocity computing algorithm (thick 

lines) for a tube of 3.0 mm lumen diameter with a mean fluid flow 

of 229 ml/min (parametric image generated by 3D data 

processing).

Fig. 9.1. X-ray angiogram showing the left femoral arteries. The arrows

indicate the positions of the selected arterial segments for 

generation of the parametric images, a= left common femoral; 

b=left superficial femoral; and c=left profunda femoris arteries.

Fig. 9.2. Parametric image showing contrast medium concentration (grey

scale) at different positions down the blood vessel (the vertical axis) 

and at different times (the horizontal axis) pre-angioplasty for: (a) 

the left common femoral, (b) the left superficial femoral with severe 

stenosis and (c) the left profunda femoris arteries.

Fig. 9.3. As in fig. 9.2 but post-angioplasty.

Fig. 9.4. Plots of the flow velocity waveforms pre-angioplasty derived from

the parametric images shown in fig. 9.2. The waveforms were 

extracted from the parametric images constructed for the left 

common femoral artery (thick solid lines), the left superficial femoral
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artery (dotted lines) and the profunda femoris artery (thin solid 

lines).

Fig. 9.5. Plots of the flow velocity waveforms post-angioplasty. The

waveforms were extracted from the parametric images shown in fig.

9.3 for the left common femoral artery (thick solid lines), the left 

superficial femoral artery (dotted lines) and the profunda femoris 

artery (thin solid lines).

Fig. 9.6. Parametric image showing contrast medium concentration (grey

scale) at different positions down the blood vessel (the vertical axis) 

and at different times (the horizontal axis), the left and right 

common carotid (LCC, RCC), internal carotid (LIC,RIC) and 

vertebral (LVE,RVE) arteries for patient MB (see table 9.3).

Fig. 9.7. Biplanar X-ray angiogram showing the carotid and vertebral arteries

for patient MB (see table 9.3).

Fig. 9.8. Plots of the volume flow velocity waveforms. The waveforms were

extracted from the parametric images shown in fig. 9.6 for the left 

common carotid (LCC), right common carotid (RCC), left internal 

carotid (LIC), right internal carotid (RIC), left vertebral (LVE) and 

right vertebral (RVE) arteries.
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CHAPTER 1 

INTRODUCTION

1.1 INTRODUCTION

In research and clinical practice there are many unresolved haemodynamic 

problems for which quantitative measurements of blood flow could provide some 

of the solutions. Methods of measurement of blood flow evaluate either tissue 

perfusion or vascular blood flow. Tissue perfusion is the transmission of blood 

through the microcirculation and is the ultimate determination of tissue 

oxygenation; and is usually measured in ml/min/100 gram or ml/min/kg tissue 

weight. The measurement of tissue perfusion is important in, for example, 

monitoring tumour tissue perfusion and in dermatological and rheumatological 

disorders. Vascular blood flow is a measure of the amount of blood passing 

along a vessel; and is usually measured in ml/min. Applications include 

assessment of the progression of atheroma, investigation of haemodynamics, 

and study of the efficacy of vascular bypass operations and angioplasty. The 

commonest type of vascular disease is atherosclerosis, which tends to affect 

larger vessels. Measurement of flow or change in flow in the diseased vessel(s), 

is a more direct assessment of severity of disease than measurements of tissue 

perfusion in the region of supply of the vessel, which may be spatially ill-defined. 

Several arteries may supply one territory (collateral supply). Vessel flow 

measurement may however allow estimation of the relative contribution of 

particular collateral vessels. Unfortunately no sufficiently accurate non-invasive 

technique exists at present to measure vascular blood flow. In brief, currently 

available methods include the electromagnetic flowmeter (EMF) which has been 

used to estimate blood flow in animals and man. The technique is invasive, 

requiring the placement of probes on blood vessels. Doppler ultrasound has 

been used mainly for qualitative analysis of blood flow in vessels near the body 

surface and can be used to measure aortic flow, but it lacks the necessary 

resolution in space and time to assess smaller, deep-seated vessels. Magnetic 

resonance techniques are developing rapidly, but present methods are time 

consuming and have poor spatial resolution. X-ray angiography remains the 

imaging modality which gives the highest spatial and temporal resolution and is
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widely used in clinical practice for obtaining high quality blood vessel images. The 

ability to derive quantitative flow data from this procedure would be a useful 

clinical tool. Numerous publications have shown its potential but it has not been 

widely used due in part, I believe, to the use of inappropriate algorithms to 

process the image data.

The objective of this work is to examine the accuracy of using an X-ray 

angiographic technique to compute blood flow. Hence it concentrates on the 

derivation and subsequent processing of blood flow waveforms from digital 

dynamic X-ray angiographic data. It is therefore a methodological study rather 

than a clinical study. Although limited patient data were acquired and analysed 

these have mainly been used to demonstrate that the theory and methods 

developed using synthetic and phantom data may be applicable in clinical 

studies.

This chapter includes an outline of applications of blood flow measurements, with 

special reference to arterial blood flow waveform patterns in the detection of 

vascular diseases. This is followed by a breakdown of the thesis as a whole, 

chapter by chapter.

1.2 APPLICATIONS OF BLOOD FLOW MEASUREMENTS

Blood flow measurements in individual vessels would be of value in a variety of 

clinical circumstances:

(1) To confirm the clinical diagnosis.

(2) To achieve a better understanding of the patho-physiology of the disease 

process.

(3) To document the progression of the disease, for example: (a) the 

assessment of the effect of atherosclerosis and other sources of vessel 

narrowing on flow in individual vessels (b) the study of hepatic blood flow 

for better understanding of the natural history of portal hypertension.

(4) To measure total blood flow to an organ, pre and post kidney or liver 

transplants.

(5) To predict pressure gradients from the combination of vessel blood flow
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measurements with calibre and path length measurements.

(6) To assist the selection of patients for reconstructive surgery.

(7) To assess the immediate and long-term post-operative results of 

reconstructive surgery, such as the investigation of bypass graft patency.

(8) To assess the haemodynamic effects of percutaneous transluminal 

angioplasty and other interventional studies.

(9) To assess changes in pulsatile flow waveforms in vascular disease. This 

is discussed in section 1.2.1.

(10) Finally, there is still much to be learnt about the physics, physiology and 

pathology of blood flow and vascular resistance in individual vessels.

Flow measurements in individual vessels are a central part of this research.

1.2.1 Arterial Flow Velocity Waveform Patterns

The pattern of flow waveforms can be used to grade the severity of arterial

occlusive disease. Individual vessels have different blood flow waveform patterns

depending on their location. For example:

(1) The normal flow pattern in the major arteries of the lower limb consists of 

an initial high-velocity forward-flow phase during cardiac systole, a brief 

phase of reverse flow in early diastole, and a low-velocity forward-flow 

phase in late diastole. The factors that modify this normal pattern include 

the presence of arterial occlusive disease and changes in peripheral 

vascular resistance. An arterial stenosis acts like a filter which removes 

rapidly changing components of the flow waveform. This, together with the 

compensatory decrease in peripheral resistance, results in the 

disappearance of the reverse-flow phase (see chapter 9). Thus, the 

waveform obtained distal to a stenotic lesion has a single forward velocity 

phase, the peak flow velocity is lower than normal and the peak of the 

waveform is more rounded. Flow waveforms taken from within a 

haemodynamically significant stenosis have an abnormally high peak 

systolic velocity that represents the high-velocity jet generated due to the 

lesion.

(2) Arteries such as the internal carotid, that supply low resistance organs,
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normally show forward flow throughout the cardiac cycle and relatively 

high diastolic flow velocities (see chapter 9).

1.3 STRUCTURE OF THESIS

Chapter 2 critically describes current available methods for measuring blood flow, 

emphasising their difficulties and relative advantages.

From the review of the literature in chapter 2, it is apparent that there are many 

problems associated with determining blood flow. X-ray angiography remains the 

imaging modality which gives the highest spatial and temporal resolution, and, 

because of its high signal-to-noise ratio, is widely used in clinical practice for 

obtaining high-quality vessel images. In addition to conventional anatomical 

information, a timed sequence of digital images also contains useful temporal 

information which hitherto has been largely ignored.

Chapter 3 describes the main principals of a digital X-ray angiographic system 

and outlines its individual components.

Chapter 4 discusses in detail the drawbacks of the existing X-ray angiographic 

techniques of measuring blood flow velocity, introduces approaches to the 

measurement of pulsatile blood flow waveforms from profiles of injected contrast 

mass or concentration versus distance, and outlines outstanding problems in 

their implementation. In this chapter X-ray angiographic techniques to measure 

cross-sectional area are reviewed emphasising both the value and shortcomings 

of using geometric or densitometric methods to calculate the cross-sectional 

area.

Chapter 5 describes in detail a three-dimensional (3D) reconstruction technique 

for obtaining vascular configurations from biplanar X-ray angiographic images. 

Such reconstruction is possible on condition that the position and orientation of 

the X-ray equipment during the data acquisition is known, and that corresponding 

vessel segments in the vascular configuration in the two projections can be 

identified. This chapter also includes a validation of the 3D approach for the 

measurement of vessel cross-sectional area and vascular path lengths.
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Chapter 6 describes a new digital X-ray angiographic technique of measuring 

blood flow waveforms, by matching profiles of injected contrast concentration 

with respect to distance along a blood vessel (distance-density curves) over a 

period of time.

Two procedures will be described, in chapters 7 and 8 respectively, that validate 

the new flow algorithm. The first method uses simulated X-ray angiographic data 

generated by computer models (details and results of the validation are 

described in chapter 7). Quantitative comparison with other algorithms is also 

made using computer generated images. A total of 114 synthetic images were 

generated by varying the following parameters in the mathematical model of the 

angiographic imaging chain; flow rate, blood vessel calibre size and injection 

technique (chapter 7). The second method is a validation of the technique using 

an experimental model of blood circulation. The results obtained from this system 

are described in chapter 8.

In order to demonstrate the applicability of the new angiographic technique (as 

described in chapter 6) in clinical practice, flow was measured in the left femoral 

arteries of a 69-year-old male patient with severe superficial femoral artery 

stenosis, pre- and post-percutaneous transluminal angioplasty and, subsequently, 

in the carotid and vertebral arteries of seven patients. The analysis of the flow in 

the femoral artery was performed using two-dimensional (2D) image processing, 

in the plane of the projected radiograph, while the analysis of the vessels in the 

head and neck was performed using a 3D representation of the vascular network 

(chapter 9).

The tenth and final chapter provides the conclusion and overall assessment of 

the work presented in this thesis.
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CHAPTER 2

A REVIEW OF EXISTING METHODS OF MEASURING 

FLOW IN BLOOD VESSELS

2.1 INTRODUCTION

The measurement of blood flow is important in understanding both normal 

physiology and disease processes as well as assessing the effects of therapeutic 

procedures such as angioplasty, shunting, bypass and transplantation.

There are several techniques which have been used to measure blood flow. The 

classification of techniques is to some extent arbitrary and several so-called 

‘different’ methods may share certain common principles. The methods can be 

classified into two main groups: those primarily concerned with flow through 

discrete vessels and those used to assess local microcirculatory blood flow 

(tissue perfusion). All techniques have their advantages and disadvantages and 

in some situations a combination may provide the most information (Seifalian et 

al 1991a). In addition, because of the many factors affecting blood flow, 

measurement in a single subject may vary depending on position, recent food 

intake, anxiety, anaesthesia and drug therapy. This thesis does not attempt to 

address these external factors, rather it addresses the technical problem of 

measuring flow through discrete vessels. The development of a technique to 

measure intravascular blood flow using digital X-ray angiographic data is 

described. The technique of digital X-ray angiography is described in chapter 3 

and previous approaches to using these data to measure flow are reviewed in 

chapter 4. This chapter surveys other methods available for assessing 

intravascular blood flow, examines the different parameters being measured, and 

outlines problems of applicability and interpretation of the results from each 

technique.

-25-



2.2 METHODS

2.2.1 The Electromagnetic Flowmeter

The measurement of blood flow by electromagnetic induction was first suggested 

by Fabre in 1932. The principle of the technique is based on Faraday’s law of 

electromagnetic induction. If a magnetic field is applied across a vessel in which 

blood is flowing then an electric field is induced at right angles to both the 

induced magnetic field and the flow vector (Webster 1978; Harper et al 1974). 

The electrical field is detected along its axis from the potential difference across 

the outside of the vessel. This potential is primarily determined by the velocity of 

the flowing blood within the vessel. Accuracy demands attention to detail and 

proper calibration (Khouri and Gregg 1963; Wyatt 1984) using a pump and saline 

solution. There is no way of checking calibration ‘in-vivo’ except by vessel 

clamping for zero flow. Interference from other electrical instruments also reduces 

the accuracy of the technique (Meisner and Messmer 1970).

In practice the method involves the placement of the device around the vessel to 

be assessed. For a good signal, close contact is essential. Drapanas et al (1960) 

and Price et al (1965) compared electromagnetic flowmetry with the 

bromsulphalein clearance method (Bradley et al 1945) for measuring hepatic 

arterial and portal vein flow in a dog and found a good correlation between the 

two methods. Because of the invasive nature of the technique, it is applicable 

mainly to animal studies and to patients at the time of surgery. These devices are, 

however, still regarded as the ‘gold standard’ against which all other methods of 

measuring flow must be compared. Electromagnetic flowmeters are able to 

measure instantaneous and mean blood flow in an exposed vessel. They can 

also detect forward and reverse flow and the temporal resolution is fast enough 

for flow to be studied during the cardiac cycle. Another advantage of this method 

is its insensitivity to changes in blood temperature and viscosity.

2.2.2 The Thermodilution Technique

The concept of the thermodilution technique is based on the principle of 

supplying a known quantity of heat to the blood within a vessel and measuring
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the blood temperature at a point downstream. The rate of the injection washout 

is proportional to the flow. Fegler (1954) injected heated saline solution (the 

indicator) into the blood stream via a catheter, then applied the Stewart-Hamilton 

equation (Hamilton et al 1932), describing the relationship between injected 

volume, the area under the time-dilution curve, and blood flow in thermodilution 

techniques:

P_ ^*(7b T)*SO*K (2.1)

where F is blood flow, 0  is the injected indicator volume, and Tj are the blood 

and injected indicator temperatures, A is the area under the temperature time 

curve and K is the fluid constant. The fluid constant is dependent upon specific 

gravity and heat of blood and indicator, it remains virtually constant and is 

calculated to be equal to 1.08 when isotonic saline or 5% dextrose solution is 

used (Nadel et al 1986).

Nadel et al (1986) validated this technique ‘in-vitro’ for flow ranging from 200 to 

700 ml/min, and reported that flows under 200 ml/min had an average error of 

28%, while flows above 200 ml/min had an average error of 6%.

The assumptions for this technique are that there is homogeneous mixing 

between the indicator and the blood, and that the injection of the indicator does 

not influence flow. Apart from the mixing problem, one of the difficulties of the 

injection technique is that heat is lost from the fluid during its passage to the 

catheter tip and this heat passes out into the blood altering its temperature and 

therefore the temperature recorded by the downstream sensor. In addition 

injection of hot or cold saline might affect the vascular tone of arteries and hence 

the arterial blood flow.

2.2.3 Doppler Ultrasound

According to the Doppler principle, the frequency of a sound wave that is 

reflected from a moving object will increase or decrease depending on the
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object’s direction and velocity relative to the incident wave. This change in 

frequency is called the Doppler effect. Using ultrasonic equipment the Doppler 

shift ôF is given by the following equation:

where F is the transmitted frequency (2-10 Mhz), V is the velocity of the moving 

blood cell, 0 is the angle between the transmitted sound and the axis of blood 

vessel and c is the constant speed of sound in the blood and tissue (« 1540 

m/sec).

Doppler instrumentation allows for ultrasound to be transmitted continuous wave 

(CW) Doppler or intermittent (pulsed) wave Doppler.

The advantage of the CW Doppler is its simplicity, no upper limit to the velocity 

measurable, and a lack of aliasing. Therefore CW Doppler may be used for the 

analysis of high velocities, particularly across stenotic orifices. These devices are 

commonly used in obstetrics to obtain umbilical artery waveforms, and have been 

widely used for many years in the carotid and lower limb arteries.

The disadvantages of the system are that it does not allow determination of the 

depth at which the frequency shift occurred, it provides little information about 

flow profile and it is unable accurately to measure a detected stenosis (O’Leary

1985).

In pulsed wave Doppler, several intermittent gated (timed) voltage pulses are 

applied to the transducer, resulting in a pulsed, rather than continuous, wave 

transmission. Pulsed Doppler devices usually have a single crystal, operating 

alternately as transmitter and receiver. The principle of operation is to transmit a 

short burst of ultrasound towards the target and wait for the backscattered 

ultrasound to return. By selecting the time between transmission and reception, 

the depth at which blood velocities are detected can be chosen. This provides 

discrimination of Doppler signals from different depths, allowing for the detection
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of moving interfaces and scatterer from within a well-defined ‘sample volume’. 

The dimensions of the sample volume are defined axially by the pulse length and 

laterally by the beam width of the combined transmitter-receiver system. The 

sample volume can be positioned anywhere along the axis of the ultrasound 

beam, but to obtain a narrow band of frequencies it should be placed in the 

central stream of the blood vessel (Breslau 1982).

While pulsed Doppler has the considerable advantage of permitting Doppler 

analysis at precise locations determined by the operator, there are velocity 

measurement limitations. The highest velocity that can be detected is a function 

of the transmission frequency, the depth at which the velocity is sampled, and the 

intercept angle. Altering the intercept angle away from parallel flow may permit 

velocity measurements that can be corrected to the true velocity by multiplying 

by the cosine of the intercept angle. Difficulties, however, arise in measurement 

of the intercept angle.

With simple Doppler ultrasound alone, details of flow are obtained but the vessel 

and surrounding soft tissues cannot be evaluated and so there is no anatomic 

reference. Placing the sample volume at a desired anatomical site requires the 

combination of an imaging device with a Doppler device and is referred to as 

duplex scanning.

Most commonly, duplex probes contain two piezoelectric transducers positioned 

in a geometric configuration that allows simultaneous real time sector imaging 

and pulsed Doppler flow studies (Burns 1987). Therefore it has the advantage of 

both Doppler spectral analysis and real time imaging which enables the 

measurement of volume flow in blood vessels. Volume flow is the product of 

cross-sectional area and mean velocity. The vessel area is estimated from the B- 

scan, and the mean velocity estimated from the mean velocity shift of the Doppler 

spectrum. The limitation of the technique is due to the conflict between design 

considerations optimal for imaging and those that are optimal for Doppler 

measurement. Doppler frequency shifts are maximal when the axis of the 

transducer is as near parallel to the axis of flow as possible, whilst imaging is 

best when the beam axis is perpendicular to the vessel wall. These design 

constraints make simultaneous collection of Doppler and imaging data difficult.
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Although duplex instrumentation is now widely accepted as valid for most 

vascular applications, there are several disadvantages which have prevented total 

acceptance of the method (Jaffe 1984). These have been well documented and 

are summarised by Burns (1987) and Merritt (1986). Briefly, they are as follows:

(a) Sampling problems. When used to measure laminar flow in a vessel with 

a beam width less than the diameter of the vessel, only the central portion 

of the vessel lumen will be insonated (Evans 1982 and 1986) leading to an 

error in estimating velocity and hence flow. Nearly all current pulse mode 

Doppler machines are based on centre-line measurements of peak velocity 

and spectral broadening (Langlois et al 1984). Abnormalities may be 

missed due to failure to sample nearer the wall where flow disturbances 

are more likely to occur (Switzer and Nanda 1985; Rittgers and Fei 1988).

(b) Errors can arise in estimating blood vessel diameter. These are due to

imaging not being perpendicular to the longitudinal axis of the vessel;

poor resolution of the imaging transducer; pulsatility of blood flow, causing 

variation in vessel diameter with time; and observer variability (Zoli et al 

1986). Assuming that a vessel is circular can lead to an error of up to 30% 

in calculating the area of the vessel (Gill 1985).

(c) Errors due to beam angle. The magnitude of velocity is a function of the 

cosine of the intercept angle between beam direction and the blood 

vessel. The volume flow rate calculation equation is a trigonometrical 

function of the angle between the beam direction and the blood flow. 

Errors vary considerably with that angle, being minimal in the angle range 

55-75° (Stacey-Clear and Fish 1984).

To overcome problems of visualisation of flow in small vessels and to improve 

qualitative analysis, colour-duplex instruments have been developed (Nelson and 

Pretorius 1988; Fowls 1988). Colour-duplex imaging instruments provide the 

following additional information: (1) with the existence of a Doppler frequency 

shift, the echo is represented in colour otherwise it is displayed in shades of grey,

(2) the magnitude of the Doppler frequency shift is displayed on a colour shading 

scale, with the direction of blood flow, with reference to the Doppler transducer, 

displayed in different colours, i.e. red and blue.
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The advantages of the colour-duplex is the resultant visualisation of flow, even if 

the vessel is too small to be resolved on the grey-scale image, and distinction 

between vascular and non-vascular structures, for instance at the portal hepatis 

where blood vessels can be distinguished from the extrahepatic bile ducts. It is 

important to recognise that the flow information illustrated with colour-duplex 

instruments is qualitative, not quantitative (Zwiebel 1990).

To overcome problems with angle correction and sampling error in duplex 

ultrasound systems, intra-arterial Doppler catheters have been used to measure 

blood flow (Wilson et al 1985; Sibley et al 1986). The Doppler catheter has a 

single crystal mounted 4.5 mm behind the catheter tip and angled at 45° to the 

long axis of the catheter.

Intra-arterial Doppler catheters are frequently used in the coronary circulation 

(Sibley et al 1986; Johnson et al 1989), but recently have been used to measure 

flow in the superior mesenteric artery in patients, with and without portal 

hypertension, who are undergoing diagnostic splanchnic arteriography 

(McCormick et al 1992).

We have validated an intra-arterial Doppler ultrasound catheter to test for its 

accuracy in quantitative measurement of pulsatile blood flow velocity. An 

experimental model of the arterial circulation was constructed. This consisted of 

a pump, flexible plastic tubing, and the tubular probe of an EMF (McCormick et 

al 1992).

In the flow model the catheters were able to reproduce the flow velocity 

waveforms for a 6.5 mm calibre tube but tended to overestimate the 

instantaneous flow velocity by an amount ranging from 5.3% to 36.4%. The 

results showed much poorer agreement for smaller calibre tubes (4.5 and 3.0 

mm) in which the errors were as high as 200% (Seifalian et al 1991b). Similar 

results were observed in the patient femoral artery undergoing bypass graft using 

intra-arterial Doppler ultrasound and comparison with EMF reading.

In summary, all Doppler devices are subject to the same physical constraints; 

even the most sophisticated colour flow mapping systems are subject to aliasing
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and the angle dependence of the Doppler shift frequency. Duplex scanning 

potentially provides a non-invasive way of assessing blood flow in many clinical 

situations. Its accuracy has been validated ‘in-vitro’ and in experimental animals 

(Miyatake et al 1984; Seifalian et al 1988a), but problems do exist in using this 

technique in clinical practice.

2.2.4 Nuclear Magnetic Resonance

Nuclear Magnetic Resonance (NMR) imaging is a non-invasive imaging modality 

that has rapidly gained clinical acceptance, although widespread introduction has 

been delayed by the capital cost of installing a NMR scanner. Flow detection with 

NMR has been explored for more than 40 years (Suryan 1951 ; Garroway 1974; 

Hahn 1960). When NMR imaging was first performed in the late 1970s, signal loss 

was noted within arteries and attributed to high flow rates (Hawkes et al 1980). 

In the early 1980s, several causes of increased signal intensity were described, 

generally associated with slow flow in veins and durai sinuses (Waluch and 

Bradley 1984; Bradley and Waluch 1985). Understanding these flow phenomena 

has provided the basis for the development of specialised NMR imaging 

sequences intended to quantify blood flow measurements. Several methods have 

been proposed to quantify blood flow (Ridgway et al 1987; Shimizu et al 1986; 

West et al 1988) and a full review of the techniques is described by Smith (1990).

The theory of applications of NMR to measure blood flow is too complex to 

describe in full here. However, in brief, there are three main approaches to the 

measurement of blood flow using NMR: (1) measurement of the signal produced 

by the inflow and outflow of blood in an image selected perpendicular to the 

vessel axis, (2) time-of-flight techniques, where a bolus of blood is used as an 

indicator: it is excited and then its progress along the vessel is followed, and 

finally (3) phase modulation, which utilises the phase of the net magnetic 

moment. At present the relative merits of each approach in terms of spatial and 

velocity resolution and image acquisition times have not been completely 

evaluated. However, this will undoubtably be an area of significant development 

in the future.
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2.3 CONCLUSION

Currently the measurement of blood flow is difficult. There are often large 

variations in flow measurements between techniques. Some of these differences 

may be due to the methods and conditions used while others are undoubtedly 

caused by complexities of the blood flow in the vascular system which are not 

yet completely understood.

Most importantly, a reliable method of non-invasively assessing blood flow in the 

clinical context is still required. Duplex Doppler ultrasound offers a non-invasive 

way of assessing blood flow but its many inaccuracies make it a difficult 

technique to use in quantitative studies, especially when studying deep seated 

vessels such as abdominal or cerebral arteries. Intra-arterial Doppler flow probes 

and NMR may have a role in the future.

In chapter 4, X-ray angiographic techniques of measuring blood flow are 

reviewed. In chapters 5 and 6 a new technique to measure blood flow using 

digital X-ray angiographic data is introduced.
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CHAPTER 3

PHYSICS AND INSTRUMENTATION OF DIGITAL ANGIOGRAPHY 

3.1 INTRODUCTION

Over the years, X-ray film with an intensifying screen has proved to be an 

excellent medium for the detection and display of images in the majority of 

conventional radiographic examinations. However, printing the images on film 

presents several limitations that are becoming more important as interventional 

techniques make greater demands on X-ray imaging. The first of these limitations 

is that images are generally not available on cine-film until approximately 15-20 

minutes after the procedure compared to two minutes for single X-ray film. As a 

result, the images cannot be used to guide an interventional study unless the 

procedure is interrupted for film processing. In addition, the adequacy of the 

images is not known until film development, so more views than necessary may 

have to be obtained at a cost of increased contrast dose, radiation exposure, and 

time.

Other problems related to the use of film are technical, including; the limited 

dynamic range of X-ray film; a non-linear relationship between optical density and 

exposure; the inconvenience of film digitisation necessary for most quantitative 

analysis; and lack of control over image contrast after acquisition.

To overcome these problems, digital radiology has been developed. The basic 

principle of digital imaging is that an image is stored as rectangular array of 

numbers, each number relating to image intensity at that point. This digital image 

can be manipulated or analysed by computer. The numbers are either converted 

back into a visual image for viewing or quantitative data may be generated such 

as cross-sectional area of a blood vessel, volume of a particular structure, and 

flow rate down a blood vessel, etc.

3.2 PRINCIPLES OF DIGITAL FLUOROGRAPHIC IMAGING

A simplified block diagram of the processes involved in digital fluorography is 

shown in fig. 3.1. The whole system is controlled by a general-purpose computer. 

Here the concepts involved in each individual component are briefly outlined.
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x-ray tube Patient Image Intensifier Video Camera ADO Computer

light I

X-ray
Computer Controlled Aperture to data storage 

analog signal and processing

Fig. 3.1. Block diagram of basic system used for digital fluorography. The main imaging components include: X-ray tube, image 
intensifier, video camera, high speed analogue-to-digital converter (ADC), and a computer.
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3.2.1 X-ray Tube and Generator

The standard features and requirement for X-ray sources are well known (Leeuw

1986). In summary, diagnostic application requires: (1) high instantaneous power 

levels up to 100 Kw, of a short duration; (2) highly stable voltage during each 

exposure, this is critical for studies which evaluate the temporal variations of 

contrast material such as vascular flow; (3) provision for pulsing the radiation 

source at up to 50 pulses per second, short X-ray pulses are essential to avoid 

blurring of moving structures; (4) a small ‘focal spot' to maximise geometric 

sharpness, because the spatial resolution of images depends on the type of 

image receptor, the magnification factor, and on the actual focal size of the X-ray 

tube. Typical focal spots are 0.2-0.6 mm. These X-ray systems can therefore 

provide diagnostic images for visual interpretation and, in addition, quantitative 

densitometric data can be derived.

An important factor in digital angiography is the synchronisation of the X-ray 

generator with the digital video processor. Different systems accomplish this 

differently; the Siemens Digitron II digital subtraction angiographic (DSA) system 

used in acquiring the digital X-ray angiographic data used in chapters 8 and 9, 

use the following methods for synchronising the X-ray exposure and T.V. scan 

sequence. At 25 frames per second the X-ray exposure is typically 4 ms which 

is immediately followed by the scan of the T.V. target. The system controller 

synchronises both X-ray exposure and T.V. scan sequence to mains frequency. 

At 50 frames per second the exposure times are shorter and only one scan of 

an interlaced sequence (312 lines) is used.

3.2.2 Image Intensifier

The primary radiological image may be converted instantaneously into a visual 

image by use of an image intensifier (II). A detailed description of the II has been 

written by Nalcioglu et al (1986) and Fujita et al (1985). In brief an II has an input 

phosphor and photocathode, where X-ray photon energy is converted into light 

energy and hence a release of electrons. The electrons are accelerated by a high 

voltage and are focused on to an output phosphor, where the electrons are 

converted back into light photons. Amplification takes place during this
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conversion process, so that for every X-ray photon arriving at the input phosphor 

of the intensifier, many thousands of light photons are generated at the output. 

Three major factors define the quality of an II:

(1 ) quantum detection efficiency (ODE), this measures the accuracy or quality 

of data transfer in imaging systems and is defined as:

(3.1)QDE=
iSNRJ

where SNR-̂  ̂ and SNR̂ ĵ̂  are the signal-to-noise ratio in and out 

respectively;

(2) spatial resolution, and

(3) field of view.

The thicker the input phosphor of the II, the higher the ODE, but the poorer the 

spatial resolution; typical values for efficiency are 50% at 50 kev. The spatial 

resolution varies with field size, typical values are 2 to 5 Ip/mm full width half 

maximum (FWHM) for a field size of 110-400 mm. The other important parameter 

in assessing quality is geometric distortion. Limitations in the electron optics lead 

to distortion in the II during the acceleration of electrons from the input phosphor 

to the output phosphor and due to the curved face of the input phosphor 

(Chakraborty 1987). This results in a pincushion distortion effect. The result of this 

distortion is that images are stretched in the radial direction by a factor which 

increases as the distance from the centre of the image increases. Although it 

does not degrade the resolution significantly, it may produce error in geometric 

measurements. This distortion can usually be corrected by imaging a calibrated 

metallic grid and by applying the subsequent corrections. In a modern II this 

effect is very small, and we have shown that it can be considered to be negligible 

in geometric measurements (see chapter 5).
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3.2.3 Video Camera

This is the single most important element in the imaging chain. A video camera, 

more usually of vacuum-tube design, is coupled to the output screen of the 

image intensifier by a lens system. The primary function of the system is to 

convert the light intensity image (optical image) produced by the II to an 

electronic signal that can be digitised. Some of the important properties of the 

video camera are:

(1) speed of acquisition (frame rate);

(2) signal-to-noise ratio (SNR);

(3) linearity between output video signal and the incident X-ray flux, which is 

determined by the photoconductivity of the target material used (Sandrik 

1984);

(4) spatial resolution;

(5) extent of the ‘blooming effect', whereby if a high intensity object is

adjacent to a low intensity object, there is in effect some leakage of the

high intensity area onto the lower intensity area.

State of the art cameras such as a Plumbicon*^* (lead oxide) have a resolution 

of 1249 or 525-lines for a 1024x1024 or 515x512 pixel matrix respectively, and a 

SNR of 1000:1 or better, with an acquisition rate of 25 or 30 frames per second 

(Roehring et al 1981). Other advantages of the lead oxide are that the output 

video signal is linearly dependent upon the incident X-ray flux (light intensity); 

whereas, for other types of video camera the video output V is approximately 

related to the light flux I according to the relationship

V =r  (3.2)

where r  is a constant. For the Plumbicon camera (lead oxide) r«1 , whereas for 

typical non-linear fluoroscopic cameras (such as those with an antimony trisulfide 

target) r=0.6 (Kruger et al 1981a). For digital imaging, a value of r=1 is needed 

for accurate subtraction and quantisation. Before the digital image is displayed 

its contrast can be manipulated to match the characteristics of the monitor.
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Recently another type of camera has been introduced which is solid-state, this 

uses the latest integrated circuit (1C) technology. These cameras are 

manufactured with light sensitive silicon devices called charge-coupled devices 

(CCDs). Here the image is focused on an array of discrete (digital) CCD 

elements. The advantages of these cameras are that each pixel is independent 

of its adjacent neighbours, so that problems with blooming effects are eliminated 

due to the discrete matrix of tiny light sensitive elements. Another advantage is 

that this type of camera has excellent geometric stability and frame to frame 

registration.

3.2.4 Analogue-to-Digital Conversion

The image conversion is performed by the following steps: scanning, sampling, 

and quantisation. This process of digitisation is performed by an analogue to 

digital conversion (ADC), the efficiency of which can be defined by the rate of 

digitisation or conversion time, and intensity resolution or depth of digitisation. 

Scanning is accomplished by the video camera, which converts the continuous 

2D image into a number of horizontal scans, called rows or rasters. The intensity 

along each raster scan is measured, or sampled, at evenly spaced points. Each 

of these measured values represents the brightness at one location in the image, 

known as a picture element, or pixel. Finally, each pixel intensity is converted to 

an integer between 0 and A/g -1, where A/g is the number of discrete grey levels 

the ADC can represent. This conversion is called quantisation. The number of 

grey levels, A/g, determines the upper limit to the precision with which the original 

image intensities are represented in the digital image. The precision of the ADC 

(i.e. the ADC step size) is important, the larger the number of bits per pixel, the 

greater the dynamic range and the smaller the quantisation error or "quantisation 

noise". Most systems use 8 or 10 bits per pixel for the ADC. The major difference 

between 8 and 10 bits conversion can be appreciated only in images that have 

very large dynamic range. At present time conversions greater than 10 bits 

probably will not increase accuracy, because the SNR of currently available 

cameras is 1000:1. Work is in progress to develop a 12 bit ADC coupled to a 

camera with a SNR of 2000:1.

The maximum resolving power of a digital imaging system is limited by the pixel
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size. The information content in images, has been characterised in term of spatial 

frequency components, for example an object with sharp edges will have higher 

spatial frequencies than an object that has only smooth edges. The process of 

digitising an image into discrete pixels is called sampling, and the size of the 

pixels corresponds to a sampling frequency. According to the Nyquist sampling 

theorem, an image can be sampled without loss of any information provided that 

the sampling frequency is at least twice the highest spatial frequency component 

in the image. Depending on the characteristics of the original image being 

digitised, there may be two types of quantisation errors. First, if the sampling 

frequency is too low, there will be loss of image information at high spatial 

frequency. This introduces image blurring, with loss of spatial resolution. Second, 

there may be introduction of artefact due to aliasing in which spatial frequencies 

above the Nyquist frequency in the original image masquerade as lower spatial 

frequencies.

3.2.5 Image Analysis Workstations

Digital fluorography systems are currently not convenient for reviewing images 

or quantitative analysis. This is because they lack the appropriate computer 

hardware and software, and lack an appropriate development environment; 

additionally, in most centres, the angiography theatres are very busy with the day 

to day acquisition and basic manipulation of the images.

Consequently, some centres have set up an off-line digital image workstation with 

full analysis and display facilities. Images can be transferred from the digital 

fluorography system to an image analysis workstation via magnetic tape, optical 

disk or by direct transfer via a local area network (LAN).

3.3 DIGITAL SUBTRACTION ANGIOGRAPHY

The concept of the temporal subtraction methods such as the mask mode and 

time interval difference methods provides an important contribution to the study 

of vasculature. In the mid 1970s and early 1980s, much research was done in the 

field of digital image subtraction, particularly as applied to medical imaging 

(Crummy et al 1980; Enzmann et al 1983; Meaney 1980; Modic et al 1981; 

Nelson et al 1982; Kruger and Rieder 1984).
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It was found that radiologists routinely failed to detect approximately 30% of 

abnormalities in angiograms (Ziskin et al 1971), and so a technique was sought 

to improve this situation. At the same time, scientists wished to decrease the 

amount of contrast material that needed to be administered to patients in order 

to visualise the blood vessels and heart chambers. A new field, known as ‘digital 

subtraction angiography’, emerged.

In angiography, traditionally, contrast material would be injected just proximal to 

the artery or heart chamber of interest and then an X-ray image of that region 

would be taken. The arteries and chambers of interest could be visualised in 

these X-ray images, but so would overlying bone and some tissue structures. 

These often obscured the structure of interest in the image, e.g. the arteries and 

heart chambers. A technique was sought that would remove the unnecessary 

and unwanted structures in the images. The solution was as follows:

1. Take an X-ray of the patient.

2. Inject the contrast material into the patient.

3. Take another X-ray of the patient.

4. Subtract the first image from the second, and display the result.

The theory was that the background structures would appear in both X-ray

images and so would not appear in the subtracted image. Only the structures of

interest (e.g. those containing the contrast material) would be shown in the 

subtracted image. Although this approach has been successful, one limitation has 

emerged: the two images need to be aligned perfectly, or motion artefacts 

appear in the subtracted image. Several researchers have attempted to find ways 

of correcting for motion artefacts caused by patient motion (Brody 1981 ; Kruger 

et al 1982; Mistretta 1981) but it still remains a problem.

Baily et al (1983) and Kruger et al (1981 b) introduced the concept of logarithmic 

transformation prior to subtraction. That is:

log[4(x,>)]-log[/;(x,j^]) (3.3)
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where:

(x,y) is the pre-injection image intensity, 

fgky) is the post-injection image intensity, 

fgky) is the subtracted image intensity,

A and B are constants to scale the input and output data appropriately (i.e. offset 

and gain, respectively).

The optical brightness of an image intensifier varies exponentially with the 

radiographic density of a target placed in a monoenergetic X-ray beam. This 

effect, known as the Lambert-Beer's law, was originally defined for 

monochromatic radiation:

/=/oexp(-jiO) (3.4)

where I is the transmitted intensity, /g is the intensity of the incident 

monochromatic beam, d is the thickness of the absorbing material, and /x is the 

linear attenuation coefficient of the material. From equation (3.4):

<y=const.log(-^) (3.5)
'o

which means there is a proportionality between the thickness of the absorbing 

layer and the logarithmic value of the transmitted intensity.

When the image is obtained digitally instead of photochemically, the intensity at 

each pixel is transformed logarithmically and stored in a matrix. With logarithmic 

digital format, the signal defining the image is linearly proportional to the 

thickness of contrast material traversed by the X-ray beam. Consequently, if the 

conditions governing these important physical relationships are satisfied, 

quantitative information can be easily extracted from 2D X-ray projection.

However, the X-ray sources used in diagnostic radiology are not monochromatic,
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and the above equation is only a rough approximation of reality. But it has been 

shown that a monoexponential relationship remains accurate for polychromatic 

radiation under the typical conditions present during digital fluorography (Lantz 

and Strid 1973; Nissen et al 1983). Thus, in digital angiography, the digital system 

performs a logarithmic transformation of image intensity prior to mask mode 

subtraction to obtain accurate projections of vascular networks.

3.4 ERROR IN FORMATION OF DIGITAL IMAGES

3.4.1 Noise

In digital fluoroscopy the following three sources contribute to digital image noise 

which limits image quality.

(1 ) Quantum noise (sometimes called quantum mottle because of the mottling 

effect this noise produces in film images), resulting from detecting a finite 

number of X-ray photons in each pixel. The greater the number of X-rays 

used to form an image the smaller is the relative intensity of the noise. For 

a beam of monoenergetic X-ray photons the relative error in each pixel is 

proportional to:

4 i  (3.6)
yfN

where N is the number of detected X-ray quanta contributing to that pixel. 

Accordingly quadrupling the number of detected X-rays (and hence 

patient exposure) will decrease the noise twofold. In a dynamic study with 

X-ray imaging, the noise cannot be made arbitrarily small because there 

is a practical limit to the acceptable patient dose and the X-ray flux that 

can be produced by the X-ray tube in the short period of time required to 

record a sharp image («0.04 second).

(2) An exposure-independent electronic noise contribution, which originates 

primarily in the preamplifier stage of the television. This contribution is 

termed ‘system noise' and enters to a limited degree at all stages of

-43-



analogue signal processing.

(3) Digitisation noise, which is due to the discrete increments between grey 

levels in a digital image, and which can made smaller by increasing the 

number of grey levels defined by the ADC. Commercially available ADCs 

provide 1024 grey levels (10 bits) (Shroy 1988).

In general, one of the these three noise sources will dominate a digital 

fluoroscopy image. In a properly designed and operated image system, the total 

image noise should be dominated by quantum noise since otherwise the X-ray 

dose to the patient could be reduced without sacrificing image quality. Low-noise 

video cameras are used in digital angiography to keep electronic noise well 

below quantum noise. Quantisation error can be made small compared to overall 

noise by choosing the grey level assignment to be less than twice the quantum 

noise (Shroy 1988).

The image subtraction techniques is used to enhance the detectability of low 

contrast anatomical structures. Subtraction is therefore a method of removing a 

significant source of noise, patient structure noise due to overlying bone and soft 

tissue structure. But subtraction does not reduce random noise such as quantum 

mottle, since this noise changes from one frame to another. Random noise 

occurs due to the finite number of X-ray photons contributing to the image 

(quantum noise) and due to random fluctuation in signal in the T.V. pre-amplifier 

(electronic noise). As this noise is largely un-correlated between successive 

images the subtracted image will have increased noise. For example, when there 

is a linear transformation of X-ray intensity to image grey value and the X-ray 

intensity is approximately the same for mask and opacified images, then the 

absolute level of the noise will increase by a factor of /2  (Keyes et al 1981). i.e. 

random noise adds in quadrature.

The most basic measure of image quality is the SNR of the final image. It is 

defined as the range of intensities to be digitised (the signal) divided by the root- 

mean-square deviation of intensity (noise). The SNR is frequently expressed using 

the logarithmic decibel (dB) scale. The signal to noise ratio in dB is equal to 20 

log.,o(SNR). Thus, 60 dB correspond to an SNR of 1000:1.
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3.4.2 Scatter and Veiling Glare

The X-ray intensity of each pixel in a digital fluoroscopy image is the sum of two 

components: a primary (direct) component composed of X-rays transmitted 

straight through the patient; and a secondary (indirect) component composed 

of X-rays which have been deflected or scattered within the patient before 

reaching the imaging system. Scattering of light in the output phosphor, or veiling 

glare, also adds an additional secondary component. With the use of a broad 

field image intensifier both the primary and scattered X-ray intensity, Sp and Sg, 

respectively, are detected. This reduces the iodine contrast in a logarithmic 

difference image by the factor:

(3.7)
Sp

compared to the ideal case where only the primary X-ray intensity Sp is detected. 

Several investigators have tried to estimate and correct scatter and veiling glare 

(Pfaff et al 1988; Maher et al 1982) but the more practical approach is to calculate 

an estimated correction from the image by assuming that scatter and veiling glare 

can be characterised by a point spread function (PSF). Shaw et al (1982) have 

estimated veiling glare by convolving a fixed PSF with the image and multiplying 

the result by a weighting factor. Seibert et al (1985) convolved a calibrated 

inverse filter with the image to remove veiling glare. In our laboratory Arnold and 

Hawkes (1989) have devised a technique for densitometric calibration using a 

pair of scanning slits. The technique is designed to remove the effects of X-ray 

scatter, beam hardening, and veiling glare.

3.5 CONCLUSION

Digital angiography and cine-film angiography employ identical imaging chains 

from the X-ray tube through to the image intensifier and therefore share the 

limitations of these systems in terms of resolution, contrast, and noise. The 

advantages of digital imaging during the angiographic procedure are the speed 

and ease with which the images can be replayed, the availability of image
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enhancement, random access to multiple reference frames from previous views, 

and increased contrast sensitivity with digital subtraction, allowing a reduction in 

the volume of injected contrast material. In addition, it is faster to extract 

quantitative data from digital images than from cine-film.

An important contribution of digital fluorography is the use of subtraction 

techniques to enhance the detectability of low contrast anatomical structures. 

Subtraction is therefore a method of removing a significant source of noise, 

patient structure noise due to overlying bone and soft tissue structure.

The spatial resolution and SNR in digital angiography make this image modality 

well suited to quantitative studies of the vascular system. The next chapter 

provides an overview of existing X-ray angiographic techniques of blood flow 

measurements.

-46-



CHAPTER 4

A REVIEW OF QUANTITATIVE X-RAY ANGIOGRAPHIC TECHNIQUES TO 

MEASURE BLOOD FLOW AND VESSEL CALIBRE

4.1 INTRODUCTION

As discussed in the previous chapter, the spatial and temporal resolution of 

angiograms is relatively high, which in principle should allow the derivation of 

both anatomical and physiological information about vascular diseases. But 

despite the widespread and long-standing use of X-ray angiography in clinical 

practice, the method of interpretation of angiograms has changed very little in 

recent years. Image quality continues to improve as a result of higher quality 

image intensifiera, pulsed fluoroscopy, real-time image enhancement, and high 

quality image digitisation; however, most angiograms are still viewed visually and 

therefore subjectively. In the expanding field of interventional catheterisation 

procedures, including thrombolysis, percutaneous transluminal angioplasty, and 

other rapidly evolving techniques for transluminal revascularisation, a more 

detailed and quantitative routine analysis of vascular angiograms is urgently 

needed for planning and assessment of the outcome of the therapy.

The volume flow rate is the product of the velocity of blood in the direction of the 

vessel axis, averaged over the vessel cross-section, times the cross-sectional 

area of the blood vessel.

This chapter provides an overview of techniques of quantitative analysis of X-ray 

angiograms which have been used to extract blood flow measurements, 

highlighting the advantages and limitations of the available methods of assessing 

the volume blood flow. Initially I will discuss the problems involved with the more 

conventional methods, such as dye-dilution and contrast bolus transport time, 

which use time-density curves for the measurement of blood flow. I will then 

introduce a more recently developed technique of blood flow measurement which 

uses analysis of a distance-density-time representation to extract blood flow 

waveforms. At the end of the chapter an overview of the various techniques used 

to measure cross-sectional area is provided.
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4.2 METHODS OF MEASURING BLOOD FLOW

Since the early development of angiography, there has been interest in 

expanding videodensitometric recordings to quantify blood flow. Attempts to 

quantify blood flow from radiographs of individual vessels were presented as 

early as the late 1950s (Sinclair et al 1960; Nordenstrôm and Grim 1965; Hilal 

1966; Rutishauser et al 1967). Despite a long history of scientific interest in the 

use of X-ray angiographic techniques in the measurement of blood flow in 

vessels, progress has been very slow.

Conventionally, there are three main classes of methods used in quantifying 

blood flow angiographically. The first uses the rate of dilution of contrast material 

in the blood as a measure of flow rate. The second, the transport time technique, 

determines the time of transport of a contrast bolus along a predetermined length 

of vessel. In addition a third approach has been used to measure average and 

instantaneous blood flow velocities. The main principle behind this approach is 

to consider changes in the contrast material mass (or concentration) in the blood 

vessel, rather than using predefined distances as in the bolus transport time 

method.

The majority of the conventional techniques have been developed for 

cineangiographic film analysis; however, in the same or a slightly modified format, 

they are also applicable to digitally acquired data. With rapid improvements in 

hardware and software for digital systems, and the development of objective and 

reproducible analysis, the on-line approaches will play an increasingly dominant 

role in clinical decision making and, possibly in the near future, in the assessment 

of the efficiency of interventional studies.

4.2.1 Dye-Dilution Technique

This method utilises the theory embodied in the standard Stewart and Hamilton 

equations, which predicts that the area under an indicator density versus time 

curve will be directly proportional to the quantity of indicator injected and 

inversely proportional to flow.
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For angiographic applications, the contrast material is used as the indicator, and 

the density is measured in an arterial region of interest. This method has been 

used to measure both absolute and relative flow. If cardiac output is known, then 

absolute flow can be calculated by obtaining indicator dilution curves from both 

a reference injection into the aorta and a separate injection of the same amount 

into the artery of interest. The technique requires precise knowledge of the 

amount of contrast injected and the complete mixing of the indicator with the 

blood. Alternatively, the measurement of absolute flow from single injections into 

an artery can be performed if complex corrections are made. These are needed 

to account for the effects of radiographic scatter, veiling glare, and beam 

hardening in order to optimise and linearise the effective mass absorption 

coefficient, the transfer function of the image intensifier system, and the intensity 

of incident radiation. However, if the same quantity of contrast can be 

administered under similar conditions, and if the radiographic technique follows 

a fixed protocol so that any effects are effectively cancelled out, then a much less 

technically demanding measure of relative flow between two arteries is possible, 

where relative flow is the ratio of flows along the two arteries.

Two techniques are commonly used to inject the indicator into the vessel: (1) a 

single bolus injection, and (2) continuous injection at a constant rate.

4.2.1.1 Bolus injection

This approach assumes that the indicator is injected into the blood vessel as a 

single bolus. Let us suppose that a mass of indicator M, such as iodine contrast 

material, is injected into a vessel, and is diluted with blood flowing in the vessel. 

The iodine concentration then varies as a function of time following the injection. 

The concentration at any point downstream from the site of injection is related to 

the mass of injected contrast material and the volume flow rate F at the injected 

site by:

(4.1)
C df C dt

where C is the concentration of indicator at the sampling point, V is volume of the
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vessels and t is time. With the assumption of contrast flow, the flow F can be 

calculated with the knowledge of the quantity of indicator injected by integrating 

the indicator concentration curve over time for the single injection. This equation 

is known as the Stewart-Hamilton equation (Stewart 1912; Hamilton et al 1932).

The problem with this method was discussed in detail by Colchester (1984) and 

can be summarised as follows:

(1 ) because the blood flow in arteries is pulsatile the assumption of constant 

flow rate introduces an error;

(2) blood flow at both sites must remain constant for the angiograms of the 

study to be valid, but the pharmacological effects induced during the first 

injection of the contrast material are likely to be at their peak when 

injecting for the second time.

The most important technical prerequisite of this technique is that the 

administered contrast dose must be known precisely, therefore the catheter 

should be filled with contrast material before the injection (Holcroft et al 1980). 

Complete mixing must also be ensured.

Some investigators have attempted to describe the dilution curve (the 

concentration time curve) by fitting a mathematical model to it. The gamma 

variate curve has been fitted by the method of least squares to the dilution curves 

and the variate has been shown to approximate an indicator dilution curve 

without recirculation (Thompson et al 1964). The indicator concentration, C(f), at 

time t after injection can be expressed as:

(4.2)

where fg is the indicator arrival time at the site of the measurement, K is a 

constant scale factor, and a and S are fit parameters.

The flow can be calculated by either using the Stewart-Hamilton equation, as 

described above, or calculating the mean transit time (MTT) of the contrast
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material (Starmer and Clark 1970):

MTT=^  (4.3)

Af7T=fa+p(a+1) (4.4)

Bateman and Kruger (1984) similarly computed a time to maximum opacity by 

setting dC/df to zero. This resulted in

(4.5)

It can be seen from equations (4.4) and (4.5) that MTT, and differ only by 

constants. Relative flow times t (transport time: differences between two transit 

times) were determined along a length of an artery using two parametric images. 

In the first parametric image, each pixel represents the maximum value of the 

dynamic image density, the second parametric image contains the time of 

maximum opacification. In addition, the curve fitting procedure was performed on 

a representative portion of the vessel under study to determine the parameters 

Œ and 6.

Their assumption was that the shape of the time-density curve along the vessel 

stays constant. This theory was validated ‘in-vitro’ (Kruger et al 1983) using a 

physical model of blood circulation. The calculated velocity differed by up to 

±15% from the velocity determined by fluid collection. The range of velocities 

calculated was from 204 to 373 mm/sec.

4.2.1.2 Constant rate injection

This approach uses a variation of the Hamilton-Stewart principle. The volume flow 

rate F can be estimated from the quantity of injected indicator M6t and indicator 

concentration in the blood over time Cdf

(Mdf
F=^------- (4.6) 

fO it
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Hilal used the slow continuous infusion method to quantify femoral arterial blood 

flow in dogs (Hilal 1966). Using a systematic calibration procedure Hilal was able 

to relate the change in film density due to X-ray beam filtration across a blood 

vessel image with the mass of contrast material per unit area transradiated. Hilal 

assumed that ‘in-vivo’ vessels were circular, and thus equated the width of the 

vessel image on film with the depth of transradiated contrast material in the 

centre of the vessel image. By dividing the contrast material mass per unit area 

by the vessel depth he obtained the contrast material concentration. The mean 

blood flow was then calculated using equation (4.6). Although Hilal reported 

reasonable success with the technique, it has not found practical application 

because of the difficulty in quantifying iodine content.

Korbuly (1973) applied this method to the measurement of pulsatile flow by 

calculating flow at different stages of the cardiac cycle. The pulsatile flow data 

was improved by averaging over several cardiac cycles. A physical model was 

used, consisting of a pulsatile pump and plastic tubing (with an internal diameter 

of 5 mm) in series with the probe of an EMF. The system was primed with 

heparinised human blood. EMF data were synchronised with X-ray angiography 

by recording the exposure time and duration. Data was collected using 6 

exposures per second with a 50 msec exposure time. In the physical model 

studied, the mean flow measured with the EMF was 135 ml/min and the peak 

flow 325 ml/min. Although the main features of the blood flow waveform were 

faithfully reproduced, there were errors as large as 30%, with mean error within 

±12% (±1 SD) with regards to the EMF reading.

The Stewart-Hamilton technique is potentially the most accurate as it can 

integrate the entire velocity profile. However, it is limited to arterial segments in 

which there is no branching or recirculation, and requires that arterial dimensions 

and the iodine content be accurately quantified.

4.2.2 Bolus Transport Time Technique

The concept of using transport time techniques to measure blood velocity and 

flow is summarised in fig. 4.1. The time taken for the passage of contrast 

between two points, a known distance apart in the vessel of interest, has been
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Fig. 4.1. Schematic illustration of the basis for calculation of blood flow from the transport time. The time df for passage of a contrast

bolus from a ROI (A) to a ROI (B) is measured. The average velocity V and flow can be calculated from the distance dS 

between the ROIs and the diameter (D) of the blood vessel segment.
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used to calculate the velocity of a bolus of contrast material. Measurement of the 

mean cross-sectional area of the blood vessel segment allows conversion of the 

velocity measurement into a flow measurement.

Several methods have been used for processing time-density curves (fig. 4.1) in 

order to calculate transport time measurements. Distinct features on the profiles, 

such as the peak, the leading edge or the centre of gravity have been identified. 

The transport time was taken as the time difference between corresponding 

points at the two sites under study.

4.2.2.1 Bolus transport time estimation using part of the time-density curves 

The time separation of the peak, half peak maximum and first appearance (foot) 

of the two time-density curves are parameters used by Silverman and Rosen 

(1977): Bürsch et al (1979); Kruger et al (1983) and Forbes (1984) to determine 

mean bolus transport time.

Probably the most successful method of estimating mean transit time from the 

initial portion of a time-density curve is that described by Bürsch et al (1979 and 

1981). This is referred to by Colchester (1984) as the "equal height square-wave 

arrival moment". The peak of the curve is identified, and the area under the curve 

up to this point measured. A square wave of the same height and the same area 

is then constructed with its right-hand edge coinciding with the peak time-density. 

The left-hand edge of this square wave, i.e. the area divided by the height of the 

initial curve and subtracted from the time of the peak, is taken as the arrival 

moment for each curve.

This method has the advantage of utilizing and averaging all the data from the 

first part of the curve, and although the method of calculation requires 

approximate recognition of the peak bolus time, in circumstances where the peak 

is flat and very hard to define, small errors in its localisation have little effect on 

the calculated time-parameter.

4.2.2.2 Boius transport time estimation using the whole of the time-density curves 

The time (mean transit time) difference between the centres of gravity (cogs) of 

two time-density curves a known distance apart is taken as the bolus transport
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time (Zierler 1962). The mean transit time (MU) is defined according to the 

following formula:

M T T = J ^ ^  (4.7)

where C(tJ is the time-density curve at a region of interest (ROI) as a function of 

time t.

Rutishauser and colleagues (1967) confirmed the mathematical proof of the 

above equation experimentally by using a circulation model of constant flow rate. 

The validation of the cog principal was carried out ‘in-vivo’ using the carotid 

artery of a dog. A 20% deviation was reported from the line of identity 

(Rutishauser et al 1967).

A drifting density background level is one of the main problems influencing the 

time-density curve. Sakurai et al (1986) tried to overcome this problem by placing 

background ROIs close to the artery. For correction, the density of the 

background ROI was then subtracted from the time-density curve of the ROI over 

the artery. However due to the pulsatility of arterial blood flow, the time-density 

curves can be very complex in shape, and, therefore, establishing when to begin 

or end computation of cog is a very difficult task.

Another method is to cross-correlate the time-density curves: the time-density 

curve at position x is correlated with that at a reference position Xq as a function 

of the time shift fg, i.e.

C(x,g=fM x.t-QF(Xo.i)dt (4.8)

where F(x,t-t^) and F(xQ,t) are the time-density curves at positions x and Xg 

respectively and and define the integration interval.

The temporal (time) shift obtained for the maximum of the cross-correlation
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function C(x,Q (a sum of products of the amplitudes of the integration interval), 

or from a similar technique relating the time-density curves, is taken as the bolus 

transport time (Rosen and Silverman 1973; Silverman and Rosen 1977).

The basic operation in correlation is to compute a measure of the ‘agreement’ 

between the two time-density curves. The first time-density curve is shifted relative 

to the second time-density curve along the time axis, and a new cross-correlation 

is calculated. At some point, the moving curve will contain the same features as 

the fixed time-density curve. When this happens, the shape of the two time- 

density curves is approximately overlapped, and the measure of curve agreement 

is maximised.

The comparison is limited to a certain time interval (integration interval), if the 

integration interval were reduced in size then the statistical error in the calculation 

of the cross-correlation would increase significantly due to the pulsatility of the 

blood flow.

4.2.2.S Measurement of the leading edge of the bolus

Sovak et al (1971) proposed a novel method of measuring constant and pulsatile 

blood flow by plotting the displacement of lipiodol oil droplets against frame times 

using cineangiographic data. The validity of this technique was demonstrated 

using a physical phantom consisting of a 300 ml glass syringe with a metallic 

piston in series with plastic tubing of 5,10, or 17 mm diameter. The film was then 

digitised and for each frame the position of the piston and droplet were plotted 

against the frame number (time). From the gradient of this curve the mean 

velocity was calculated. The main problem of this technique is that the oil droplets 

being insoluble may occlude a number of small vessels. Dependent on their 

number and location, these embolic obstructions may seriously affect the subject, 

therefore the technique is not suitable for use ’in-vivo’.

More than a decade later, Schmiel et al (1986) improved the technique of 

tracking the leading edge of a bolus in two distinct ways. Firstly, they used a 

soluble and non-invasive contrast material (amidotricoate), injected as a 1.5 ml 

bolus using a power injector at a rate of 5 ml/sec, and secondly the leading edge 

displacement of the front of the contrast bolus from frame to frame was detected
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manually, after the masking of each frame by the previous frame. The 

instantaneous velocity was then calculated as the product of the sampling 

frequency and the displacement of the contrast for each frame. The technique 

was applied to measure blood flow velocity in the left coronary artery in man, but 

this technique was not validated against any other method, to assess the 

accuracy. The problems with this technique are: (1) the leading edges of the 

contrast material are used to measure blood velocity, which would overestimate 

the true flow as the velocity of the contrast material in the central laminae is 

higher than the average velocity, (2) the manual detection of the leading edges 

of the contrast material is a very difficult task due to back-flow.

The pulsatility of the blood flow waveform produces wide variations in contrast 

material concentration overtime. These variations produce marked features in the 

time-density curves. Very few of the existing techniques used for angiographic 

flow measurement have addressed this problem of inaccuracies in mean flow 

estimation caused by pulsatile flow. Typical time-density curves last for one half 

to two seconds and transport times are derived from an uncontrolled and 

asymmetrically-weighted sample of the cardiac cycle.

Figs 4.2 and 4.3 demonstrate clearly why time-density curves may assume a 

complex shape when flow is pulsatile. The contrast bolus is shown as very short 

and discrete, and it is assumed there is some forward and backward flow and 

that the bolus becomes increasing dispersed. Depending on the choice of 

recording sites of a pair of concentration- (density-) time curves, the simple 

matching described above may be impossible (Colchester et al 1986). This is the 

prime reason that none of the existing bolus transport time techniques could 

produce accurate velocity estimates from the time-density curves. The flow rates 

calculated from time-density curves using bolus transport time techniques have 

been found to vary by as much as 100% around the average flow rates, and the 

average error in the calculated mean flow rates is over 20% (Schmiel et al 1978; 

Spiller et al 1983).
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Fig. 4.2. The passage of a bolus of indicator down a vessel during one 
cardiac cycle. It shows where samples could be taken by previous 

techniques using time-density curves which would be extremely 

difficult to match: see text for details. (Reproduced by kind 

permission of Colchester et al 1986).
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Fig. 4.3. Graphical representation of density-distance curves obtained from 

sites 1 to 5 from the image of a bolus of indicator down a vessel in 

fig. 4.2.
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4.2.3 Distance-Density Curves

To overcome the inherent problem with bolus transport time estimation in the 

presence of pulsatile flow, distance down the vessel can be regarded as a 

continuous function and changes in contrast material mass (or concentration) in 

the blood vessel tracked as a function of time.

4.2.3.1 Distance between rapidly pulsed boluses

In this method the separation along the vessel between rapidly pulsed short 

boluses of contrast material was measured (Shaw and Plewes 1986). This 

method could be classified under the transport time technique as it uses the 

same principles to calculate the velocity of the bolus along the blood vessel. 

However, contrast material was injected with a specially modified injector at a 

pulsing frequency as high as 15 Hz, so that two or more boluses could be 

imaged simultaneously. Contrast injections were gated to the signal from an 

electrocardiogram. The velocity of flow was determined by measuring the spacing 

between the boluses using peak-to-peak, maximum leading edge gradient or 

centre of gravity criteria and multiplying this distance by the pulsing frequency. 

In this application, therefore, the actual time measurement was not obtained from 

the time-density curve, as it is in the usual transport time applications. Instead, 

it was obtained from the known injection frequency. The distance-density curve 

was analysed solely to determine the distance travelled by each bolus.

For steady flow conditions in a physical model, a good correlation was reported 

between flow velocities measured using this technique and values determined 

using graduated fluid collection, although there was a systematic 54 mm/sec 

overestimation for velocities of 80-600 mm/sec, with a measured tube diameter 

of 3 mm. Validations 'in-vivo' have not yet been performed with this method, and 

the physical model used did not represent the clinical situation very closely. The 

length of plastic tube imaged (380 mm) was much longer than most segments 

of human blood vessel free from branching, no allowance was made for back

flow and the range of velocities selected (peak 290 mm/sec) were much lower 

than is found in arterial blood flow 'in-vivo'. In-vivo application would require 3D 

reconstruction of the true course of the vessel. In addition the method requires 

a high rate of image acquisition to ensure adequate temporal resolution and high
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pulsatile rates of contrast injection. More importantly, pulsatility of the blood flow 

imposes features on the individual distance-density curves of the small boluses, 

making the measurement of distance separation between boluses difficult at 

physiological flow rates.

4.2.3.2 Tracking of bolus mass

Swanson et al (1986) suggested a technique for determining the blood velocity 

by tracking the constant mass of contrast material in time sequences of 

radiographic images along a fixed length of vessel.

On the first angiographic image the integrated radiographic density was 

determined along a defined length of the total arterial segment imaged. The 

integrated radiographic densities of regions of the same length in the next frame 

were then calculated for all positions from the most proximal site to the most 

distal site, with single pixel shifts after each calculation. The density value 

obtained in the first frame was subtracted from all the density values determined 

in the second frame. The shift for which the absolute difference in the integrated 

radiographic density was a minimum was then determined. The length between 

this point and the previous point provided a measure of the distance moved by 

the blood during one frame period. This blood velocity was then combined with 

a densitometrically based cross-sectional area calculation (Kruger et al 1983) to 

establish phasic flow measurements.

Swanson et al (1988) employed this technique to quantify absolute pulsatile and 

mean flow in a coronary artery bypass graft. In contrast to the method of Shaw 

and Plewes (1986), only a single contrast injection to measure pulsatile blood 

flow was required.

This technique was reported after development commenced of our technique of 

computing the blood flow waveform (see chapter 6) and my assessment of this 

technique using computer simulated dynamic angiographic data (Seifalian et al 

1988 and 1989) highlighted the following points: the tracking of bolus mass 

method was in fair agreement with the input profile for low blood flow, but it failed 

at high flow rates, i.e. either no match or incorrect matches were found. Chapter 

7 discusses these findings in greater depth.
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4.2.3 3 Calculation of velocity using a grey-level gradient operator 

Colchester and Brunt (1983) proposed a novel way of forming a two-dimensional 

data structure, a parametric image, and hence extracting blood flow waveforms. 

In this method the X-axis is the frame number (time), the /-axis is the vascular 

path length, and the parametric image grey value is the concentration of contrast 

material in the blood vessel lumen at position (X,Y). Thus, each pixel in the 

parametric image represents the concentration of contrast material at a particular 

position in the blood vessel at a particular time.

Assuming negligible dispersion, the orientation of the grey level contours tracing 

the path of part of the bolus through time and space can be used to estimate the 

instantaneous velocity at a given position along the vessel, i.e. velocity is equal 

to tanS where 0 is the orientation of the contour.
4

Colchester and Brunt (1983) used an interactive approach to analyse these 

images. Instantaneous blood flow velocities were estimated directly from the 

slope (distance/time) of iso-concentration contours on the concentration-distance

time surface. Each contour was divided into a series of segments, to each of 

which a straight line was fitted. This was performed interactively by the user. The 

slope of each segment of each contour provides an estimate of the mean velocity 

for that time period. To calculate the phasic flow, multiple estimations from 

different positions in the vessel at a particular time, and at different times for a 

particular position in the vessel, were generated using this principle. This 

technique was applied to 2D cineangiographic data, with the assumption that the 

vessel was straight and running perpendicular to the X-ray beam. However, this 

is not the case for most blood vessels in the body and to reduce this source of 

error Colchester et al (1986) described how a 3D reconstruction of the blood 

vessel centre line from biplane angiograms could be used to estimate path length 

(Mackay et al 1982; Hawkes et al 1987).

To validate their (Colchester et al 1986) technique a physical model of pulsatile 

blood flow was set up consisting of a pulsatile peristaltic pump, in series with a

4.2 mm diameter plastic tube and an EMF. However, interactive piecewise linear 

slope estimation on the parametric (concentration/distance/time) image was very 

time consuming and subjective. A more objective computer based method was
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developed (du Boulay et al 1987) to estimate the grey level contours using a 

gradient vector operator. The gradient is defined as follows: given a scalar 

function f(x,y) and a coordinate system with unit vectors i in the x-direction and 

j in the /-direction, the gradient is a vector function defined by:

= 1 +j (4 9)
dx dy

where v indicates the vector gradient operator. The vector vffx,/) defines the 

direction of maximum upward slope, and its length represents the magnitude of 

the slope. Important scalar functions are the gradient magnitude and direction 

given by:

(4.10)
dx' ^ d /

A r g ( V / | [ x , j i ) ) - t a n (411) 
dy dx

The gradient magnitude takes on large values in areas of steep slope. From the 

above equations the blood velocity V can be calculated as:

V'=fftan(arg(V)+.|) (4.12)

where R is the calibration constant dependent on the frame rate. X-ray 

magnification and image scaling.

Using this principal of parametric images, du Boulay et al (1987) were able to 

detect the gradient direction and hence the velocity of the contrast material at 

each time interval. Using a similar phantom to Colchester et al (1986), the 

accuracy of the technique in comparison with measurements by an EMF was 

improved from discrepancies of 15% (Colchester et al 1986) to 10% against the 

EMF reading. However, neither of these techniques exert systematic control over
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the extent of the integration of flow estimates in the spatial and temporal 

dimensions. Also, they can only be applied to a few regions of the contrast 

boluses, where the concentration gradient is highest. Therefore, it is unlikely that 

all flow information stored in the parametric image can be extracted.

Wicks (1989) tried to overcome these discrepancies by applying a digital circular 

gradient operator (Davies 1984). This operator was reported to increase the 

accuracy of blood flow estimations from the parametric images. The technique 

was applied to a range of parametric images generated by digitising cine

angiographic film from physical phantom experiments. In comparison with EMF 

readings, the results were disappointing. This inaccuracy was considered to be 

due to the limited contrast gradient in the parametric images rather than 

inaccuracies of the gradient technique. The technique is sensitive to artefacts 

caused by spatial and temporal variations, such as beam hardening effects and 

non-uniformities of X-ray exposure.

To overcome problems with current techniques, a novel technique was proposed 

(Seifalian et al 1988b; 1988c; 1989) to derive pulsatile blood flow by the analysis 

of time sequences of distance-density curves (profiles of contrast material 

concentration along the vessel). Full details of the technique are described in 

chapters 5 and 6.

4.3 METHODS TO MEASURE VESSEL CROSS-SECTIONAL AREA

The volume flow rate is the product of the velocity of blood in the direction of the 

vessel axis (averaged over the vessel cross-section) and the cross-sectional area 

of the blood vessel.

Over the past decade various techniques of and approaches to the quantitative 

analysis of cross-sectional area have been described in the literature. These 

methods may be divided into two categories. The first approach is geometrical 

estimation of cross-sectional area. This includes those techniques that compute 

absolute vessel diameter estimates from angiograms and then calculate cross- 

sectional area assuming either elliptical or circular cross-sections. The second 

approach is densitometric estimation of cross-section area, usually obtained by
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integrating the image density distribution across the blood vessel.

For the majority of the techniques described here intra-arterial injection of 

contrast material is carried out through a catheter manually or with a power 

injector.

4.3.1 Geometric Approaches

Subjective visual estimates of vessel diameter from X-ray angiographic images 

have been shown to be associated with substantial inter- and intra-observer 

variability (Detre et al 1975; Zir et al 1976; Fisher et al 1982; see review in 

Colchester 1984).

Early attempts to assess blood vessel diameter objectively from X-ray films 

employed mechanical or electromechanical callipers to measure the vessel 

diameter (RafflenbeuI et al 1980; Chikos et al 1983). Isner and colleagues (1981) 

compared mechanical calliper measurements of per cent diameter stenosis from 

cine-film images of the left main coronary artery with post mortem histologic 

cross-sectional area measurements in 84 angiograms. They observed an under- 

or over-estimation in 71% of these cases.

Later Scoblionko et al (1984) developed an electronic hand-held calliper wired to 

a programmable calculator that could be applied directly to projected cine-film 

images.

Although calliper measurements of percent diameter stenosis improve accuracy 

and reproducibility relative to subjective interpretation, three important limitations 

still remain: first, relative narrowing depends on the subjective definition of the 

'normal' diameter, which may be complicated by the presence of post-stenotic 

dilation and/or diffuse disease; secondly, the definition of vessel boundaries is 

subjective, and is influenced by display contrast and brightness, quantum and 

structural noise, and radiographic scatter; and finally, single view measurements 

of diameter, even if accurate, produce erroneous estimates of lumen area for 

eccentric stenoses. Since the human variability inherent in visual interpretation is 

unlikely to diminish, callipers have not achieved widespread clinical application.
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The logical extension of calliper measurement was the derivation of the digital 

coordinates from hand tracings of vessel boundaries (Gensini et al 1971 ; Brown 

et al 1977). Since the film image is optically magnified prior to tracing, the 

precision of these techniques is limited only by the inherent resolution of the film 

and the visual determination of the vessel edges.

Although the accuracy and reproducibility of arterial quantification is improved by 

digital hand tracing, these measurements are limited by vessel foreshortening, 

due to non-orthogonal imaging, blood vessel curvature and overlapping blood 

vessels. These features prevent accurate estimation by these techniques of cross- 

sectional area from a single projection.

In addition, the projected angiograms of the vascular segment have to be traced 

manually, and thus the key input data to be analysed by a computer must still be 

based on a subjective visual interpretation.

To overcome the limitations of these manual procedures, a number of computer 

assisted artériographie techniques have been developed to reduce the variability 

of manual tracing of vascular segments by using computer analysis to provide 

a more accurate measurement of blood vessel diameter (Brown et al 1986). 

Using automated edge detection would eliminate subjective bias. The Canny 

edge detection operator (Canny 1986) is considered to be a very accurate edge 

detection technique by most computer scientists. As the Canny edge detector is 

customised to give the highest sensitivity detecting true edges, the lowest 

sensitivity for detecting false edge and multiply defining a single edge, while 

monitoring the highest accuracy in edge location. Currently the Canny detector 

has not been optimised for the blurred semielliptical profiles of blood vessel of 

the X-ray angiogram. However, at present there is no widely agreed algorithm for 

finding the true vessel edges. Most computer edge detection programs consist 

of the following steps:

1 ) Operator selection of the blood vessel segment. This is accomplished by

using a mouse controlled cursor to interactively identify the approximate 

centre line of the vessel segment of interest by defining points along the 

vessel segment.

2) Computation of the true vessel centre line. The majority of techniques

-66-



used for accurate definition of vessel diameter require the analysis of 

cross-sectional profiles of the contrast density obtained perpendicular to 

the blood vessel axis the transverse density profile (TOP). The TDP is 

defined as the plot of grey level intensity across the X-ray image in a 

direction perpendicular to the image of the blood vessel axis after 

logarithmic transformation of image intensity. Centre line definition permits 

the acquisition of these profiles for vessels which curve within the image 

plane.

The TDP of a vessel can be approximated by a Gaussian plot. A method 

of least squares can then be applied to the profile to estimate the 

Gaussian parameters. The median of the Gaussian spread could then be 

used as an estimation of the centre line (Fessier and Macovsky 1991). 

Others compute the centre of gravity of the grey level distribution 

perpendicular to the operator definition centre line. The true position of the 

vessel centre line is estimated as the locus of this centre of gravity (Reiber 

et al 1984 and Hawkes et al 1988a).

3) Automatic detection of the vessel edges. Previous determination of the 

true centre line allows extraction and subsequent analysis of cross- 

sectional densitometric profiles perpendicular to the defined axis. Several 

empirical algorithms, which calculate the true blood vessel luminal 

boundaries from these densitometric profiles, have been investigated 

(Alderman et al 1981 ; Pfaff et al 1985; Reiber et al 1984; Fujita et al 1987; 

Hawkes et al 1988a).

The first and most common of these edge detection algorithms finds the peak of 

the first derivative; i.e. the TDP is differentiated and then used to identify the 

position of maximum slope identified as the ’edge’. This method assumes that the 

vessel edges coincide with the positions of greatest intensity change within the 

densitometric profile (Alderman et al 1981 ; O’Handley et al 1973). This technique 

works well for sharp images of larger vessels with circular cross-section, but is 

less applicable for smaller or diseased vessels because of image blurring which 

alters the position of the maximum edge gradient, resulting in an underestimation 

of the true vessel diameter (Pfaff et al 1985). As there is no reason why the actual 

vessel edge should correspond exactly to the point at the maximum of the first 

derivative, calibration curves have been employed, which can be obtained with
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the help of phantom measurements (Wong et al 1986).

The position of distinct points such as the maximum and minimum second- 

derivatives has also been investigated (Doriot et al 1985). In this second 

derivative approach, the edge points tend to be too wide to fit the arterial 

segment and the inherent sensitivity of the second derivative to noise limits the 

accuracy and precision of these methods. The ability to reduce this sensitivity to 

noise by image smoothing is limited since the errors due to blurring will only be 

increased.

Reiber et al (1984) developed a combined first and second derivative technique 

to compensate empirically for the observed under- and overestimation of vessel 

diameter associated with each technique. This technique is empirical in the sense 

that the row measurements are appropriately weighted to obtain the best 

correlation between measured and true vessel dimensions. The alternative is to 

rigorously define the radiographic factors which produce inaccurate 

measurements and then develop techniques to compensate for these errors. 

They reported a precision of 120 /xm in digitized film images of a phantom when 

identifying the edge as a weighted sum of the modules of the first and second 

derivatives.

As described above, methods for determination of cross-sectional area using 

computerised edge detection techniques require a criterion to define the vessel 

edge, which may be highly subject to interference by noise, and may depend 

upon iodine concentration.

4.3.2 Densitometric Approaches

Vessel cross-sectional area may be quantified from the density of contrast 

material within the vessel lumen. The technique is based on the Lambert-Beer 

principle, which states that for a homogeneous material, the logarithm of the 

transmitted radiation is inversely proportional to the thickness of the material. The 

Lambert-Beer principle is thus:
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/=^exp(-nO (4.13)

where I is the number of transmitted photons, Iq the number of incident photons, 

H the  attenuation coefficient of the material and f=thickness of the material. 

Assuming Iq and fx to be constant, Ln(/) is thus proportional to -t.

In theory, it should be possible to produce an image proportional to the mass of 

injected contrast material per unit area by careful densitometric calibration and 

subtraction of a mask, which removes detail due to superimposed anatomical 

structures, or by interpolating background image grey values from regions 

adjacent to the blood vessel image. The integral of a TDP is assumed to be 

proportional to the true intra-luminal area, irrespective of the shape of the 

stenosis and independent of system resolution and blur. This assumes that the 

imaging system is linear, i.e. that after logarithmic transformation the image 

intensity is proportional to projected thickness of the vessel. Thus, the most 

important potential advantage of densitometric quantification is the determination 

of the cross-sectional area of stenoses with complex geometry from a single 

projection.

Initial studies evaluated vessel contrast obtained from densitometric profiles of 

cine-film images (Brown et al 1986; Reiber et al 1983). Not only were these 

techniques laborious from an analytical perspective, but accurate results were 

dependent upon densitometric calibration. Digital image acquisition and 

processing, with its inherent computational speed and direct access to digital 

image matrices, revived interest in densitometric analysis. In addition, plumbicon 

video tubes have a linear response over the entire dynamic range of image 

brightness. These characteristics reduced the errors involved in accurate 

definition of intra-luminal contrast thickness.

Kruger (1981 b) and later Simons et al (1986) employed a densitometric technique 

to calculate the vessel diameter D using digital subtraction angiographic images. 

The following formula was used

where S(x) is the TDP across the blood vessel and is the maximum value
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(4.14)
^(^max)

along the TDP.

This method assumes a linear relationship between the iodine concentration in 

a blood vessel and the resulting densitometric value in the subtracted image. 

However, when this assumption is not satisfied, the measured cross-sectional 

area depends on the contrast of the vessel. This dependence on vessel contrast 

is not completely corrected even after empirically determined correction factors 

have been applied.

Although the densitometric technique is in principle superior to geometric 

techniques, conventional densitometric techniques have several limitations which 

have prevented total acceptance of the method. These have been summarised 

by Hawkes et al (1988a) as follows:

(1) the concentration of contrast material is assumed to be constant along 

each vessel yet no check is incorporated within the techniques;

(2) the relationship between the image grey level and contrast mass projected 

along the X-ray beam is assumed to be linear and spatially invariant, but 

this relationship usually is not checked;

(3) the whole length of the analysed blood vessel segment is assumed to 

have the same orientation relative to the X-ray beam, but this does not 

hold for most blood vessels in the body.

To overcome problems with conventional densitometric techniques, Colchester 

(1984) proposed and validated a novel technique to compute the absolute cross- 

sectional area (see appendix). In this method the background contribution was 

subtracted and the grey level in the image was related to the value of contrast 

material within the arterial lumen. It was shown that the densitometry constant 

relating the grey level in the image to the volume of contrast material within the 

arterial lumen could be derived from the data contained within the TDP when 

circular cross-section vessels were analysed. In vivo, it was assumed that healthy
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vessels were circular. However, it has been postulated that if the densitometry 

constant is obtained from a region of normal vasculature, then this value can be 

extrapolated down the entire vessel.

Initially this technique was validated from a single projection X-ray angiogram 

using a baboon skull phantom containing dummy blood vessels with circular 

cross-section of known sizes ranging from 0.1 to 3.2 mm diameter which were 

filled with contrast material of known concentration. The estimated diameter (the 

width of the best-fit ellipse) correlated very well with the known diameter down 

to 0.50 mm (/■=0.998) and the standard deviation of the estimates was 0.03 mm 

(Colchester 1984).

Further validation in diseased vessels was carried out by Hawkes et al (1988a) 

using digital cinefilm and conventional film-screen by comparing the method, 

using a single projection of an X-ray angiogram of the diseased coronary artery, 

with post mortem histologic cross-sectional area measurements. Similar results 

were demonstrated (with SEE=0.47 mm^) by both recording media.

Implementation and further validation of this technique in 3D is described in 

chapter 5.

4.4 DISCUSSION

Methods to measure flow based solely on the washout portion of contrast 

densograms must use high frame acquisition rates and the implementation of 

mathematical corrections to avoid errors caused by (1 ) perturbation in the tail- 

ends of the curves, which can be caused by recirculation, and (2) the delaying 

effects of contrast material itself. In addition such methods require precise 

volumes of contrast material. As discussed above the main problem with these 

methods is the assumption of a constant flow rate, whereas the blood flow in 

arteries is pulsatile, and this introduces an error in the estimation of blood flow.

Several investigators have attempted to determine mean blood flow rates from 

time-density curves using transport time methods. For steady-flow conditions, 

accurate flow rates have been calculated by this technique.
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However, for pulsatile-flow conditions, the methods based on finding distinct 

points on the density curve suffer from relatively high inaccuracy, due to both the 

inaccurate definition of these points and the fact that in pulsatile flow relative 

times of passage of contrast between two fixed points cannot be used to 

measure mean flow.

In both indicator dilution and transport time techniques, flow is assumed to be 

constant during the measurement period and mean flow is determined. However, 

arterial blood flow is not constant, and significant errors occur in the mean flow 

determination, by both techniques, when the flow is highly pulsatile.

To overcome this problem, a new strategy has recently arisen for the 

measurement of the mean and instantaneous pulsatile blood flow using distance- 

density curves, as opposed to time-density curves, obtained from digital X-ray 

angiograms.

In principle the new approach should improve the accuracy of the measurement 

of pulsatile blood flow waveforms. This is due to the fact that the shape of the 

distance-density curves appears to be relatively consistent over time, whereas 

there are much greater changes in the shape of the time-density curves as the 

bolus proceeds through the vessel under pulsatile flow conditions (see figs 4.2 

and 4.3). However, the current techniques used to analyse the distance-density 

curves are prone to error and particularly sensitive to temporal and spatial 

variations in background densities.

We have proposed a new technique (Seifalian et al 1988b; 1988c; 1989) for 

deriving pulsatile blood flow by analysis of time sequences of profiles of contrast 

material concentration along the vessel. The development and validation of this 

technique and initial clinical application forms a major part of the work presented 

in this thesis.

Our X-ray angiographic technique estimates vascular blood flow at the time of 

injection as the contrast material passes through the vessel(s). Many factors 

affect blood flow readings in a single subject such as recent food uptake, 

exercise, anxiety, drug therapy, and many others. Without repeat studies,
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therefore, our method provides no information on the variation of flow over a 

period of time. Subject to X-ray and contrast dose limitations our X-ray 

angiographic technique is repeatable within a single investigation, as long as 

further injection of the contrast material does not have effects on blood flow. 

Investigation at another time will require repeat catheterisation with all the risks 

that will entail.

Lumen cross sectional area measurements are required to convert velocity blood 

flow measurements to volume blood flow. Quantitative estimation of cross- 

sectional area commonly incorporates biplanar X-ray angiograms and assumes 

circular or elliptical cross-section for measurement of vessel cross-sectional area. 

As described, various investigators have pointed out that these algorithms may 

not evaluate adequately the severity of generally eccentric cross-sectional 

stenoses.

An alternative approach to geometric analysis is the densitometric technique 

which has usually been applied to the estimation of relative cross-sectional area. 

This technique uses image intensity information for cross-sectional area 

measurements. Quantification of the amount of contrast material within a lumen 

by densitometry provides a measure of cross-sectional area that is independent 

of lumen geometry. Although accurate relative measurements of vessel narrowing 

have been demonstrated, it appears that absolute measurements require 

rigorous validation and correction for the predominant sources of densitometric 

error (Hawkes et al 1988a). In addition spatial calibration, (i.e. estimation of 

magnification), is necessary to calculate absolute object dimensions from the 

radiographic image, and may also be subject to measurement error.

In order to overcome problems with conventional densitometric techniques of 

measurement of cross-sectional area, Colchester (1984) fitted a semi-ellipse 

model to the TDP and then computed the cross-sectional area as described 

above. Initial results assuming that the blood vessel lies parallel to the imaging 

plane were encouraging and our group later overcame the problem of analysing 

tortuous vessels using 3D reconstructions of the vascular tree from two X-ray 

views (Hawkes et al 1988a).
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In conclusion, it is clear that the densitometric technique provides potentially 

more accurate results for measuring the cross-sectional area of normal blood 

vessels and the only possible solution for measuring blood vessels of eccentric 

or irregular cross-section in which no geometric assumption about the cross- 

sectional shape can be made.

In this thesis the technique described by Hawkes et al (1988a) has been used to 

compute cross-sectional area, which is used to convert flow velocity estimates 

into volume flow rates.
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CHAPTER 5

THREE DIMENSIONAL RECONSTRUCTION OF VASCULAR STRUCTURES

5.1 INTRODUCTION

In the previous chapter, a review of techniques for the quantitative measurement 

of blood flow from X-ray angiographic data has been presented. The 

instantaneous blood flow rate is equal to the product of the flow velocity and the 

cross-sectional area of the vessel. The absolute volume flow rate in a vessel can 

be calculated from measurable parameters as shown in fig. 5.1.

V e lo c i t y  (mm/sec) 
V= ( L / t ) /c o s 0

T ra n s p o r t  Time (sec)

Volume F low  (m l/m in ) 
F=V*A/1000

V e s s e l P a th  L e n g th  (mm) 
L=X*M

C r o s s - s e c t io n a l a re a  (mm*̂ ) 
A=a (M/cosQ) Kc

Fig. 5.1. Diagrammatic representation of the factors involved in calculating 

blood volume flow. M and 0 are the vessel magnification factor and 

the orientation of the blood vessel to the X-ray beam axis 

respectively, t is the time taken for the contrast material bolus to 

move a distance L along the vessel. X is the apparent length of the 

vessel segment in pixels. The factor Kc is the product of the iodine 

concentration in the vessel c and a densimetric calibration constant 

K which relates the image grey value to the mass of iodine 

integrated along the X-ray path from X-ray focus to image. The 

integral of image intensity, a, is computed along the transverse 

density profile after subtraction of a background or mask to remove 

contributions from overlying and underlying tissues.
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The apparent length of the vessel, i.e. as determined from a single X-ray 

projection, may be measured in terms of pixels, but calculation of the actual path 

length requires precise determination of the magnification factor M and 

orientation 0.

To measure true velocity along a tortuous vessel, or vessel that is not oriented 

parallel to the imaging plane, the angle of the vessel segment relative to the 

image plane is important, especially when the angle is large (and hence the cosB 

value is small).

in order to determine the X-ray magnification M and angle 8 of the blood vessel 

to the imaging plane, one needs to deduce the 3D path of the blood vessel.

To reconstruct the 3D path of the blood vessel for this purpose, the possible 

choices are nuclear magnetic resonance (NMR), X-ray computer tomography 

(CT) or X-ray radiographic projections. At present NMR is expensive for use in 

3D reconstruction purposes and images are not of a sufficiently reliable quality. 

There has been extensive work done on the reconstruction techniques of 3D 

paths with imaging modalities based on CT (for example: Peic and Chester 1979; 

Ra et al 1982; Albright and Frame 1988) and X-ray projections (Vignaud et al 

1979; Castleman 1979; Barnard et al 1980; Suetens et al 1983; Parker et al 1988; 

Mackay et al 1982; Mol 1984; Hawkes et al 1987; Guggenheim et al 1991).

Reconstruction of the vascular structure could, in principle, be accomplished 

using convolution back-projection techniques with CT data. Conventional image 

reconstruction from projections, as performed in standard CT scanners, uses 

knowledge of the orientation of each projection and the measured X-ray 

attenuation along each path. Errors in orientation result in significant artefacts 

such as streaking and blurring (Parker et a! 1988). Inconsistencies in density 

measurements (polychromatic beam hardening, scatter, etc.) also lead to streaks 

between regions of highly different atomic number (bone, iodine, etc). In addition, 

as in other radiographic techniques, noise presents a problem in CT. The 

principal noise source is due to the random distribution of photons in the 

illuminating beam. This effect is called quantum mottle and arises as a result of 

the necessary low exposure dosage to the patient.
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Finally, the ratio of vessel volume to reconstruction volume is typically very low. 

Thus, even if the reconstruction process were to be free from artefact, much 

effort would be wasted in reconstructing non-vascular information.

This chapter deals primarily with 3D reconstruction from X-ray angiographic 

projections. Initially an overview of the different reconstruction procedures is 

presented followed by a more detailed description of a technique using digital 

biplanar X-ray angiographic data. The technique uses computer-assisted analysis 

of angiographic images together with a knowledge of X-ray imaging geometry to 

achieve accurate quantitative measurements. The implementation and validation 

of the technique is described in detail.

Although unambiguous 3D reconstruction from 2D projection data, without prior 

geometric configuration of the X-ray equipment information, requires many 

projection images (Parker et al 1988), the 3D relationship of an object can be 

determined by only two projection images when a specific point on the object 

can be identified uniquely in both images. There are several methods used for 

3D reconstruction of a vascular configuration from biplanar X-ray angiograms.

Stereometry is the technique of deriving a ‘range image' from a stereoscopic pair 

of brightness images. A ‘range image’ is an image in which grey levels represent 

not brightness but rather the distance from the X-ray tube to the object points 

(Vignaud et al 1979; Castleman 1979; Barnard et al 1980; Suetens et al 1983). 

The key problem in the stereoscopic technique is that of finding the 

corresponding points between two views. Noise in the images tends to corrupt 

the correspondence measure.

Successful reconstruction from biplanar X-ray angiograms requires two things. 

The first is a knowledge of the geometric configuration of the X-ray equipment 

set-up. The second is the ability to identify the projection of a specific point on 

the blood vessel, in each of the X-ray biplanar images, in order to calculate the 

3D coordinates of the vascular tree. In theory, the first condition can be satisfied 

if the geometrical relationship between the two views is calculated from the 

positioning of the X-ray set measured angle noted during the patient 

investigation. Then the 3D position of each object point that is identifiable in both
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images can be determined by a process of ‘triangulation’, in which a ray is back- 

projected from the position in each image plane at which the point is found 

(Dodge et al 1960). The intersection of these two rays then specifies the 3D 

position of the object point.

However, because of the nature of the investigation, patient safety considerations, 

radiation exposure risk, and limited time, accuracy of measurements becomes 

less reliable (Smith and Starmer 1978; Mol 1984). In addition to these errors, 

when performing a patient study it is often difficult to perform the necessary pre

alignment of the imaging systems required by this technique.

To overcome the inflexibility imposed by pre-alignment requirements, a perspex 

calibration cube containing steel markers was imaged using the same positioning 

of the X-ray equipment as was used during acquisition of the angiograms in the 

patient (Mackay et al 1982; Mol 1984; Hawkes et al 1987; Guggenheim et al 

1991). Each X-ray projection could then be fully determined by the relation 

between the known 3D positions of the markers in the cube, and the coordinates 

(of the projection of the markers) in the image. The cube calibration has fewer 

geometrical constraints than the previously described ‘triangulation’ system. All 

that is required is that the objects of interest appear in both biplanar projection 

views.

Some prior knowledge regarding the structure of the object of interest is 

required. In the case of the 3D reconstruction of the blood vessels, the object is 

sparse and anatomical knowledge allows for the identification of corresponding 

points between two projection views.

5.2 METHOD

The relative position of a point in space can be computed if two X-ray images of 

the point are taken from different views. The principal behind this is that the X-ray 

imaging can be thought of as a perspective projection and by use of knowledge 

of the X-ray imaging geometry and the mathematics of projective transformations, 

the 3D coordinates of points in space can be obtained.
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5.2.1 The Transformation Matrix

The geometric mathematics for reconstructing the centreline of vessels from 

biplanar X-ray angiograms using a cube with steel markers has been presented 

by Kim et al (1982). This includes mathematical transformation from the object 

coordinated system to the two projected planes, as well as the principles of 

matching points in the two views. This technique has also been used by Mackay 

et al (1982) in the determination of 3D positions during heart motion analysis.

In general perspective projection of a 3D object can be fully described in 

homogenous coordinates by a 4*3 transformation matrix (Mackay et al 1982; Mol 

1984; Hawkes et al 1987; Rogers and Adams 1990):

(x,y,z,1 ) *T=S(u, K1)

where:

x,y,z are the cartesian coordinates of a point in the object space,

u,v are the image coordinates on the projected digital image of the above

point,

T is the (4*3) matrix describing the transformation from 3D space to 2D

projections.

S is a scale factor depending on (x,y,z) and T,

The matrix T describes the complete transformation from actual 3D positions, 

imaged from any arbitrarily placed X-ray source, to an arbitrarily oriented image 

intensifier screen. The method will also correctly handle the subsequent 

photography of the image intensifier image and the digitisation (also with arbitrary 

scales and orientations).

The matrix, T, is a 4*3 matrix in order to describe the magnification effects of 

perspective projection (a 3*3 matrix would be adequate to describe orthogonal 

projection).
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5.2.2 Determination of the Transformation Matrix

By eliminating S in matrix equation (5.1), we obtain the following two equations:

"A 3^ (5-2)

(5.3)

If the 3D coordinates of points and their corresponding 2D coordinates on the 

two different projection planes are known, the elements ffty) of the transformation 

matrix can be obtained from equations (5.2) and (5.3). Since the transformation 

matrix contains 11 elements, six control points of known coordinates (Xj, /j, z) 

(/=1, 2, 3, 4, 5, 6), and the 2D coordinates (u,v) of their projected points in two 

images are sufficient to establish the 12 simultaneous equation from (5.2) and

(5.3), which are solved to obtain the transformation matrix. The obtained 

solutions, t(i,j) values, are the characteristic parameters describing the projection 

of arbitrary points in 2D plane to the 3D space. Since, in practice, the available 

coordinates are never exact, the system of 12 equation may be solved by an 

approximation technique (such as least squares).

A perspex cube containing small steel balls at each corner and the centre of 

each face was constructed (Mackay et al 1982; Mol 1984; Hawkes et al 1987). 

The cube, has fourteen steel markers (0.2 mm cross-section) of known relative 

position embedded at each corner and the centre of each side of a 60 mm cube 

(fig. 5.2). The cube is imaged just after the patient is examined with exactly the 

same X-ray gantry positions as those used for the patient. From the measured 

2D coordinates on these two images and the known 3D coordinates of each steel 

marker, the projective transformation matrices for the biplanar angiograms are 

obtained.
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Fig. 5.2. The perspex calibration cube.
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5.2.3 Reconstruction of 3D Skeleton

The relationship between a 3D point of interest and its projected 2D points in two 

views, and is given by the following equations (from equations (5.2) 

and (5.3)):

\ r  \
I - / 1

^ 1 1  ” ^ 1 3 ^ 2  ^ 1 “ ^ 3 ^ 2  I j  ^ 4 3 < ^ 2 “ ^ 4 1  I

^12“ ^13'̂ 2 %2 "% 3*^ ^ 32~ ^ 33^2 \ ^ 43'̂ 2“ ^42

This matrix of four equations contains only three unknowns, x, y and z, and the 

least squares solution is found.

5.3 IMPLEMENTATION OF THE TECHNIQUE

Using this principal, a system for angiographic reconstruction and analysis 

(SARA) was implemented (by C R Hardingham, Guy's Hospital) for digital 

biplanar X-ray angiographic images. SARA was programmed in ‘C  on a SUN 

graphics workstation using the UNIX operating system, in the SUN View 

windowing environment, and applied to images of blood flow phantoms and 

digital subtraction angiographic (DSA) images from clinical investigations.

5.4 RADIOGRAPHY

All the 2D X-ray data was acquired on the Siemens Digitron II DSA system. 

Phantom images, used for validation and flow studies, were obtained with a tube 

voltage between 70 and 80 Kvp, with a small focal spot, in the pulsed X-ray 

exposure mode. The digital image grey values, proportional to the logarithm of 

the X-ray image brightness, were recorded. For the phantom experiments the X- 

ray beam was filtered by an additional 1 mm thickness of copper. The digital 

images were acquired at 512x512 pixels/frame, with 10 bits per pixel, and stored 

unsubtracted. A rate of 25 frames/second was used for the flow studies.

The phantom was positioned at the iso-centre of the ‘C-arm’ gantry of the unit, 

and the views obtained corresponded to the ‘45° left anterior oblique projection’
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(LAO projection) and the ‘45° right anterior oblique projection’ (RAO projection). 

Although the reconstruction method does not require that the two projections be 

orthogonally related, such projections are usually selected for simplicity. The 

transformation equations were again computed using the 60 mm perspex cube, 

with the 14 steel markers. Images were acquired with the X-ray equipment in the 

same positions, as during the study.

All these images were then transferred via the Ethernet Interface on the Digitron, 

to the VAX 11-750 attached to the NMR scanner (at Guy’s Hospital) using the 

Decnet Ethernet protocol. They were subsequently transferred via the same 

Ethernet network to the SUN computers, using SUN software and the DecNet 

interface (DNI). All images were converted to a common image format, and 

corresponding cube and phantom images combined under one header to form 

a single image file.

5.5 3D RECONSTRUCTION OF THE ARTERIAL TREE USING A SYSTEM FOR 

ANGIOGRAPHIC RECONSTRUCTION AND ANALYSIS (SARA)

The initial stage of the reconstruction involved the estimation of the transformation 

matrices relating a point in the 2D image plane to a point in 3D space. A 

corresponding pair of cube images was displayed and six or more steel ball 

markers on the cube were manually identified by a mouse-controlled cursor on 

the screen (fig. 5.3). The program SARA computes the centre of gravity of the 

ball-bearing markers in order to determine these points accurately. The average 

square error of selected points is displayed to confirm the identification of the 

right points. To estimate the average square error, SARA first calculates the 

projection of a user defined point using a transformation matrix, then the sum of 

square errors is calculated as the sum square of (user defined point - actual 

value). From a knowledge of the dimensions of the cube, and a combination of 

the 2D coordinate information of each marker from the two biplanar views, the 

transformation matrices were computed.
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Fig. 5.3. A pair of X-ray images of the cube with graphical superimposition of the cube lines showing the generation of the 
transformation matrices.
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5.5.1 Identification of Corresponding Points Between Two Projection Views

The 3D coordinates of a point can be found from two biplanar X-ray angiograms, 

after computation of the transformation matrices, by identifying the point on both 

views. A structure may be delineated by the identification of a set of 

corresponding points between the two projection views. If the structure under 

investigation is rather complex then this identification is not an easy task. The 

operator can however obtain some program assistance with this. As soon as the 

operator indicates the projection of a point in one view, the program is able to 

draw an ‘epipolar’ line in the second view on which the projection of the point has 

to be positioned (fig. 5.4). The existence of such a line and its actual location can 

be derived from equations (5.4). These equations represent an over determined 

system of four equations and three unknowns. If one of the rows of equation

(5.4) was eliminated, it would still be possible to solve for (x,/,z). In the 3D 

reconstruction of the vascular tree, the centre-line is mapped out on a set of 

points: where the vessel centre line point Q.,(u.j,v.,) in the one projected view 

image corresponds to the vessel centre line point 0 2 (^2 ,Vg) in the other projected 

image. In practice, using the epipolar line for the identification of the blood vessel 

has proved to be an extremely useful aid. This feature was implemented in SARA; 

indication of the projection of a landmark by the operator in one view is followed 

immediately by a program-identified epipolar line in the second view, along which 

the projection of the same landmark must lie. The operator is required to identify 

and track the projection of a stretch of artery in each of the two biplanar views 

and, as the landmark here is a length of artery, the identification of the points on 

the epipolar line is a fairly simple task. In SARA, corresponding points in the two 

tracked lines are determined as follows. Starting from the first point of the first line 

(fig. 5.5) an epipolar line in the second view Is calculated. Subsequently, 

the intersection of this epipolar line with the drawn line in the second view is 

determined. This intersection is indicated by {U2,v^ in the second view. The 

matching 3D position of the point is then calculated according to equation (5.4) 

and the process is repeated for the second point in either the first or second 

view. This is continued until a complete series of 3D points is obtained, 

representing the structure of the identified artery.
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Epipolar Line

X-ray source X-ray source

Fig. 5.4. Graphic explanation of the definition of the epipolar line.
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Fig. 5.5. Example of a landmark indicated in the right-hand view, plus the matching epipolar line in the left-hand view, on 

which the corresponding projection has to be located. The images represent the feeding vessel to the cerebral 

circulation of a patient in table 9.1 (MB).
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From the 3D location of points on the vessel centre line, the precise geometric 

magnification factor relating the vessel of interest to the computer image, the 

angle between the vessel long axis and the imaging plane, and the vascular path 

length between selected points were calculated by SARA.

Various algorithms have been described in the literature to determine vessel 

edges from X-ray angiographic images (see chapter 4). In the previous chapter 

an edge detection technique was described for single X-ray projection (Reiber et 

al 1984). The same technique has been incorporated in SARA for use on biplanar 

data.

An interactive program was implemented by SARA to detect the edges of an 

identified segment of blood vessel. The program operated as follows. The sum 

of about 20 frames of mask subtracted images were calculated. A region was 

marked to include the blood vessel under consideration but to exclude artefact, 

crossing vessels, nearby vessels and bifurcating vessels. This ensures that the 

region used to calculate the residual background grey level contribution contains 

only valid data. The following procedures were used to outline the centre line and 

edges of the blood vessel.

5.5.2 Blood Vessel Centre Line Definition

As described above an observer uses a mouse cursor to identify interactively the 

approximate centre line of the vessel segment of interest by defining points along 

the vessel segment. As the centre line definition need only be approximate, this 

step may be performed rapidly. The system then joins successive points with a 

straight line. It also draws two lines parallel to this line that can be adjusted 

manually at the sides of the vessel to provide boundaries for calculation of the 

centre line and to search for the vessel edge. The system samples points 

perpendicular to each straight line and computes the centre of gravity of the grey 

level distribution. The updated position of the vessel centre line is taken as the 

locus of this centre of gravity. A smooth line is calculated to go through these 

centre line locations. The resulting centre line is displayed to the user and can be 

modified if necessary.
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Although the centre line was only used as a guideline to generate the two 

boundaries parallel to the vessel, the exact location along the vessel is not critical. 

Tests performed on several types of vessel showed that the edge detection is not 

affected by the position of the centre line even if it does not follow the vessel 

exactly, as long as the boundaries generated parallel to this line are adequately 

spaced to include all of the segment of the vessel to be analysed. The number 

of points selected by the user along the vessel can be as few as two or three for 

relatively straight vessels (such as common femoral artery, see fig. 9.1) with many 

more for more tortuous vessels.

5.5.3 Calculation of the Edges of a Blood Vessel

The image was sampled along perpendiculars to the new centre line to yield the 

transverse density profile (TOP). The edges were computed by combining the 

results of two edge operators, the first and second derivative of the TOP. Since 

the first derivative operator tends to underestimate the actual edge position and 

the second derivative operator tends to overestimate the actual edge position 

(see fig. 5.6), it seems reasonable that a combination of the two operators would 

approximate the correct position. We chose the position where the sum of the 

moduli of the first and second derivatives of the TOP was a maximum. This was 

the same criterion as that made by Reiber et al (1984).

Temporal subtraction generally removes underlying and overlying unwanted 

structure (i.e. tissue, bone etc). In the physical flow phantom models, the residual 

background after subtraction is uniform and close to zero, and thus a simple 

average value for a representative region adjacent to the vessel is adequate for 

subtraction of any residual background. In clinical studies these residual 

background values are not uniform, due for example to patient movement during 

acquisition of the X-ray angiogram. This residual background was subtracted by 

linear interpolation of the average grey value of up to 4 pixels, starting 3 pixels 

outside the estimated edge point along the perpendicular to the vessel centre 

line. Invalid data were excluded from this calculation. If there were no background 

points of valid data then the previous background value was taken.
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Fig. 5.6. Schematic drawing shows how image blur affects automatic vessel 

edge detection. The maximum responses of the first derivative 

operator underestimate the actual edge position while the maximum 

responses of the second derivative operator overestimate the actual 

edge position.
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The edge points of the blood vessel were then calculated. A second order 

polynomial was fitted successively to 3, 5 or 7 points of the TDP and the first and 

second differentials of these fitted functions were computed for each point along 

the TDP. The edge was Identified as the positions on each side of the centre line 

where the sum of the moduli of the first and second differentials was a maximum. 

Finally, the edge point locations were averaged by median filtering, which 

removes Individually significant erroneous points (fig. 5.7).

5.6 CROSS-SECTIONAL AREA ESTIMATION

To compute volume flow from velocity the vessel cross-sectional area Is required 

and to measure this we used a densitometric method, which we have described 

previously by Colchester 1984 and Hawkes et al 1988 (see appendix for details). 

In brief the technique Is based on Image densitometry In which the Integral of 

Image Intensity a Is computed along a profile perpendicular to the projection of 

the vessel axis. The true cross-section A Is related to the densitometric measure 

a by (see fig. 5.8):

The X-ray magnification factor M and angle 8 between the vessel axis and the X- 

ray axis are computed from the 3D reconstruction of the vascular configuration 

from two views. The remaining term Is the product of the Iodine concentration In 

the vessel c and a densitometric calibration constant K which relates the Image 

grey value to the mass of Iodine Integrated along the X-ray path from X-ray focus 

to Image. These were obtained from data generated from 3D reconstructions of 

biplanar X-ray angiographic data.

5.7 VALIDATION OF SARA

With regards to the quantitative characterisation of the 3D reconstruction of the 

vascular structure using SARA, series of validation has been conducted.

-91



» *r» h  V I.O A , 1 8 th  Ma 1990

M e - ' : j e :  a n a ’ , . i *

[  ,e q  d e f in e ]  [ f  low  o u tp u t  ] [T p l o u t p u t ]

I ; ,  N O T E  b a r k  o . jm l  . ♦ ■ ”  :
J  l ; ';‘ble
I  jN B , a re a  a t  ' . f a r t  ,, h a ,
R v a lu e - ,  Trcm l a 'e r  th e  " jm e n ;
■  v ie w  0 . p l r t  a t  - n j .  4 1 - '.  9 I 1, ,

I a re a  o u l i  i t

Zoom #1X1 Q x 2ât tn e s *. [ 5 5 ]  

[ 0]
n e fs  [ 6 0 ]  

[ 0 ]

N a r ie r  a t s l i c e  4 0 ,  14 .3 4  mm a lo n g  s e g n e n t. D im e n s io n s  in  
re a  1447.521 w td  4 .9 4 3

t  340.221

M a rke r a t  s l i c e  4 0 , 14 .3 4  mm a lo n g  s e ^ ® " t .  D im e n t io n s  in
B rea  6 2 5 4 .4 8 9  u id  4 .4 1 9

h i  176 7 .4 6 8  ____  ______________

h t  2 0 8 8 -0 9

h t  . hO

Fig. 5.7. A biplanar digital X-ray angiogram of the aortic arch and the major arteries leading towards the head, with the detected edges 

superimposed on the angiograms (see table 9.1, patient MB).
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Fig. 5.8. The true cross-section A is related to the integral of image intensity 

a along a profile perpendicular to the projection of the vessel axis. 

The X-ray magnification factor M, angle 6 between the vessel axis 

and the X-ray axis, and densimetric calibration constant K are 

computed from the 3D reconstruction of the vascular configuration.
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5.7.1 Method and Materials

In conjunction with an intercalated B.Sc. Student, Mike Virdee, (Virdee 1991) and 

Mrs Davies (Principal Physicist, Guy’s Hospital) I validated the angles of linear 

structures relative to the X-ray axis which are determined by SARA using the 

orthogonal edges of the calibration cube. We acquired four pairs of biplanar 

images of the cube at different orientations.

The remaining experiments described below were solely my own work.

SARA was validated for path length and cross-sectional area using various 

phantoms. The phantoms consisted of: (a) three different lengths of bent wire in 

the shape of an ‘S’ (fig. 5.9), (b) cubes with a side length of 60 mm (therefore a 

diagonal across its faces was 84.85 mm long), (c) a block of perspex 200 mm 

long, with embedded steel rods every 10 mm and (d) for cross-sectional area 

validation a vascular phantom was constructed from a 10 mm thick aluminium 

block. Seven holes were drilled through, with diameters ranging from 1 to 7 mm, 

to represent vessel length (fig. 5.10). The phantom was positioned at the iso

centre of rotation of the X-ray gantry, with the maximum and minimum height 

setting 40 mm above and below this position.

Biplanar X-ray angiograms were obtained of the above phantoms, with the 

corresponding cube images acquired with the X-ray equipment positioned as for 

the phantoms.

The effects of pincushion distortion were measured by imaging a metallic square 

grid and the typical pincushion distortion measured at the edge of a Siemens 

Digitron II digital subtraction angiographic 400 mm image intensifier was about 

1%.

5.7.2 Analysis

The standard calibration procedure (as described above) was followed using a 

pair of cube images. It was ensured that the average squared error computed 

by SARA from the least squares solution of equations 5.2 and 5.3 was small 

when marking the steel points of the cube. Then the biplanar phantom images
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Fig. 5.9. Biplanar views of S’ shape wire phantom used to assess the accuracy of path length.
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Fig. 5.10. Aluminium phantom used in the validation of the cross-sectional 

area study.
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were displayed and the approximate centre line of the object to be reconstructed 

was identified interactively. As described above SARA then automatically 

computes the 3D path length. This was repeated up to seven times for each 

experiment. For each set of data, a mean, SO, standard error of the mean (SEM) 

(this is calculated as SD/square root of number of data points), and percentage 

error (i.e. 100*((actual value - measured value)/actual value)) were calculated.

5.7.3 Results

The mean angle between orthogonal sides was 90.08°±0.67° (mean ± 1 SD). 

The largest measured error was 1.6° and the mean error of -0.08° was calculated 

from 16 measurements. The mean percentage error in the angle measurement 

was -0.1%.

Table 5.1 shows the results of the path length experiments. They show that 

straight or curved path lengths can be measured with typically a 1.2% error 

ranging from -0.2 to -2.5 mm (-0.3 to 2.4%).

The absolute cross-sectional areas of the vessels are compared with the true 

cross-sectional areas in table 5.2, with ± 1 SD for each mean value. As expected, 

the bigger the diameter the more accurate are the cross-sectional area 

measurements in percentage terms. The absolute error is independent of 

diameter and lies within a range of 0 to 0.6 mm^.

The results of this validation demonstrate that SARA can compute the angle, 

magnification, path length and cross-sectional area with sufficient accuracy to 

proceed with flow measurements calculated from data collected on a ‘3D’ 

phantom (chapter 8) and clinical data (chapter 9).

5.8 DISCUSSION AND CONCLUSION

In order to deduce true velocities along a tortuous vessel, or vessel that is not 

oriented parallel to the imaging plane, a 3D reconstructed path length of identified 

blood vessel segments is required.
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Table 5.1. Computation of path length measurements after 3D reconstruction.

Path Length 
Experiment

Actual Mean 
Length±SD (mm)

SEM
(mm)

Measured Mean 
Length±SD (mm)

SEM
(mm)

Number of 
Measurements

Actual Error 
(mm)

%
Error

S shaped copper wire 140.1 ±0.2 0.1 142.3±0.7 0.3 7 -2.2 -1.6

S shaped copper wire 178.3±0.5 0.2 180.8±1.1 0.4 7 -2.5 -1.4

S shaped lead wire 159.8±0.7 0.3 161.9±1.4 0.5 7 -2.1 -1.3

Cube side (A) 60.0 61.0±0.8 0.3 6 -1.0 -1.7

Cube diagonal (A) 84.9 82.9±1.0 0.4 6 2.0 2.4

Cube side (B) 60.0 60.2±0.2 0.1 6 -0.2 -0.3

Cube diagonal (B) 84.9 85.2±0.7 -0.3 6 -0.3 -0.4

Perspex block 10-180 10.7-180.3 36 0.4 -0.9
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Table 5.2. Table of the computation of the cross-sectional area^ of holes drilled in aluminium block.

Diameter
(mm)

Actual 
Cross-Sectional 

Area (mm )̂

Computed Cross-Sectional Area A±SD (mm )̂ No. of Samples 
Along Image 

of Hole

Actual 
Error in 
A(mm^)

% 
Error 
in ALAO View RAO View Average

7 38.5 34.0±1.1 41.8±1.2 37.9±0.8 160 0.6 1.6

6 28.3 27.4±0.6 28.5±0.8 28.0±0.5 160 0.3 1.1

5 19.6 18.1±1.0 21.0±0.6 19.6±0.6 160 0.0 0.0

4 12.6 12.9±0.9 13.2±0.6 13.1 ±0.5 160 -0.5 -4.0

3 7.1 7.3±1.3 7.7±0.8 7.5±0.9 160 -0.4 -5.6

2 3.1 3.1 ±0.6 3.5±0.6 3.3±0.4 160 -0.2 -6.5

1 0.8 1.3±1.0 1.6±0.8 1.4±0.7 160 -0.6 -75.0
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A 3D vascular tree reconstruction technique was implemented on a SUN 

Graphics workstation in SUN View. The use of the cube calibration method 

allowed satisfactory reconstruction of the 3D course of the vessel centre line ‘in- 

vivo’, and was validated in phantom studies. The 3D location of the blood vessel 

centre line permitted the computation of the radiographic magnification, the angle 

between the X-ray beams, and the true vessel path length.

The results from the validation of our program SARA showed that the error in the 

calculation of the path lengths (see table 5.1) was very small. There is a small 

systematic underestimation which was probably due to sampling effects along the 

tortuous wire. The accuracy is, nevertheless, more than adequate for our 

purposes.

The accuracy of the measurement of cross-sectional area "in-vivo" cannot be 

assessed, due to the lack of good independent standards that can be employed 

in humans. Error will be higher because of several further degrading factors 

involved. The imaging conditions are less favourable due to variable beam 

hardening effects caused by background tissues and bone, effects of patient 

movement, inadequate mixing of contrast material in the vessel of interest, and 

frame by frame variation in X-ray exposure.

These validation procedures provided sufficient evidence that SARA could 

accurately determine the 3D structure of objects recovered from biplanar images. 

Errors in calculating angles and path lengths were typically small and at a level 

of accuracy that would be sufficient in experimental and clinical applications of 

the study of blood flow.

In chapter 8, description given how SARA can be used to generate parametric 

images from biplanar dynamic X-ray angiographic data and to validate the 

volume blood flow measurement technique described in chapter 6. Examples of 

the clinical applications of SARA will be presented in chapter 9.
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CHAPTER 6

A NEW TECHNIQUE FOR DERIVING PULSATILE BLOOD FLOW

WAVEFORMS

6.1 INTRODUCTION

From the review of the literature outlined in chapter 4, it is apparent that there has 

been difficulty in determining accurately the rate of blood flow using X-ray 

angiographic data. Although numerous publications have shown their potential 

they have not been widely used, due in part, as discussed in the previous 

chapter, to the use of inappropriate algorithms to process the image data.

To overcome these problems, I pursued the development of a new digital X-ray 

angiographic technique (Seifalian et al 1988b; 1988c; 1989) for determining 

pulsatile flow waveform patterns from dynamic X-ray angiographic data, an 

example series of these 2D dynamic digital X-ray angiographic images is shown 

in fig. 6.1. These images were acquired using the physical flow phantom 

described in chapter 8. The tube calibre was 6.6 mm with a mean blood flow of 

349 ml/min. The images show the leading edge of the bolus travelling upwards 

along the tube. Instantaneous blood velocities were estimated by generating a 

‘parametric image’ from dynamic angiographic images in which the parametric 

image grey-level represented contrast material concentration as a function of time 

and distance along a vessel segment (Colchester and Brunt 1983; Colchester 

1984; Seifalian et al 1989).

In this chapter the concept, and method of generation, of the parametric images 

will be described, and the novel method of extracting blood flow waveforms from 

these images will be presented.
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Fig. 6.1. Example of a series of 2D dynamic digital X-ray angiographic images. These images were acquired using the 

physical flow phantom described in chapter 8. The tube calibre was 6.6 mm with a mean blood flow of 349 ml/min. 

Images were acquired at a rate of 25 frames per second.
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6.2 THEORY

6.2.1 Concept of Parametric Images

Several groups have previously employed 2D data structures or ‘parametric 

images’ to store dynamic X-ray angiographic data in a compact form. However, 

these images were formed using preselected parameters from the curves of such 

things as peak opacification (Vogel et al 1982), contrast peak arrival times 

(Kruger et al 1983) or the mean leading edge concentration (Hohne et al 1978). 

Hence, potentially useful information from other parts of a bolus were discarded.

The 2D data structure or ‘parametric image’ used to extract the blood flow 

waveform was originally proposed by Colchester and Brunt (1983). Viewed in this 

way, the X-axis represents frame number (time), the Y-axis distance along the 

vessel centre line, and the Z-axis or grey scale the concentration of contrast 

material within the blood vessel lumen. Thus, each pixel in the parametric image 

represents the concentration of contrast material at a particular position in the 

blood vessel at a particular time. An example of a parametric image generated 

from dynamic digital X-ray angiographic experimental data is shown in fig. 6.2(a). 

This parametric image has been corrected for the X-ray magnification factor and 

angle of the blood vessel to the imaging plane using biplanar X-ray angiograms 

and the 3D reconstruction technique described in chapter 5. The tube calibre was 

4.0 mm with a mean blood flow of 176 ml/min.

The plot in fig. 6.2(b) demonstrates that each horizontal line of the parametric 

image represents a concentration-time (time-density) curve recorded at a 

particular point in the vessel. These data were generated from the parametric 

images in fig. 6.2(a) for rows 30, 80, and 150 mm. Fig. 6.3 demonstrates that 

each vertical line represents the profile of changing contrast material 

concentration along the blood vessel (distance-density curves) at a particular 

instant in time. These data are generated from the parametric image in fig. 6.2(a) 

for columns 25 and 26 (1 and 1.04 seconds).

The parametric image was adopted as a compact representation which contained 

the relevant information from the X-ray angiographic data.
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Fig. 6.2. (a) Parametric image showing contrast medium concentration (grey

scale) at different positions along the blood vessel (vertical axis) at 

different times (horizontal axis), generated from 3D experimental 

data acquisition for a 4.0 mm calibre with mean blood flow of 176 

ml/min. (b) Graphic presentation of above parametric image shown 

as three rows (30, 80, and 150 mm) of time-density curves.
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Fig. 6.3. Density-distance profiles obtained from columns 25 and 26 (1 and 

1.04 seconds) of the parametric image in fig. 6.2(a).
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6.2.2 Extraction of Blood Velocity Waveform from Parametric Images

A new technique was used to extract blood flow waveforms from these 

parametric images. The main principal of this technique is to measure blood flow 

velocities by tracking changes of concentration of contrast material along the 

blood vessel, rather than using predefined distances as in the bolus transport 

time method.

Fig. 6.3 presents the example of the distance-density curves obtained from a 

parametric image (fig. 6.2(a)) for two consecutive profiles. As is shown in fig. 6.3 

the shape of the consecutive profiles appears to be very similar for short time 

intervals as the contrast material bolus travels along the vessel. The distance that 

the bolus moves along the vessel in two contiguous frames divided by the frame 

interval is equal to the flow velocity. This distance can be estimated by 

comparison of the two distance-density curves.

The following assumptions were made in the computation blood flow velocity 

information. We assume that: (1) in the time frame of each measurement of 

velocity (in our case 0.04 seconds) the degree of bolus dispersion is very small,

(2) blood flow is time dependent but independent of position down a non

branching segment of blood vessel, (3) there must be overlap of portions of the 

bolus in adjacent frames. Our phantom work has shown that in practice, a frame 

to frame overlap of about 50% provides adequate data to match distance 

concentration functions.

Adjacent concentration-distance profiles in the parametric image of iodine 

concentration versus distance and time were shifted along the vessel axis until 

a match occurred. A match was defined as the point where the mean sum of the 

squares of the differences (MSSD) between the two profiles was a minimum. The 

distance of translation per frame interval is equal to the bolus velocity.

Matching (or re-registering) distance-density curves (or profiles of contrast 

concentration-distance) over time was performed in both directions (i.e. forward 

and reverse directions of blood flow along the vessel) and the disparity (or 

displacement) of matched curves was computed.
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The matching criteria in the forward flow direction are satisfied when the function

,e ,,

is a minimum with respect to n (fig. 6.4). The integer n is the spatial shift (in 

pixels) along the vessel, A and B are consecutive profiles of contrast 

concentration along the blood vessel and corresponds to the maximum 

length of the vessel used for flow analysis.

The dependence of the MSSD on the spatial shifts is demonstrated in fig. 6.5. 

This data is generated from columns 25-28 (1-1.12 seconds) of the parametric 

image in fig. 6.2(a). The data demonstrate a sharp minimum at a certain value of 

the shift. The shift that yields the minimum MSSD is taken to be the distance 

traversed by the contrast material between the two frames. We also generated 

a cost function image where the image grey level represents the MSSD as a 

function of time (horizontal axis) and shifts (vertical axis) along a vessel segment 

(fig. 6.6). Fig. 6.6 was generated by the application of our velocity algorithm, 

matching profiles of contrast concentration-distance over time, to the parametric 

image in fig. 6.2(a). In this thesis these images were used for display purposes 

to check the behaviour of the search algorithm (MSSD). The use of these images 

to improve the generation of blood flow velocity waveforms in clinical studies 

especially in noisy images will be discussed in chapter 10, "future work".

The maximum velocity, which can be detected using our velocity algorithm 

is given by:

(®-2)

where L is the vessel path length over which the measurement is made and R is 

the X-ray image frame rate (25 frames/sec). If the peak blood flow velocity along 

the vessel is greater than the length of the vessel segment analysed per frame
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Fig. 6.5. A example of the dependence of the mean sum of the square 

differences (MSSD) on the spatial shifts. The data demonstrate a 

sharp minimum at a certain value of the shift. This value is taken to 

be the distance transversed by the contrast material between the 

two frames. Graphic presentation of the MSSDs are from the 

parametric image shown in fig. 6.2 in four consecutive columns 25- 

28 (1-1.12 seconds).
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Time (seconds)

Fig. 6.6. A example of the cost function image, where the image grey level 

represents the mean sum of the square difference (MSSD) as a 

function of time (horizontal axis) and shift (vertical axis) along a 

vessel segment. The cost function image was generated by the 

application of our velocity algorithm to the parametric image in fig. 

6.2(a).
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interval, then the tracking algorithm will fail. In other words, in the comparison 

(using MSSD) of two distance-density curves, some of the same portions of the 

bolus must appear in the two profiles. This is entirely dependent on the frame 

rate acquisition and length of vessel imaged; the frame rate must be high enough 

so that a portion of the bolus imaged in one frame appears in the subsequent 

frame. The frame rate required can be estimated from the length of the vessel 

used in the flow analysis and the estimated peak velocity of the blood flow. For 

example with 25 frames per second and a 100 mm vessel length, the peak 

velocity should not exceed 2500 mm/second and this is adequate enough for 

most of the human vascular system (Caro et al 1974). Digital subtraction 

angiographic systems are sometimes capable of acquiring at a data rate of 50, 

75 or even 100 frames per second.

6.3 METHOD

Here I describe the generation of parametric images using digital angiographic 

data and the extraction of blood velocity waveforms from these images.

6.3.1 Principle of the Technique

The digital X-ray angiographic image information was transferred to a SUN 4/260 

Graphics workstation from a digital X-ray angiographic computer system. The first 

step was to subtract the ‘background’ from the images after the injection of a 

contrast material by subtracting an image obtained prior to the injection (mask 

mode imaging). The average of several images was used to obtain the mask: 

integrated mask mode imaging.

This process was performed on logarithmically transformed data which assumes 

that Lambert-Beer’s law applies, ideally this eliminates soft tissue and bone 

densities common to both the mask and contrast-containing images. Lambert- 

Beer’s law only approximately applies because of radiographic scatter, light 

scatter within the image intensifier phosphors (veiling glare), and the nonlinearity 

of the radiographic and video transfer functions.
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6.3.2 Generation of Parametric images

In chapter 5 an edge detection technique that we have implemented was 

described for biplanar angiographic data. In brief, the implemented algorithm for 

measurement of vessel width analyses the grey scale values in the image along 

a line perpendicular to the tracked vessel centre line in one of the two views. First 

a ‘background’ value for every point along this line is estimated by linear 

interpolation between the background values found on either side, and well 

outside of the vessel. After subtraction of this background, the vessel edges are 

determined by calculating the maximum of the sum of the moduli of the first and 

second derivatives of the grey scale values along the TOP. The derivatives are 

computed by fitting a third-, fifth- or seventh-order polynomial spline function to 

the profile. The edge point locations were averaged by median filtering which 

removes individual erroneous points. Pairs of edge points which delineate either 

side of the vessel were used in the calculation of vessel width and as boundaries 

for the integration of image intensity used in densitometric area calculation and 

in the generation of the parametric images for the flow calculation. In addition the 

maximum intensity of the transverse density profile (TOP) and background values 

were computed.

A parametric image was generated using the detected edges and the masked 

dynamic angiographic data as follows. The area of each TOP between the edge 

points was calculated and used to construct a single vertical column of a 

parametric image. This calculation was repeated for each frame, producing a 

time-distance plot proportional to the mass of contrast material within the artery, 

assuming Lambert-Beer’s law applies. Detailed discussion of the validity of the 

Lambert-Beer law is provided in chapter 3 and by Hawkes et al (1988). The grey 

values along each row corresponded to a plot of contrast material mass against 

time at a particular point along the vessel. In the 3D data processing technique 

the vertical axis (vessel length) of the parametric image was converted from pixel 

units to mm using the data from the 3D centre line path length (see chapter 5). 

Finally the grey values in each row were normalised by dividing by the maximum 

value in each row. This generated a parametric image with an intensity 

approximately proportional to the contrast material concentration allowing for 

variations in vessel cross-section along the vessel axis. This assumed that the
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vessel cross-sectional area does not vary with time and that the peak 

concentration was not diluted along the sampled length of vessel as the bolus 

traversed it. An example of such a parametric image is shown in fig. 6.2.

6.3.3 Calculation of Instantaneous Blood Velocities

As described above, a novel technique was used to extract blood flow waveforms 

from these parametric images. The technique was based on finding the best 

match between two consecutive distance concentration profiles. The distance 

concentration profile from one X-ray image (one column of the parametric image) 

was compared with that from the next X-ray image (adjacent column of the 

parametric image) by computing the MSSD between the two profiles. One of the 

profiles was shifted spatially in units of one pixel until the minimum MSSD was 

formed. The spatial shift that yields the minimum MSSD is considered to be the 

distance that the bolus traversed in the time between the two frames. Thus, for 

high frame rate (25 frames/second) acquisition, ‘instantaneous’ blood flow 

velocity can be computed every 0.04 seconds.

6.3.4 Implementation of The Technique and Testing

The above algorithm for extracting blood flow waveforms from parametric images 

was implemented on a SUN graphics workstation and on a microcomputer (IBM 

PS/2) system. The goal of this second implementation was to demonstrate that 

the technique is effective and practical even on a modest system. Speed of 

execution and efficient use of memory were optimised.

6.3.5 Tuning The Velocity Algorithm

The following factors were provided to allow for fine tuning of the matching (re

registration) function;

(1 ) The first step in the algorithm was the computation of intensity along each 

column of the parametric images. Columns with no contrast (low 

magnitudes) were marked to be ignored in further processing.

(2) If any part of the blood vessel was overlapping with other vessels, that
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part (on the vertical axis of the parametric image) was marked in the 

parametric image to be ignored for computation of the MSSD. This 

exclusion zone for overlapping vessels was found to be essential for blood 

vessels in the head and neck (see chapter 9). Data collected from within 

the exclusive zone were not considered when computing the match data 

on each side of the exclusion. The exclusion of overlapping vessels was 

done interactively by indicating the length of vessel overlap using a cursor 

and excluding this contrast concentration data from the calculation of the 

MSSD.

(3) Similar exclusion of data applied to other horizontal artefacts due, for 

example, to movement artefacts.

(4) A reverse time direction re-registration of the adjacent distance-density 

curves was performed similar to that for the forward time direction. This 

was done in an attempt to correct for any missing data in the blood 

velocity profile. In practice, however, data missing in the forward search 

was usually also missing in the reverse search.

(5) An optimal sampling search shift for forward and reverse direction of flow 

was selected.

6.3.6 Computation of Volume Blood Flow Waveforms and Estimation of The 

Mean Blood Flow

The blood velocity waveform estimate may be converted to a volume flow 

waveform by multiplying by the vessel cross-sectional area (as described in 

chapter 5).

The time-averaged volumetric flow F through a vessel is the product of average 

cross-sectional area of the vessel (see chapter 5) and the mean velocity of 

flow within the vessel v(t), and is computed as:

where A(x) is assumed to be independent of x and equal to hence we
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assume that for an incompressible fluid v(t,x) is independent of x and equal to 

Vgy(f), T is the averaging time which is taken over an integral number of cardiac 

cycles, and X is the length of blood vessel analysed. The average blood flow was 

calculated from blood flow waveforms by integrating over time for one or several 

cardiac cycles.

6.4 DISCUSSION

A novel digital X-ray angiographic technique has been developed to determine 

pulsatile flow waveform patterns from dynamic X-ray angiographic data. 

Instantaneous blood velocities were estimated by generating a ‘parametric image’ 

from dynamic angiographic images in which the image grey-level represents 

contrast material concentration as a function of time and distance along a vessel 

segment. Adjacent concentration-distance profiles in the parametric image were 

matched (or re-registered) along the vessel axis until a match occurred. A match 

was defined as the point where the mean sum of squares of the differences in 

the two profiles was a minimum. The distance translated per frame interval is 

equal to the bolus velocity.

Two procedures are described in chapters 7 and 8 respectively for the validation 

of this technique. The first method uses simulated X-ray angiographic data 

generated by computer models (details and results of the validation are 

described in chapter 7). Quantitative comparison with other algorithms is also 

made using computer generated images. The second method was a validation 

of the technique using an experimental model of blood circulation. The results 

obtained from this system are described in chapter 8.

In addition clinical data were used to confirm the feasibility and accuracy of using 

the technique ‘in-vivo’ (chapter 9).
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CHAPTER 7

ASSESSMENT OF BLOOD FLOW MEASUREMENT TECHNIQUES USING 

SYNTHETIC DATA FROM A COMPUTER SIMULATED MODEL

7.1 INTRODUCTION

The objectives of this part of the work were:

(1) to demonstrate the errors inherent in conventional ‘bolus-transport-time’ 

angiographic techniques as described in chapter 4,

(2) to assess other strategies for deriving pulsatile blood flow by analysis of 

time sequences of profiles of contrast material concentration along the 

vessel,

(3) to assess the new algorithm for deriving pulsatile blood flow described in 

detail in chapter 6.

Initially these techniques were assessed using simulated angiographic data. 

These allowed greater flexibility in designing suitable experiments, more control 

of the experiments, and less cost in capital equipment and material. In addition, 

it was of interest to predict the X-ray quantum limited precision of the technique, 

for a wide range of blood vessel calibres and blood flow rates, with data that was 

free from non-random errors and artefacts.

To assist in the evaluation of these techniques parametric images were generated 

where the image grey level represented contrast material concentration as a 

function of time and distance along a vessel segment. Instantaneous blood 

velocity measurements were derived by analysis of this image.

The computer (numerical) model used to generate these images is described 

only briefly here as it has been described in full by Hawkes et al (1988b).
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7.2 METHODS AND MATERIALS

7.2.1 Description of The Numerical Model

Numerical modelling involves the use of computers to generate an instance of a 

mathematical model by employing numerical methods. The mathematical model 

is an abstract representation of some real-world phenomenon. The predictions 

resulting from the solution are thus limited by the validity of the mathematical 

model, in general, blood flow and fluid flow phenomena can be modelled by the 

Navier-Stokes and conservation differential equations, which describe the 

conservation of mass, momentum, and energy.

The model used was developed at St George’s Hospital by Hawkes et al (1988b) 

where the initial part of the work of this research was carried out. The model 

calculates the concentration of contrast material C(X,t) at a point distance X along 

the vessel distal to the injection site at time t as:

where:

fj = the time at which the portion of the bolus under consideration was 

injected

t = the time fluid arrived at point X

0|(fj) = injection flow rate of contrast material at time fj

Oj(fj) = total flow in the cylinder distal to the injection site at time fj

C| = concentration of contrast material in the injection

The concentration along the vessel at time interval ôt was calculated recursively 

as follows. The concentration at X at time (t+ôt) was equal to the concentration 

at point (X-ôX) at time t, and the volume of fluid flowing distal to the site of 

injection in the time interval ôt, Qj(t)ôt, was given by:
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(7.2)

The cross sectional area of the c y l i n d e r w a s  integrated from X back towards 

the site of injection until the distance ôX was found which satisfies the above 

equation.

The graphical output of the computation is illustrated in fig. 7.1 (the generation 

of a parametric flow image). The partially formed parametric image is shown on 

the left, while on the right there is a graphical representation of contrast 

concentration across the diameter of the blood vessel lumen. The vessel was 5 

mm in diameter and 100 mm long. The blood flow is from bottom to top and the 

injection site is shown by the lowest mark on the vessel outline (10 mm away 

from imaging site), while the other two marks indicate the length of the vessel 

used to generate the parametric image.

7.2.1.1 Accuracy of Modelling Techniques

The computer model described above used a substantial simplification of the true 

flow and transport of the contrast material in the artery. The major differences 

between the model and reality are:

(A) In the simulation, the walls of the vessel were assumed to be stiff (rigid 

walls) rather than compliant. This is not the case in actual blood vessels, 

which have visco-elastic properties which allow the diameter to vary during 

the cardiac cycle. The radius of arterial blood vessels tends to vary at the 

most by 5% (McDonald 1974). However, recently Eriksen (1992) report 

that The transient dilation (of the arterial wall) following systole is relatively 

small and its effect on the stability of flow is negligible'. Eriksen has 

studied the effect of pulsatile arterial diameter variations on blood flow 

using Doppler ultrasound. He found that the median of the peak-to-peak 

pulsatile diameter variations were 0.19 mm (2.8%) in the femoral artery and 

0.49 mm (6.7%) in the common carotid artery. Flow values were calculated 

by Eriksen (1992) either by taking the time-averaged diameter as a
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Fig. 7.1. Generation of a parametric flow image. The partially formed 

parametric image is shown on the left, while on the right there is a 
graphical representation of the contrast concentration across the 

diameter of the blood vessel lumen. The diameter of the vessel was 

5 mm.
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constant value, or by taking into account the dynamic variation in 

diameter. In comparing the two values, an error in the range 1.5-3.8% was 

found for the femoral artery, whereas the error in the common carotid 

artery was in the range 0.4-3.6% despite the large amplitude of the 

pulsations in this vessel.

(B) One of two simple cross-sectional blood flow profiles was employed, one 

representing laminar flow and the other ‘plug’ or constant axial flow over 

the vessel cross-section which was represented as 16 cylindrical laminae. 

In laminar flow the axial flow profile across the vessel is a parabolic. More 

accurate simulation of the flow patterns would have involved significant 

computation (Hawkes et al 1988b). The two flow patterns outlined above 

represent the extremes of expected flow.

(C) The vascular tree was assumed to be a very simplified arterial system (i.e. 

no branching).

(D) There is perfect mixing of contrast media at the injection site.

Because of these assumptions the results obtained from the model cannot be 

taken to be quantitatively accurate but should be considered merely as a step 

towards describing the flow of contrast material in vessels. The computational 

model was only intended to simulate a simplified physiological situation in order 

to validate the algorithms.

7.2.2 Description of The Vaiidation Experiment

7.2.2.1 Input parameters to the model

The computer model permits the interactive setting of 25 different parameters. 

Table 7.1 shows the input parameters to the model via the UNIX^'^ screen text 

editor ‘vi’ for laminar flow, and fig. 7.2 shows the graphical input of the blood flow 

waveform.

7.2.2.2 Injection strategy for contrast material

In order to study whether the injection technique was likely to have an effect on 

accuracy, four different injection techniques were examined and these are shown 

in fig. 7.3.
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Table 7.1. Example of input parameters used in flow model for laminar blood 

flow pattern.

INTERACTIVE SETTING OF PARAMETERS FOR FLOW SIMULATION 
* indicates variable set internally by program 
& indicates variable checked for consistency 

for boolean variables 1®̂  or 2*^ char t will identify true all else false 
You are in vi if parameters are OK use ZZ to exit

0 *status (integer)
0.40 *pixel size in mm (real)

256 array size for vector image 256 or 512 (integer)
10.00 distance from catheter tip to image vessel (mm) (real)

102.40 length of vessel imaged (mm) real
256 &no of pixels in Y (distance) dim. max 256 (integer)

1.00 X-ray magnification (real)
0 angle between imaging plane and vessel in degrees (integer)
5.12 *time of cine run (secs) (real)

50 frames per sec (integer)
256 to ta l no frames max 256 (integer)

true vessel circular (boolean)
false vessel constant width (boolean)

6.00 max width of vessel (mm) (real)
0.00 width increment (mm) (real)

1000.00 exposure to II in micro R/sec (real)
0.00 exposure increment (real)

12.25 mass attenuation coefficient of iodine cm^/gm (real)
167.20 photons/square mm/mR (real)

9.33 *minimum value of noise added to vector image (real)
false plug flow (boolean)
true diffusion to be included (boolean)
false turbulence to be included (boolean)

16 no of cyls In lam flow max 16 (integer)
0.0050 diffusion factor (real)

false does vessel brach (boolean)
3200.00 peak blood flow (ml/min) (real)

0.00 peak blood flow increment (real)
2.00 peak contrast flow (ml/min) (real)
0.00 peak contrast flow increment (real)

300.00 contrast concentration mgms iodine/ml (real)
25.00 % of injection flow by which prox blood flow is reduced (real)

588.33 *mean blood flow (ml/min) (real)
1.37 *mean contrast flow rate (ml/sec) (real)

636.24 *mean total vessel flow (ml/min) (real)
2.11 *mass of iodine injected (gms) (real)

300.00 *scaling factor iodine conc/grey level (real)
622 *number of pixels in overflow region (integer)
655 *number of pixels in backflow region (integer)

0 *pixel offset to ensure vi in range (integer)
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Fig. 7.2. Blood flow waveforms vs time used as input into the computer model.
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Fig. 7.3. Injection strategy for contrast me(dium in the simulation stucdies: (a) 

constant, (b) ramp, (c) 2 pulse/sec an(d (d) 5 pulse/sec.
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The first mathematically determined injection technique consisted of a linear 

increase in flow over half a second, up to a constant rate of injection of contrast 

material, which continued for a period of three seconds and was followed by a 

linear decrease to zero flow (Link et al 1979). The second technique used a linear 

increase in the flow of contrast material injected over a period of four seconds. 

This was the injection strategy adopted by Swanson et al (1986). The third and 

fourth techniques consisted of two and five pulses per second. Five pulses per 

second is probably the highest that is achievable in practice, although it is 

unlikely that such sharp waveforms will be achievable. The total injected bolus 

volume was kept small (less than 2 ml) to minimise the disturbing effect on the 

blood flow.

7.2.2.3 Generation of dynamic angiographic data using the computer model 

The computer model took as input data the function of blood velocity versus 

time, details of the injection, blood vessel dimensions and radiographic 

parameters. The output from the model is a parametric image of contrast material 

concentration versus time and distance. An example parametric image is shown 

in fig. 7.4, for a 6.0 mm diameter vessel a laminar flow pattern with 2 pulse/sec 

injection technique and a peak flow of 600 ml/min.

The model generates parametric images similar in appearance to those 

generated experimentally. The major limitation of the model is the assumption of 

an axial flow profile that is found for steady state laminar flow in an infinite, 

straight tube of uniform, circular cross-section. If the Womersley constant a 

(Womersley 1955) is less than 0.5, the blood vessel, by analogy with an electrical 

conductor, acts as a pure resistance to flow and flow would be described by 

Lamb’s equations (Lamb 1932). If a is greater than about 10, the axial flow 

velocity is approximately constant across the vessel lumen (‘plug flow’). For most 

arteries the value of a is intermediate between these two values. The parametric 

images were generated for both ‘plug’ flow and laminar flow using the model. 

Hence the effect and significance of either extreme of flow pattern in the artery 

can be investigated. As laminar flow patterns are likely to produce greater errors 

in flow estimation due to dispersion of the bolus, most results presented here 

have assumed this ‘worst case’ flow pattern.
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Fig. 7.4. Parametric image showing contrast medium concentration (grey 
scale) at different positions down the blood vessel (vertical axis) at 

different times (horizontal axis).
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The model generates the parametric image of iodine versus time and distance 

along the vessel axis. X-ray quantum noise is added according to the 

radiographic parameters simulated. For the parametric images generated the 

following assumptions were made: a monoenergetic X-ray beam of 50 keV 

(giving 3.344 x 10^ photons/mm%R/frame incident on the imaging plane), an 

exposure of 20 /xR/frame at the imaging plane, a quantum detection efficiency of 

50% and a mass attenuation coefficient of iodine equal to 1.225 m^/kg.

The computer modelling enables determination of the accuracy of the blood flow 

measurements for each algorithm investigated under a wide range of 

experimental conditions. It is possible to observe the effect of varying 

experimental parameters individually, and in combination with each other.

The computer model and the algorithms extracting the blood flow information 

from the data generated by the model were developed in Pascal on a dedicated 

image processing computer, a CVAS-3000 from Visual Machines (sadly no longer 

in business).

7.2.2.4 Generation of data

These techniques were assessed for a range of blood flows, with mean blood 

velocity ranging from 30 to 360 mm/sec, and peak velocity ranging from 150 to 

1860 mm/sec, with different injection strategies and different sizes of vessels (2,4 

and 6 mm diameter) for both laminar and ‘plug’ flow. The length of vessel 

segment analysed was always 100 mm. The injection point was 10 mm proximal 

to this segment. A total of 114 different experiments were simulated.

Figs 7.5 and 7.6 show plots of the blood flow waveform vs time (thin line) which 

were used in the simulation. The low blood flow waveform, fig. 7.5, had a mean 

flow of 139 ml/min and the high blood flow waveform, fig. 7.6, had a mean of 650 

ml/min. For both, the vessel diameter was taken to be 6 mm. This flow waveform 

was used to generate the parametric images and is taken from the results of 

McDonald (1974). These were measured in a canine femoral artery.

Fig. 7.4 shows an example of the parametric images generated by the computer 

model, assuming laminar flow.
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Fig. 7.5. True and estimated blood flow waveforms vs time for low blood flow (mean 139 ml/mln) with vessel Internal diameter of 6 

mm. The thin lines Inputs the true waveform, the dotted lines that from the bolus mass tracking algorithm (Swanson et al 

1986) and the thick lines the results using our velocity algorithm computing.
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Fig. 7.6. True and estimated blood flow waveforms vs time for high blood flow (mean 650 ml/min) with vessel internal diameter of 6 

mm. The thin lines inputs the true waveform, the dotted lines that from the bolus mass tracking algorithm (Swanson et al 
1986) and the thick lines the results using our velocity algorithm computing.
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All the data generated in this study were analysed using simple regression 

modelling with one predictor and one outcome variable. The degree of linearity 

between the two variables was expressed by the correlation coefficient, with a 

value of 1.00 being perfect linearity.

The mean error (ME) was calculated as the mean of ‘input flow - measured flow’ 

and is presented with ± 1 SD (Bland and Altman 1986). In addition the % error 

in the measurement of the flow was computed for each vessel size by:

%error=100*[(input flow - measured flow)/input flow]

and presented by ± 1 SD.

7.2.3 Blood Flow Measurement Algorithms

7.2.3.1 Bolus transport time

The following techniques were used to compute the mean velocity of the contrast 

material.

(a) Transport time = peak-to-peak time of time-density curves.

The time separation of the peak of the two curves is assumed to be the 

mean transport time of the dye.

(b) Transport time = difference in time of maximum gradient of leading edges 

of time-density curves.

The time density curves are differentiated before locating the peaks.

(c) Transport time = centre of gravity (cog).

The difference in time between the cogs of two curves is taken as the 

transport time.

The transport time measurements were made at low and high pulsatile flow from 

synthetic data. The mean flows were calculated using the above three techniques 

at two sites 100, 50 and 25 mm apart with a vessel of width 6 mm. The injection 

technique consisted of 2 pulses of contrast material per second.
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7.2.3.2 Tracking of bolus mass

Swanson et al (1986) suggested a technique of determining the blood velocity 

by tracking the position of a fixed length of vessel which contains the same mass 

of contrast material in time sequences of radiographic images.

The following procedure was implemented. The integrated radiographic density 

was determined along a defined length (80 mm) of the total arterial segment 

imaged (100 mm) on the first angiographic image. The integrated radiographic 

densities of regions of the same length (80 mm) in the next frame were then 

calculated for all positions from the most proximal site to the most distal site in 

single pixel intervals. For each shift the density in the first frame was subtracted 

from the density at each position on the second frame. The shift for which the 

absolute difference in the integrated radiographic density was a minimum was 

then determined. The length between this point and the previous point provides 

a measure of the distance moved by the blood during one frame period.

7.2.3.3 Matching distance-density curves over time

The flow velocity waveform was calculated using the algorithm described in 

chapter 6.

7.3 RESULTS

7.3.1 Transport Time Calculated From Two TIme-Denslty Curves

Fig. 7.7 shows a typical plot of contrast mass, for two windows 40 mm apart, 

plotted against time for four seconds (four cardiac cycles). Each window covered 

a 1.2 mm length of vessel and contrast mass was averaged within the window. 

The mean blood flow was 367 ml/min and the internal diameter of the blood 

vessel was 6 mm. A laminar flow profile was assumed. The flow rate of injected 

contrast material was uniform and equal to 1.10 ml/sec.

The features visible in these plots were generated entirely by the rapid changes 

in bolus velocity over the cardiac cycle. These features had different shapes as 

the bolus dispersed and it was very difficult to identify consistent corresponding 

points on the two plots, which would be needed in order to calculate the time of
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Fig. 7.7. Plots of typical contrast concentrations vs time generated from 

synthetic data at two sites A (dotted lines) and B (solid lines), 40 

mm apart, along a blood vessel with an internal diameter of 6 mm 

and mean blood flow of 367 ml/min.
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transport of the bolus.

Table 7.2 presents the measurements for the three different transport time 

methods of measuring mean blood flow at two sites, 100, 50, or 25 mm apart, 

(typical distances used in the transport time technique) with a vessel of width 6 

mm using time-density curves. Note the large discrepancies and significant 

dependence on sampling site of the flow estimates.

7.3.2 Bolus Mass Tracking and Distance-Density Curve Matching

Flow was estimated using both the tracking of bolus mass, and the matching of 

distance-density curves over a period of time (0.05 second). Figs 7.5 and 7.6 

show the superimposed estimated blood flow measurements on the simulated 

input flow waveform.

Scatter plots were generated relating mean calculated velocity against mean input 

velocity, averaged over two cardiac cycles, for a vessel of 6 mm diameter. The 

scatter plots generated using the bolus mass tracking technique are shown in fig. 

7.8. The correlation coefficient of instantaneous blood flow input to the model and 

the measured blood flow was 0.735 (n=64, ME=5±7 mm/sec, with 

%error=22 ±30).

The scatter plots generated by matching distance-density curves over a period 

of time for a 6 mm diameter vessel, are shown in fig. 7.9. There was excellent 

correlation (r=0.994, /?=64, ME=-0.2±0.1 mm/sec, with %error=-3±8) between 

input flow from the model and the measured blood flow. Results for all four 

injection techniques are shown on the scatter plots.

For the tracking of bolus mass technique, fig. 7.10 shows plots of mean 

estimated velocity against mean input velocity for vessels of 4 and 2 mm diameter 

(r=0.752, n=32, ME=7±7 mm/sec, with %error=31 ±28). Only results for the 

injection of 2 pulses of contrast material per second were calculated.

Fig. 7.11 shows plots of mean estimated velocity against mean input velocity for 

vessels of 4 and 2 mm diameter for the technique of matching distance-density
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Table 7.2. Measurements for the three different transport time methods of measuring mean blood flow at two sites 100, 50, and 25 mm 

apart with a vessel of width 6 mm using time-density curves from synthetic data.

Distance between 
sites (mm) on 
blood vessel

M E A N B L O O D F L O W (ml/min)

Peak-to-Peak Maximum Gradient of 
Leading Edges

Centre of Gravity 
(cog)

Actual Flow

100 395 425 921 240
50 228 404 472
25 114 310 619

100 691 921 1842 645
50 404 685 2741
25 413 457 457
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Fig. 7.8. Scatter plot showing the relationship between true mean velocity 

and mean velocity estimated by the tracking of bolus mass method 

(Swanson et al 1986) for a 6 mm diameter vessel and a laminar 

flow pattern. The results for ramp, constant, 2 and 5 pulse/sec 

injection techniques are plotted. The line represents the line of 

identity.
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Fig. 7.9. Scatter plot showing the relationship between true mean velocity 

and mean velocity estimated by our velocity computing algorithm, 

for a 6 mm diameter vessel and a laminar flow pattern. The results 

for ramp, constant, 2 and 5 pulse/sec injection techniques are 

plotted. The line represents the line of identity.
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Fig. 7.10. Scatter plot showing the relationship between true mean velocity 

and the mean velocity estimated by the tracking of bolus mass 

(Swanson et al 1986) for 2 and 4 mm diameter vessels with a 

laminar flow pattern. The line represents the line of identity.
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mm diameter vessels, for a laminar flow pattern. The line represents 

the line of identity.
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curves over a period of time (/-=0.983, n=32, ME=-0.2±2 mm/sec, with %error=- 

1 ±8). Only results for the injection of 2 pulses of contrast material per second 

were calculated.

For the tracking of bolus mass technique, with ‘plug’ flow fig. 7.12 shows plots 

of mean estimated velocity against mean input velocity for a vessel of 4 mm 

diameter (r=0.804, n=16, ME=9Q±72 mm/sec, with %error=45±29).

For the technique of matching distance-density curves over a period of time with 

‘plug’ flow fig. 7.13 shows plots of mean estimated velocity against mean input 

velocity for a vessel of 4 mm diameter (r=0.996, n=16, ME=-7±13 mm/sec, with 

%error=-1 ±7).

7.4 DISCUSSION

Numerical modelling offers an alternative approach to the problem of algorithm 

validation, which can reduce the costs of phantom construction once a reliable 

model has been developed. In addition it is simple to control parameters which 

can be difficult or impossible to control in experimental work. The dependence 

of the accuracy on each parameter can be deduced quickly and effectively. Thus 

the aim of this study was to use a reliable mathematical model that would allow 

comparison and evaluation of the performance of blood flow measurement 

techniques. This study is concerned with the assessment of algorithms for 

calculating the pulsatile blood flow from dynamic angiographic images. The 

computer model was used to generate these images, and then several strategies 

were used to extract the blood flow rate from them.

The pulsatlllty of the blood flow waveform produces wide variations in contrast 

material concentration overtime. These variations produce marked features in the 

time-density plots of fig. 7.7. As stated above, matching these features between 

different measurement sites was difficult. In addition the velocity estimates varied 

considerably with the timing of the appearance of features and the positions of 

regions of interest due to the pulsatile blood flow waveform. The results in table

7.2 confirm these observations. This finding has been demonstrated
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Fig. 7.12. Scatter plot showing the relationship between true mean velocity 

and the mean velocity estimated by the tracking of bolus mass 

(Swanson et al 1986) for a 4 mm diameter vessel for ‘plug’ or 

constant axial flow pattern. The line represents the line of identity.
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Fig. 7.13. Scatter plot showing the relationship between true mean velocity 

and the mean velocity estimated by our velocity computing 

algorithm, for a 4 mm diameter vessel, for a ‘plug’ or constant axial 

flow pattern. The line represents the line of identity.
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experimentally by others (Colchester et al 1986; du Boulay et al 1987; Swanson 

et al 1986; Kruger et al 1983). Thus methods based on the comparison of two 

time-density curves are not suitable for measuring highly pulsatile blood flow.

The tracking of bolus mass method compares favourably with the input profile for 

low blood flow (fig. 7.5) but fails at high flow rates (fig. 7.6). Either no match is 

found or incorrect matches are made. Figs 7.8, 7.10 and 7.12 show that the 

tracking of bolus mass method is able to estimate the mean velocity at low flow 

rates (up to approximately 150 mm/sec, for a 100 mm length of vessel imaged 

at 25 frames/sec). However, it underestimates flow at high flow rates, for all four 

types of injection. These results are due to there being only a finite difference 

between (a) the total length of blood vessel which is visible within the image and

(b) the length of blood vessel which is within the averaging window. This limits 

the maximum velocity, or distance travelled by the bolus, that can be measured 

in one frame time interval. When the window was reduced in size to detect higher 

velocities then the statistical error in the calculated velocities increased 

significantly. An experiment was performed at the time of the assessment of the 

technique which confirmed that the optimum sampling window was selected.

Figs 7.9, 7.11 and 7.13 demonstrate that the results obtained using the new 

technique, which matches distance-density curves over time, are in good 

agreement with the blood flow waveform over the whole range of blood flow rates 

investigated, for both laminar and ‘plug’ flow.

For a 6 mm diameter vessel (fig. 7.9) the matching of distance-density curves 

over time gave excellent results (r=0.994, n=64, ME=-0.2±0.1 mm/sec) over the 

entire range of flow rates, with mean blood velocities ranging from 30-360 

mm/sec, and peak velocities ranging from 150 to 1860 mm/sec. Within the limits 

of the experiment, the accuracy of the technique is independent of the four 

injection strategies.

For laminar blood flow (fig. 7.11), good agreement (r=0.983, n=32, ME=-0.2±2 

mm/sec) was obtained for the mean flow velocities of up to 410 mm/sec (mean 

volume flow rates of 307 ml/min) for 4 mm diameter vessels, and up to 360 

mm/sec (mean volume flow rates of 68 ml/min) for 2 mm diameter vessels.
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Fig. 7.13 confirms the excellent results obtained for ‘plug’ flow by matching 

distance-density curves over a period of time.

The effect of X-ray quantum noise was included in the parametric images 

generated for these experiments. The problems of the effects of X-ray scatter on 

image contrast, image artefacts due to misregistration resulting from patient 

motion, or beam hardening effects resulting from overlying dense structures, 

especially bone, on the image of the vessel of interest were not investigated at 

this stage, but will be discussed in a later chapter. These effects may require 

additional preprocessing steps before the application of a flow extraction 

algorithm to these images.

The effect of increasing distances between the site of injection and the imaging 

site was not investigated here but will be discussed in the next chapter. For the 

injection of contrast material at more remote sites a greater dispersion of the 

bolus is to be expected and hence some reduction in accuracy for both the bolus 

mass tracking method and our method for matching distance-density curves over 

a period of time.

The estimation of instantaneous and mean volume blood flow by matching 

distance-density curves over time is a robust technique when applied to synthetic 

data. It was considerably superior to other methods evaluated. In addition it is 

demonstrated that the method of matching distance-density curves over time is 

independent of the injection techniques used.

In the next chapter the technique of matching distance-density curves over time 

is validated using physical experimental data for the range of pulsatile flows 

expected in clinical practice in blood vessels.
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CHAPTER 8

VALIDATION OF FLOW STUDIES IN PHYSICAL MODELS 

8.1 INTRODUCTION

This chapter describes the validation of our flow technique (as described in 

chapters 5 and 6) ‘in-vitro’, using a physical flow circulation model.

The validation was performed initially using 2D representations of the blood 

vessel (2D data processing), where dynamic (25 frames/sec) single projection 

plane X-ray angiographic images were processed. This assumes that the blood 

vessel lies in a plane parallel to the imaging plane and that the X-ray 

magnification is known. I refer to this as ‘2D data processing’. Subsequently, in 

order to deduce true velocity along a tortuous vessel or vessel not oriented 

parallel to the imaging plane, the 3D path of the blood vessel relative to the 

imaging equipment was deduced using digital biplanar X-ray angiographic data. 

This I refer to as ‘3D data processing’.

The 3D location of the blood vessel centre line would permit the computation of 

the radiographic magnification, the angle between the X-ray beam and the vessel 

long axis, and the true vessel path length. In this chapter the measurement of 

pulsatile blood flow, in which blood was flowing in vessels which were tortuous 

in three dimensions, was also validated using a ‘3D’ flow phantom.

8.2 METHODS AND MATERIALS

8.2.1 Construction of The Phantom

In order to assess the performance of the technique, a phantom was constructed 

to simulate pulsatile blood flow and hence to permit the correlation of flow 

velocities derived from X-ray angiography with independent flow measurements 

using an EMF.
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The phantom consisted of a variable-speed pump (Bio Medicus, Bio-Medicus 

Inc., 15307 Industrial Road, Minnetonka, MN 55343, USA), 4-7 m length of flexible 

polythene tubing, a tubular probe of an EMF (Nycotron Blood Flow Meter 376, 

A/S Nycotron, PO Box 425-3001, Drammen, Norway) and a solenoid to simulate 

a pulsatile flow waveform, which included reverse flow (fig. 8.1). Normal saline 

solution (0.9% sodium chloride by weight) was used throughout the flow circuit. 

A catheter inserted upstream of the imaging site, by means of a Y-connector, was 

used to inject contrast material.

Instantaneous flow rates were measured with a 9.5 mm calibre tubular flow probe 

placed in series, downstream of the imaging site, and a Nycotron EMF connected 

to a strip chart recorder. An ion chamber was placed to one side of the tube, to 

record the X-ray exposure times in order to synchronise the EMF flow reading 

with the X-ray exposure. The ion chamber output was recorded on the same 

paper trace as the EMF reading. Synchronisation of the frame number of the 

angiographic run with the EMF trace was obtained by counting pulses derived 

from the ion chamber on the paper trace. This validation was therefore 

dependent on the accuracy of the timing of the pulsed exposure from the DSA 

system. The number of pulses recorded on the paper trace in a ten second 

sequence were counted and the timing was found to be accurate to within 1 -2%. 

Although measurable, this error may be considered insignificant with respect to 

the error of the angiographic flow estimates. The distance between the end of the 

site of the X-ray measurements and the site of the EMF was about 10 mm. In the 

case of a rigid tube and incompressible fluid, there would not be any time delay, 

in blood flow waveforms at the two sites. We used polythene tubing, whose 

elastic properties will introduce a small time delay but this was ignored when 

comparing flow data.

The instantaneous blood flow was calculated at 0.04 second intervals, 

corresponding to the X-ray framing rate, and compared with the output of the 

EMF flowmeter. The flowmeter zero value and full scale deflection were checked 

before each experiment in order to compensate for DC drift. The probe was 

calibrated for zero flow by clamping the flexible plastic tube both up and down 

stream of the meter.

-144-



Paper recorder

Pump

Power Contrast 
injector

Fluid
reservoir Imaging region

Extension
set Solenoid

IT Û ]____

T — 1

Ion Chamber
Y-connector

Scaling marker 
  2 00 mm ---

8F catheterFlow
EM Flowmeter13 0 mm

Flow

Fig. 8.1. Block diagram of flow phantom.

-145-



For phantom studies, Urografin 370 (370 mg of iodine/ml) was injected into the 

phantom via the catheter with a power injector (Simtrac C, Siemens, Siemens 

Aktiengeseilschaft, Bereich Medizinische Technik, Erlangen, Germany). The 

injector delivered contrast material at a rate of 3 ml/sec for a 6.6 mm tube 

diameter (a total volume of 9 ml per injection) during the image acquisition. This 

was determined empirically to be the optimal injected flow rate. The point of 

injection was 130 mm upstream from the imaged section of tubing.

For 2D experiments, a 200 mm section of the flexible plastic tube was laid in the 

X-ray field of view on a perspex tray in an approximately straight line with its long 

axis parallel to the X-ray table. The flexible plastic tube was taped to the plastic 

tray to prevent movement caused by pulsatile flow. The X-ray magnification and 

image scaling were determined using a small metal disc and metal rods placed 

every 10 mm alongside the tube. The markers were visible on the X-ray image. 

The EMF measured flow rates are summarised in table 8.1.

In addition, data from two experiments (mean flow rates of 348 and 708 ml/min) 

were used to assess the effect of the distance between the catheter tip and the 

measurement site on the accuracy of the measurement. Data corresponding to 

a 100 mm section of the tube were analysed for distances ranging from 130 to 

230 mm between the catheter tip and the start of the analysis site.

The same data sets were used to investigate the effect on the accuracy of the 

velocity measurements of reducing the vessel length analysed from 200 to 20 

mm.

For analysis in 3D, six experiments were performed with the 3D phantom oriented 

at an angle of 15°, 33° and 35° (for tubes with internal diameters of 6.0, 4.0 and 

3.0 mm respectively) to the imaging plane. The parameters of angle and calibre 

were purely arbitrary. The experimental details are summarised in table 8.1.
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Table 8.1. Summary of phantom experiments for 2D and 3D data processing.

Experiment Data Acquisition Vessel Calibre 
(mm)

Vessel Angle to 
Imaging Plane (°)

Mean EMF Flow 
(ml/min)

Peak EMF Flow 
(ml/min)

Peak EMF Back Flow 
(ml/min)

1 2D 6.6 0 349 1232 -499

II 2D 6.6 0 708 2198 -699

III 2D 6.6 0 1705 4329 -999

IV 2D 4.0 0 339 900 -94

1 3D 6.0 15 586 1295 -70

II 3D 6.0 15 1157 2093 0

III 3D 4.0 33 176 488 -38

IV 3D 4.0 33 271 713 -75

V 3D 4.0 33 687 1763 -225

VI 3D 3.0 35 229 523 -21
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8.2.2 Electromagnetic Flowmeter

The flow probe used in the experiments was originally calibrated by the 

manufacturer (Nycotron, Nycotron Blood Flow Meter 376, A/S Nycotron, PO Box 

425-3001, Drammen, Norway). The accuracy of the instrument system was 

reported, in phantom experiments with blood and other electrolytic fluids, to be 

of the order of ±5% for mean blood flow. As Wyatt (1984) has reported that the 

errors of this calibration could be up to 15%. However, I decided to check the 

calibration of the probe prior to use.

In this thesis, the EMF readings were validated against fluid collection by using 

normal saline (0.9% sodium chloride by weight). With the available equipment, it 

was not possible to calibrate the instantaneous flow response of the EMF for 

pulsatile flow, although its mean flow response was calibrated at several steady 

flow rates up to 3270 ml/min, both before and after the radiographic experiments.

8.2.3 Radiography

All X-ray images were acquired on the Siemens Digitron II Digital Subtraction 

Angiographic (DSA) system at Guy’s hospital. Images used for flow studies were 

obtained with a tube voltage between 70 and 80 kV, with a small focal spot in the 

pulsed X-ray exposure mode (giving an exposure time of 18 milliseconds and an 

exposure to the image intensifier of 100 /xR/frame). Digital image grey values, 

proportional to the logarithm of the X-ray image brightness, were recorded. For 

the phantom experiments the X-ray beam was filtered by an additional 1 mm of 

copper. The digital images were acquired on a 512x512 pixels/frame matrix with 

10 bits per pixel at a rate of 25 frames/sec. Up to 6 seconds of data were 

included in a single image series.

For 3D experiments, the phantom was positioned at the iso-centre of the ‘C-arm’ 

gantry of the unit, and the views obtained corresponded to the ‘45° left anterior 

oblique projection’ (LAO projection) and the ‘45° right anterior oblique projection’ 

(RAO projection). Although the two projections need not be orthogonal to each 

other, such projections are usually selected for simplicity. The transformation 

equations were again computed using a 60 mm perspex cube with 14 steel
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markers at well known locations. Images of the cube were acquired with the X-ray 

equipment in the same positions as those used during the study (see chapter 5 

for details).

8.2.4 Image Analysis

The SUN 4/260 Graphic workstation with a UNIX operating system was used for 

image analysis. The data were stored on an erasable optical disc.

All the image information from the DSA were transferred to the SUN Graphics 

workstation for further analysis. The following procedures were taken to set up 

images for flow analysis:

(1) all images were converted to a common format,

(2) an image ‘mask’ was generated by averaging four frames before the

appearance of contrast material,

(3) this mask was subtracted from all subsequent images in the study,

(4) for vessel edge detection, an image was created by summing 20 frames

of mask subtracted images,

(5) corresponding cube (in the case of 3D analysis) and phantom images 

were combined and appended with one header to form a single image file. 

The parametric images were generated using this image file as described 

in detail in chapters 5 and 6. In the 3D data processing technique the 

vertical axis (vessel length) of the parametric image was converted from 

pixel units to mm using the data from the 3D centre line path length and 

finally normalised (see chapters 5 and 6).

The flow velocity waveform was calculated using the algorithm described in 

chapter 6. The blood velocity estimates were converted to volume flow by 

multiplying by the actual vessel cross-sectional area, which was measured 

manually using a calliper. The estimated error in the area measurement was 1 - 

1.5%, determined by six repeat measurements. To estimate the accuracy of our 

velocity algorithm for a different vessels diameters (3.0-6.6 mm) and different flow 

rate (with peak velocity ranging from 600 to 2337 mm/sec), the actual cross- 

sectional area were used for calculation of volume flow rate. This was because
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I was interested in determing the accuracy of the velocity flow measurements. 

The cross-sectional area technique used in clinical study in chapter 9 has been 

extensively validated by others (see chapter 4) and in addition has been validated 

and accuracy has been determined by me (see chapter 5).

8.2.5 Statistical Methods

All the data generated in this study were analysed using simple regression 

modelling with one predictor and one outcome variable, where /  is the X-ray 

angiographic flow in ml/min and X is the EMF reading in ml/min. The degree of 

linearity between the two variables was expressed by the correlation coefficient, 

with 1.00 indicating perfect correlation.

The degree of agreement between the EMF reading and the angiographic 

technique was also analysed using the percentage mean error calculated as: 

((EMF - Angiography)/EMF)x100.

8.3 RESULTS

8.3.1 Electromagnetic Flowmeter

Results of the calibration of the EMF, by comparison of the actual flow rates 

using fluid (normal saline solution) collection versus the EMF readings, are shown 

in fig. 8.2. This is the type of solution used in flow circulation. Flow rates 

computed from fluid collection ranged from 75 to 3270 ml/min, with 

corresponding EMF readings ranging from 68 to 2850 ml/min. Linear regression 

of the data yielded the best fit equation:

-27.7+1.11X  (8.1)

where /  is the fluid collection in ml/min and X is the EMF reading in ml/min. The 

standard deviation of the slope was 0.021 and of the Y-intercept: 30.21.
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Fig. 8.2. Relationship between flow determined from timed fluid (saline) 

collection and the electromagnetic flowmeter (EMF) mean flow 

reading.
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8.3.2 2D Data Processing

For the 6.6 mm calibre tube, figs 8.3, 8.4 and 8.5 show (a) the parametric images 

and (b) the flow waveforms extracted from the parametric images simultaneously 

with the reading of the EMF. A comparison of the radiographic and the corrected 

EMF estimates of mean, peak and back flow velocities with the statistical analysis 

of the results is shown in table 8.2.

These results demonstrate that our estimation of the velocity waveforms is in 

good agreement with the blood flow waveform measured by an independent 

method, the EMF, for mean flow rates of 349 and 708 ml/min with peak flow rates 

of 1232 and 2198 ml/min respectively, but failed at the very high flow rate of 1705 

ml/min in which the peak flow rate reached 4329 ml/min. The shape of the blood 

flow waveform is faithfully reproduced, but there was an overestimation of peak 

flow rate by 17% at low flow rates (peak flow rate of 1232 ml/min), reducing to 

8% at a 2198 ml/min peak flow rate with an underestimation of 29% at the peak 

flow rate of 4329 ml/min.

As in the two results at lower flow in the first experiments, again for a tube of 

diameter 4.0 mm, the correct shape of the blood flow waveform is reproduced 

for two cardiac cycles (fig. 8.6) but there is an overestimation by 10% for the 

peak flow rate of 1026 ml/min (table 8.2). Again lack of a contrast concentration 

gradient along the vessel during certain phases of the cycle resulted in no 

angiographic flow data, but in this case this corresponded to very low flow rates 

in the phantom.

Table 8.3 shows the effect that the distance between the injection site and 

imaging site had on the flow estimates. Data was analysed for a 100 mm length 

of tube beginning at a distance of between 130 and 230 mm from the injection 

site for a 6.6 mm calibre tube. The results showed that the effect of the injection 

site on our velocity algorithm was dependent on flow rate. The location of the 

injection site had less effect on the accuracy of the technique over the range of 

130 to 230 mm between the injection and measurement sites at a mean flow 

rates of 349 ml/min. The mean flow estimates however showed a systematic fall 

at high flow rate (mean 708 ml/min) as the measurement site was moved away
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Fig. 8.3. (a) Parametric image generated by 2D data processing for a 6.6
mm calibre with a mean blood flow of 348 ml/min. (b) Direct 

comparison of volume flow waveforms measured synchronously 
using the standard EMF (thin lines) and from the parametric image 
using our velocity computing algorithm (thick lines).
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Fig. 8.4. (a) Parametric image generated by 2D data processing for a 6.6

mm calibre with a mean blood flow of 708 ml/min. (b) Direct 

comparison of volume flow waveforms measured synchronously 

using the standard EMF (thin lines) and from the parametric image 
using our velocity computing algorithm (thick lines).
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Fig. 8.5. (a) Parametric image generated by 2D data processing for a 6.6

mm calibre with a mean blood flow of 1705 ml/min. (b) Direct 

comparison of volume flow waveforms measured synchronously 
using the standard EMF (thin lines) and from the parametric image 

using our velocity computing algorithm (thick lines).
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Table 8.2. Summary of results of phantom experiments with 2D data processing.

(a)

Experiment Vessel Calibre 
(mm)

Mean Flow (ml/min)
EMF Angiographic

Peak Flow (ml/min)
EMF Angiographic

Peak Back Flow (ml/min) 
EMF Angiographic

Peak Velocity (mm/sec) 
EMF Angiography

1 6.6 349 411 1232 1690 -499 -464 600 823

II 6.6 708 814 2198 2390 -699 -465 1070 1164

III 6.6 1705 778 4329 3063 -999 0 2108 1492

IV 4.0 339 358 900 1026 -94 0 1193 1360

(b)

Experiment Vessel Calibre 
(mm)

Mean Flow 
(% Error)

Regression
Equation

Correlation 
Coefficient (r)

Number of Instantaneous 
Flow Data Points

1 6.6 -17 7=26.7+1.1 OX 0.944 118

II 6.6 -15 7=82.6+0.94X 0.863 101

III 6.6 +54 7=131+0.38% 0.597 49

IV 4.0 -6 7=0.9+0.96% 0.948 44
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Fig. 8.6. (a) Parametric image generated by 2D data processing for a 4.0

mm calibre with a mean blood flow of 339 ml/min. (b) Direct 

comparison of volume flow waveforms measured synchronously 

using the standard EMF (thin lines) and from the parametric image 

using our velocity computing algorithm (thick lines).
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Table 8.3. Effect of distance between injection site and measurement site on angiographic flow estimates using the experimental 
phantom, for an internal tube diameter of 6.6 mm.

(a) Mean volume flow rate of 349 ml/min.

MEASUREMENTS EMF DISTANCE BETWEEN INJECTION AND BLOOD FLOW SAMPLING SITES (mm)

READING 130 150 170 190 210 230

Mean Volume Flow 
(ml/min)

349 411 381 379 350 340 339

Peak Flow (ml/min) 1232 1690 1600 1555 1490 1462 1460

Peak Back Flow 
(ml/min)

-499 -464 -464 -464 -394 -380 -380

Mean Flow (% Error) -18 -9 -9 -1 +3 -1-3

Regression Equation y=26.74-1.10X 7=27.7-1-1.01X y=26.6-H.01X y=33.8+0.91X y=78.54-0.75X y=91.6+0.71X

Correlation Coefficient
(r)

0.944 0.905 0.909 0.861 0.790 0.763

Number of Instantaneous 
Flow Data Points

118 118 118 118 118 118 118
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(b) Mean volume flow rate of 708 ml/min.

MEASUREMENTS EMF DISTANCE BETWEEN INJECTION AND BLOOD FLOW SAMPLING SITES (mm)

READING 130 150 170 190 210 230

Mean Volume Flow 
(ml/min)

708 682 523 510 416 410 402

Peak Flow (ml/min) 2198 2390 1856 1856 1578 1578 1717

Peak Back Flow 
(ml/min)

-699 -465 -649 -696 -696 -696 -696

Mean Flow (% Error) +4 4-26 4-28 4-41 4-42 4-43

Regression Equation y=82.64-0.94X y=44.24-0.77X y=5.34-0.61X y=52.64-0.58X y=-1.34-0.54X y=-8.l4-0.66X

Correlation Coefficient
(r)

0.863 0.842 0.811 0.774 0.755 0.751

Number of Instantaneous 
Flow Data Points

101 101 101 101 101 101 101
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from the catheter position over this range.

Table 8.4 shows the effect that reducing the length of the tube analysed had on 

the fluid velocity estimation. The length of vessel analysed ranged from 200 to 20 

mm. The mean flow estimates showed a systematic fall as the length of tube 

analysed was reduced. For smaller tube lengths the velocity algorithm was more 

likely to fail, which may explain this result. This was due to the maximum velocity 

detectable by our velocity algorithm being about less than the length of the 

vessel segment analysed per frame interval, therefore as the length of the vessel 

reduced so did the maximum detectable velocity. In other words, in the 

comparison of two distance-density curves, some of the same portions of the 

bolus must appear in the two profiles. This is entirely dependent on the frame 

rate acquisition and length of vessel imaged; the frame rate must be high enough 

so that a portion of the bolus imaged in one frame appears in the subsequent 

frame. This was demonstrated by poor accuracy in the flow data for shorter 

vessels (see table 8.4).

8.3.3 3D Data Processing

Six experiments were performed with the 3D data structures in which flow was 

computed as a 3D vector after reconstruction in 3D of the course of the vessel 

containing the contrast material. These experiments were performed to study the 

effects of correction for vessel foreshortening on the accuracy of the flow 

measurements. These were performed for various flow settings and calibre sizes 

and the experimental details are summarised in table 8.1. The results for each 

experiment are presented and discussed in this subsection.

For the 6.00 mm calibre tube two different flow rates were used. Fig. 8.7 shows 

the flow waveforms produced from the parametric image in the experiments with 

a mean EMF flow rate of 586 ml/min. As is shown in the fig. 8.7 the flow 

waveform derived from the X-ray angiogram follows very closely that derived from 

the EMF with excellent correlation between the two instantaneous flow rates (table 

8.5(b)). But, in the region of peak flows, the angiographic technique tends to 

overestimate by 4% (table 8.5(a)).
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Table 8.4. The effect on angiographic flow estimates of reducing sampled length, for an internal tube diameter of 6.6 mm. 

(a) Mean volume flow rate of 349 ml/min.

MEASUREMENTS EMF LENGTH OF VESSEL ANALYSED (mm)

READING 200 150 100 50 40 20

Mean Volume Flow 
(ml/min)

349 413 367 345 218 234 159

Peak Flow (ml/min) 1232 1694 1680 1555 1550 1540 835

Peak Back Flow 
(ml/min)

-500 -464 -464 -464 -418 -418 -418

Peak Velocity (mm/sec) 600 825 818 757 754 750 407

Mean Flow (% Error) -18 -5 1 38 33 54

Regression Equation Y=54.8-H1.02X 7=59.5-4-0.99X y=80.64-0.90X 7=76.14-0.52X 7=110.04-0.47X 7=78.04-0.31X

Correlation Coefficient 
(r)

0.954 0.917 0.901 0.618 0.583 0.455

Number of Instantaneous 
Flow Data Points

105 105 105 105 105 105 105
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(b) Mean volume flow rate of 708 ml/min.

MEASUREMENTS EMF LENGTH OF VESSEL ANALYSED (mm)

READING 200 150 100 50 40 20

Mean Volume Flow 
(ml/min)

708 814 568 403 312 299 244

Peak Flow (ml/min) 2198 2367 2134 1879 1810 1810 835

Peak Back Flow 
(ml/min)

-699 696 -696 -441 -418 -418 -418

Peak Velocity (mm/sec) 1070 1153 1039 915 881 881 407

Mean Flow (% Error) -15 20 43 56 58 65

Regression Equation Y=74.6-H1.21X 7=72.34-1.11% 7=92.8+0.91% 7=87.3+0.58% 7=115.0+0.52% 7=89.1+0.34%

Correlation Coefficient
(r)

0.954 0.916 0.831 0.608 0.577 0.445

Number of Instantaneous 
Flow Data Points

96 96 96 96 96 96 96
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Fig. 8.7. Direct comparison of volume flow waveforms measured 

synchronously using the standard EMF (thin lines) and from the 

parametric image using our velocity computing algorithm (thick 

lines) for a tube of 6.0 mm lumen diameter with a mean fluid flow 

of 586 ml/min (parametric image generated by 3D data 

processing).
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A much higher flow rate is shown in fig. 8.8; the parametric image and waveforms 

were produced from images acquired with a mean EMF flow rate of 1157 ml/min. 

The boluses produced several sharp edges with steep slopes in the parametric 

image (fig. 8.8(a)), which correspond closely to the peak flows. However, though 

the peak flow measured by EMF and angiography showed very close agreement, 

only the tailing edges of each pulse provided reasonable flow data which were 

detectable by the angiographic technique. The time of arrival of the bolus of 

contrast material was shortly after the beginning of systole and therefore the 

leading edge of the systolic waveform contained no flow data.

Using the 4.0 mm calibre tube, three experiments were performed with mean flow 

rates of 176, 271 and 689 ml/min, with corresponding peak velocities measured 

by the EMF of 647, 945 and 2337 mm/sec (table 8.5). Figs 8.9, 8.10 and 8.11 

show parametric images from flow waveforms with characteristics which, 

including reverse flow (less evident in the higher flow rate of 689 ml/min), faithfully 

reproduced these reverse flows.

The last experiment was designed to test the angiographic technique of flow 

measurements in a smaller calibre (3.0 mm) vessel. Fig. 8.12 shows the flow 

waveforms obtained together with the EMF reading. The mean flow rate was 229 

ml/min (with a peak EMF velocity of 1232 mm/sec). There was an overestimation 

by 19% of the flow when considering the first peak, which reduced to 11% for the 

second peak. The angiographic technique showed close agreement with the EMF 

and produced an accurate mean flow estimate (table 8.5).

8.4 DISCUSSION AND CONCLUSION

The purpose of this study was to evaluate the accuracy of an X-ray angiographic 

technique for the measurement of instantaneous pulsatile blood flow velocity. The 

technique was based on the matching of distance-density curves over time. A 

circulation phantom was constructed to simulate normal arterial blood flow in 

order to generate angiographic data. The experiments covered a wide range of 

flow rates, similar to physiological values found in the human circulation.
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Fig. 8.8. (a) Parametric image generated by 3D data processing for a 6.0

mm calibre with a mean blood flow of 1157 ml/min. (b) Direct 

comparison of volume flow waveforms measured synchronously 

using the standard EMF (thin lines) and from the parametric image 

using our velocity computing algorithm (thick lines).
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Table 8.5. Summary of results of 3D phantom experiments 

(a)

Experiment Vessel Calibre 
(mm)

Mean Flow (ml/min)
EMF Angiographic

Peak Flow (ml/min)
EMF Angiographic

Peak Back Flow (ml/min) 
EMF Angiographic

Peak Velocity (mm/sec) 
EMF Angiographic

1 6.0 586 591 1295 1358 -70 -104 763 800

II 6.0 1157 673 2093 2079 0 0 1233 1225

III 4.0 176 181 488 528 -38 -75 647 700

IV 4.0 271 266 713 792 -75 -113 945 1050

V 4.0 689 703 1763 2127 -225 -45 2337 2820

VI 3.0 229 209 523 624 -21 -67 1232 1471

(b)

Experiment Vessel Calibre 
(mm)

Mean Flow 
(% Error)

Regression
Equation

Correlation 
Coefficient (r)

Number of Instantaneous 
Flow Data Points

1 6.0 1 y=-11.54-1 .OX 0.986 89

II 6.0 -41 y=33.94-0.55X 0.567 135

III 4.0 3 y=-23.04-0.96X 0.955 61

IV 4.0 -2 y=-21.24-1.1X 0.990 48

V 4.0 2 y=30.84-0.98X 0.955 30

VI 3.0 -9 y=8.84-0.92X 0.857 54
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Fig. 8.9. (a) Parametric image generated by 3D data processing for a 4.0

mm calibre with a mean blood flow of 176 ml/min. (b) Direct 

comparison of volume flow waveforms measured synchronously 
using the standard EMF (thin lines) and from the parametric image 

using our velocity computing algorithm (thick lines).
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Fig. 8.10. (a) Parametric image generated by 3D data processing for a 4.0

mm calibre with a mean blood flow of 271 ml/min. (b) Direct 

comparison of volume flow waveforms measured synchronously 

using the standard EMF (thin lines) and from the parametric image 

using our velocity computing algorithm (thick lines).
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Fig. 8.11. (a) Parametric image generated by 3D data processing for a 4.0

mm calibre with a mean blood flow of 687 ml/min. (b) Direct 

comparison of volume flow waveforms measured synchronously 

using the standard EMF (thin lines) and from the parametric image 

using our velocity computing algorithm (thick lines).
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Fig. 8.12. Direct comparison of volume flow waveforms measured 

synchronously using the standard EMF (thin lines) and from the 

parametric image using our velocity computing algorithm (thick 

lines) for a tube of 3.0 mm lumen diameter with a mean fluid flow 

of 229 ml/min (parametric image generated by 3D data 

processing).

-170-



This results of validation of EMF against fluid collection shows a consistent 

underestimation of 11% by the EMF and the subsequent experimental data was 

corrected for this discrepancy. The estimated error in reading the EMF values off 

the paper chart from the chart recorder was estimated to be approximately ±2% 

and about ±3% error was estimated for fluid collection flow rate measurements.

The results demonstrate that using X-ray angiographic techniques, the matching 

of distance-density curves over time provide a close match with the blood flow 

waveform measured by an EMF, over a range of flow rates and vessel calibres 

(tables 8.2 and 8.5). The shape of the blood flow waveform is faithfully 

reproduced but generally there is an overestimation of peak flow rate. Table 8.3 

shows that the distance between injection and measurement sites has little effect 

on the accuracy of the technique over the range 130 to 230 mm for low flow rate 

(with mean flow rate of 349 ml/min) but at a higher flow rates (mean 708 ml/min) 

the mean flow estimate shows a systematic fall when the flow analysis site was 

moved away from the injection catheter position. In both experiments the shape 

of the flow waveforms were faithfully reproduced but our velocity algorithm had 

a greater error for high flow and increasing distance between injection site and 

imaging site. This could be due to dispersion of contrast material. These findings 

were more visible on the velocity waveforms than from the comparison of the 

mean flow rate with the EMF reading.

The mean flow estimate showed a systematic fall as the length of tube analysed 

was reduced. For shorter tube lengths the tracking algorithm was more likely to 

fail at high velocities. The accuracy of our velocity algorithm depends on the peak 

blood flow velocity along the vessel. In the comparison of two adjacent distance- 

density profiles, some of the same portions of the bolus must overlap in the two 

profiles. In addition to the length of vessel imaged, this is dependent on the frame 

rate acquisition: the frame rate must be high enough such that a portion of the 

bolus imaged in one frame appears in the subsequent frame. The frame rate 

required can be estimated from the length of the vessel used in the flow analysis 

and the estimated peak velocity of the blood flow. Alternatively the minimum 

length of the vessel required in the analysis can be estimated from the maximum 

possible framing rate and the estimated peak velocity of the blood flow.
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Overall agreement from 3D data processing was very good, (see table 8.5 for 

statistical details) except for experiment i i  which had a very high mean flow of 

1157 ml/min. The poor accuracy of this experimental result was due to little or no 

change in the contrast concentration in the parametric image as described 

above. However, although the peak flow showed very close agreement between 

the EMF and angiography the beginning of each cycle provided poor flow data 

due to the absence of contrast material in the tube at this phase of the pump 

cycle.

Although the X-ray angiographic method for pulsatile flow measurements 

produced reasonable velocity waveforms for a wide range of flow velocities the 

results also demonstrated its limitations. Firstly the technique becomes inaccurate 

at very high velocities. If peak fluid flow along the vessel is greater than the length 

of the vessel segment analysed per frame interval, then the tracking algorithm will 

fail. Secondly a consistent overestimation of peak flow velocities at low flow rates 

was observed. This overestimation reduced as the flow increased.

Some of the discrepancies could be explained by:

(a) The estimated error in reading the EMF values off the paper chart from the 

chart recorder, this error was estimated to be approximately ±6% at peak 

deflection.

(b) A consistent underestimation by the EMF (Fig. 8.2). This error was 

estimated to be 11 %, and the EMF data were corrected for this using the 

regression equation. But as this calibration was performed for constant 

flow, under pulsatile flow conditions the actual underestimation is not 

known and it may be even lower. This still leaves a consistent 

overestimation at lower flow rates. One possible explanation is that the 

contrast material was injected into the centre of the tube. At low flow rates 

there is little turbulence and near ideal laminar flow. Hence samples of fluid 

velocity in the centre of the tube will be higher than at the sides.

Our procedure for computing the shift, s, (see chapter 6) of the bolus along the 

axis of the vessel at each frame interval is simple but effective. However, it can 

fail in the presence of artefact or low contrast concentration gradient along the
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vessel. Reliability would be improved by recording no value (rather than zero 

flow) when the distance-concentration gradient was lower than a threshold value. 

In figure 8.5 for example the zero flow values recorded from the angiographic 

data at the beginning of systole should not be treated as measurements at all 

and could have been identified as phases when no valid flow data were 

retrievable.

The error in blood flow measurements described in this chapter are due to 

computation of blood flow velocity using our algorithm described in chapter 6. 

The actual cross-sectional area was used in the calculation of volume blood flow. 

Therefore there will be additional error in computation of volume blood flow in 

clinical studies described in the next chapter. Our validation results using 

phantom vessels show that we can measure the cross-sectional area of a tube 

5 mm diameter with a precision of about 5% at 0.5 mm intervals in the imaging 

plane and with negligible (<1%) systematic errors. Although as described in 

chapter 5 in clinical studies the error is expected to be higher.

One of the difficulties in developing techniques to measure blood flow is the 

difficulties in substantiating values, since a consistent, accurate, noninvasive 

method for measuring blood flow "in vivo" does not exist. The phantom for the 

physical flow model provided a known flow rate that was used as a standard for 

repeatable empirical evaluation of our X-ray angiographic flow determination. Our 

error in measuring flow in the phantom was consistently within about 10% of the 

EMF reading. Therefore I proceeded to clinical evaluation of the technique.

In conclusion, the physical flow model experiments have demonstrated that 

accurate instantaneous and mean volume blood flow, using the matching of 

distance-density curves was possible in phantoms that provide an approximation 

of the situation ‘in-vivo’. In order to demonstrate the applicability of our flow 

technique in clinical practice, parametric images were generated from clinical 

dynamic X-ray angiographic data and flow waveforms were extracted in the 

femoral and cerebral arteries.
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CHAPTER 9 

APPLICATION TO CLINICAL DATA

9.1 INTRODUCTION

In order to demonstrate the applicability of the flow measurement technique in 

clinical practice, initial attempts were made to measure blood flow (using our X- 

ray angiographic technique) in the left femoral arteries of a 69-year-old male 

patient with severe superficial femoral artery stenosis, pre- and post- 

percutaneous transluminal angioplasty (PTA). The angiographic images were 

collected as part of the routine digital femoral arteriography for the PTA 

procedure. The analysis was performed using a 2D representation of the blood 

vessel in this case.

In order to deduce true volume blood flow along a tortuous vessel or vessel that 

is not oriented parallel to the imaging plane (such as a vessel in the head or 

neck), the 3D path length of the blood vessel relative to the imaging equipment 

was deduced. The 3D calibration method described in chapter 5 allows 

reconstruction of the 3D course of the vessel centre line with sufficient accuracy 

for these purposes. The reconstruction and flow measurements were validated 

in the phantom studies of chapters 5 and 8 respectively. The 3D location of the 

blood vessel centre line permits the computation of radiographic magnification, 

the angle between the X-ray beam and the vessel long axis, and the true vessel 

path length.

This method was applied to seven patients undergoing digital subtraction 

angiographs (DSAs) for the investigation of cerebrovascular disease. Blood flow 

waveforms of the carotid and vertebral arteries were produced and mean flow 

rate was calculated.
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9.2 METHOD AND MATERIALS

9.2.1 Radiography

All X-ray images were acquired on a Siemens Digitron II DSA system. Images 

used for flow studies were obtained with a tube voltage between 70 and 80 kV, 

with a small focal spot in the pulsed X-ray exposure mode. The digital image grey 

values, which are proportional to the logarithm of the X-ray image brightness, 

were recorded. The digital images for flow analysis were acquired at 512x512 

pixels/frame, 10 bits per pixel, at a rate of 25 frames/sec.

9.2.2 Femoral Artery

To assess the clinical applicability of the technique, initial attempts were made to 

measure blood velocity in the femoral artery of one patient before and after 

percutaneous transluminal angioplasty (PTA). PTA for the treatment of obliterating 

atherosclerosis was first described by Dotter and Judkins in 1964. In the late 

1970s, the technique was refined by the introduction of an inflatable polyvinyl 

double-lumen balloon catheter by Gruentzig (Gruentzig et al 1976; Gruentzig 

1977 and 1978). One of the main indications for this procedure has been 

localised stenosis of the femoral artery. In such cases the early evaluation of the 

procedure has been largely based on the angiographic appearances immediately 

following PTA (Arfvidsson et al 1983; Bergqvist et al 1984; Rôsch et al 1974; Van 

Andel 1980). There might be considerable clinical benefit in measuring blood flow 

before and after PTA to plan the procedure and assess outcome using 

angiographic data derived as part of the standard PTA procedure.

For this study, contrast material was injected (Urografin 370,370 mg of iodine/ml) 

at a rate of 3 ml/sec for a total of 9 ml into the left common femoral artery via a 

5 French catheter positioned approximately 10 mm above the imaging site.

One patient who had a localised stenosis of the left superficial femoral artery was 

studied. Blood flow was measured using the X-ray angiographic technique before 

and immediately after PTA. Blood flow measurements were obtained in the left 

common femoral artery, left superficial femoral artery and left profunda femoris
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artery. The arterial segments analysed had lengths of approximately 53, 57 and 

112 mm respectively (fig. 9.1). The patient was positioned such that the analysed 

segments of the arteries lay approximately parallel to the imaging plane. The X- 

ray magnification and image scaling were determined using a small metallic disc 

of 23.5 mm diameter (an old 5 pence coin) which was attached to the skin 

surface of the inner thigh at a position estimated to be the same distance from 

the image intensifier as the femoral arteries. The circular disc was used so that 

longest distance across the 2D projection image through centre point is the 

diameter of the disc. In fact after 4 measurement the results showed that the 

diameters were the same and this ensured us the coin was parallel to the 

imaging plane. The catheter tip was placed approximately 73 mm proximal to the 

bifurcation of the superficial femoral artery and profunda femoris. After injection 

of contrast material, X-ray images were taken using the DSA system.

9.2.3 Head and Neck

The aims of the flow study in the head and neck were of interest to Dr Colchester 

and Dr Bladin (Department of Neurology, Guy’s Hospital) who wished to assess 

the haemodynamic status of patients with carotid stenosis and symptoms 

consistent with transient cerebral ischaemic. Quantitative X-ray angiography was 

the choice of image modality to quantify appropriate haemodynamic parameters 

to determine the pressure drop along the afferent vessels to the circle of Willis 

(cow), i.e. the two vertebral and internal carotid arteries along with the common 

carotid arteries.

By combining these data acquired from quantitative DSA techniques with T1 

weighted NMR images that show the features of the cow, and SPECT data 

regarding regional perfusion of cerebral hemispheres, it was hoped that an 

overall picture of the cerebral region would help in assessing the likelihood of 

haemodynamic stroke due to extracranial stenosis. Further data produced would 

be input into a haemodynamic model constructed for each patient to aid in the 

prediction of reduced risk following carotid artery endarterectomy (CAE).

One of the difficulties in deciding on the indications for CAE is uncertainty over 

the mechanism of cerebral ischaemia in patients with extracranial vascular
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Fig. 9.1. X-ray angiogram showing the left femoral arteries. The arrows 
indicate the positions of the selected arterial segments for 

generation of the parametric images, a=left common femoral; 
b=left superficial femoral; and c=left profunda femoris arteries.
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disease. The commonest cause is microembolism from atheroma, but 

haemodynamic factors are likely to be responsible in a significant number of 

patients, especially those with widespread disease (Bladin et al 1992). Methods 

of quantifying the haemodynamic parameters of the extra-cranial vessels are 

limited. Duplex Doppler ultrasound can provide estimates of per cent stenosis or 

plaque morphology, but volume flow and velocity are hard to estimate 

quantitatively. These parameters are important (in conjunction with length, width, 

and cross-sectional area measurements) if one is to estimate the pressure drop 

and resistance (and hence haemodynamic effects) of a vessel or stenosis.

Digital X-ray angiography is used to compute the precise length, cross-sectional 

area and flow measurements of the main supply vessels (and stenoses) to the 

cow, and then this information is used to calculate the resistance and pressure 

drop of each vessel from the aortic arch to the cow using Poiseuille's equation. 

Poiseuille's equation for the pressure drop aP in a vessel of length L is defined 

as:

A P = 8 - ^  (9.1)
RR*

where F is the volume flow rate and R is the vessel radius.

The parameter aP is used to predict the critical drop in pressure that would lead 

to the risk of haemodynamic stroke due to vascular stenoses and hence to 

predict the reduction in risk after the removal of a specific stenotic lesion.

In this thesis only the estimation of volume blood flow from our new technique for 

the quantitative estimation of volume flow using digital X-ray angiographic data 

(see chapter 6) is discussed.

Seven patients (one male and six females), with an age range from 57 to 74, 

were selected who were undergoing routine angiographic procedures for the 

investigation of cerebrovascular disease (table 9.1). All these patients had
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Table 9.1. Summary of patient data of patients who have undergone head and neck DSA examination.

Patient Age (years) Sex Angiographie Results

MB 62 F Minor right internal carotid stenosis; aberrant left brachiocephalic artery.

JA 68 M Completely occluded left internal carotid and severe stenosis of the right internal carotid.

FT 66 F Left subclavian stenosis and minor bifurcation disease.

KC 57 F Complete occlusion of right common carotid and internal carotid and vertebral arteries.

BN 70 F Severe right internal carotid and moderate left internal carotid arteries stenosis.

SC 64 F Bilateral subclavian stenosis and mild left external carotid stenosis.

FM 74 F Right internal carotid stenosis, narrowing left common carotid artery.
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suffered a transient ischaemic attack (TIA). Symptoms of residual neurological 

damage were minimal, but a Doppler investigation, subsequent to hospital 

admission, had documented evidence of an extra-cranial vascular stenosis 

(<50% diameter reduction). These patients had been recommended for a routine 

DSA investigation to determine suitability for CAE. To allow for the quantification 

of the DSA run, slight modification of the usual DSA procedure was required with 

one of the runs (neck) acquired at a rate of 25 frames/sec. Ethical committee 

approval for the study protocol was obtained and all patients gave informed 

consent to the study.

For each patient three biplanar pairs of images were obtained at the level of the 

head, neck and arch in that order (i.e. head first). For each pair of data 

acquisitions or runs the patient was aligned at the iso-centre of the X-ray gantry 

and care was taken not to move the patient between each run. Each pair of runs 

consisted of biplanar X-ray angiography (LAO and RAO views at 45°). Each run 

was performed at 2 frames/sec apart from one of the neck views which was 

performed at 25 frames/sec for the flow analysis. The timing between each run 

was about five minutes, and the small amount of the contrast material (9 ml in 

total) injected for each run will be uniformly diluted throughout the cardiovascular 

system and therefore there was not expected to be any problem of recirculation 

of contrast material between injections. There will however be a pharmacological 

effect of vasoconstriction which will effect the repeatability of the measurements.

To prevent patient movement during biplanar views, the patient’s head was 

strapped to the table. The positions of the X-ray table and gantry, and the image 

intensifier height were recorded for each of the runs.

The magnification factor and the 3D orientation of a selected vessel were 

obtained after calibration of each X-ray view with a cube of known dimensions 

(see chapter 5).
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9.3 RESULTS

9.3.1 Femoral Artery

In the clinical study, the blood flow velocity measurements showed a change of 

flow waveform after PTA of the stenosis in the superficial femoral artery. Changes 

between pre- and post-PTA are apparent in the parametric images (figs 9.2 and

9.3 respectively), derived from (a) approximately 53 mm of the left common 

femoral artery; (b) approximately 57 mm of the left superficial femoral artery; and 

(c) approximately 112 mm of the left profunda femoris artery (fig. 9.1).

Figs 9.4 and 9.5 show plots of the flow velocity waveforms vs time. The 

waveforms were extracted from the parametric images shown in figs 9.2 and 9.3. 

The plot in fig. 9.4 demonstrates that there was negligible flow through the 

superficial femoral artery pre-PTA due to severe stenosis. The stenosis is also 

apparent in parametric image (fig. 9.2 (b)). Flow in this artery was restored post- 

PTA as shown in fig. 9.5.

9.3.2 Head and Neck

Fig. 9.6 shows examples of the parametric images generated for the carotid and 

vertebral arteries of a 62-year-old female (patient MB, in table 9.1) with minor right 

internal carotid stenosis and an aberrant left brachiocephalic artery (fig. 9.7). The 

left vertebral artery arises from the left brachiocephalic artery in front of the origin 

of the left common carotid artery (LOG). There were overlap and horizontal 

artefacts in all the parametric images and these were ignored during flow analysis 

(see table 9.2 for the region of exclusion). Fig. 9.8 shows plots of the flow 

waveforms vs time. The waveforms were extracted from the parametric images 

shown in fig. 9.6. The plots in fig. 9.8 demonstrate that flow in the internal carotids 

are of the order of 70% of that in the common carotids as expected. Also, in 

Doppler studies, it generally has been shown that the carotid arteries there is 

normally significant forward flow but this is not the case with the angiographic 

data, which show that between each cardiac cycle the flow has fallen to zero, this 

could be due to lack of contrast material.
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Fig. 9.2. Parametric image showing contrast medium concentration (grey 
scale) at different positions down the blood vessel (the vertical axis) 

and at different times (the horizontal axis) pre-angioplasty for: (a) 

the left common femoral, (b) the left superficial femoral with severe 

stenosis and (c) the left profunda femoris arteries.
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Fig. 9.3. As in fig. 9.2 but post-angioplasty.
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Fig. 9.4. Plots of the flow velocity waveforms pre-angioplasty derived from 

the parametric images shown in fig. 9.2. The waveforms were 

extracted from the parametric images constructed for the left 

common femoral artery (thick solid lines), the left superficial femoral 

artery (dotted lines) and the profunda femoris artery (thin solid 

lines).
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Fig. 9.5. Plots of the flow velocity waveforms post-angioplasty. The 

waveforms were extracted from the parametric images shown in fig.

9.3 for the left common femoral artery (thick solid lines), the left 

superficial femoral artery (dotted lines) and the profunda femoris 

artery (thin solid lines).
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Fig. 9.6. Parametric image showing contrast 

medium concentration (grey scale) at 
different positions down the blood vessel 

(the vertical axis) and at different times (theO 0 .5  1 1 .5  2
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horizontal axis), the left and right common carotid (LCC, RCC), internal carotid (LIC,RIC)

and vertebral (LVE,RVE) arteries for patient MB (see table 9.3).
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Fig. 9.7. Biplanar X-ray angiogram showing the carotid and vertebral arteries for patient MB (see table 9.3).
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Table 9.2. Flow analysis from a 62-year-old female with minor right internal carotid artery stenosis.

Selected Artery Segment > Left Common 
Carotid

Right Common 
Carotid

Left Internal 
Carotid

Right Internal 
Carotid

Left
Vertebral

Right
Vertebral

Parameter Calculated ;

Total Vessel Size (mm) 36 47 59 82 71 42

Following segment(s) of vessel
have been excluded, due to overlap of
other vessel: distances are shown in mm.

5 -  7 
27 - 32

31 -44 2 6 - 5 4 6 - 1 5  
46 - 56 
66 - 79

1 2 -3 4  
38 - 48 
58 - 66

14-21
2 5 - 3 8

Mean Velocity Calculated (mm/sec) 359 453 480 415 590 504

Mean Cross Sectional Area (mm )̂ 19.7 18.2 10.2 13.3 10.6 4.5

Mean Flow Calculated (ml/min) 425 494 293 331 376 136

Time Interval Between Cardiac Cycle (sec) 0.84 0.84 0.84 0.84 0.84 0.84
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Fig. 9.8. Plots of the volume flow velocity waveforms. The waveforms were 

extracted from the parametric images shown in fig. 9.6 for the left 

common carotid (LCC), right common carotid (RCC), left internal 

carotid (LIC), right internal carotid (RIC), left vertebral (LVE) and 

right vertebral (RVE) arteries.
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Table 9.3 presents a summary of the results obtained for the seven patients. As 

can be seen from table 9.3 some data are missing. This was due to either that 

vessel being absent on the angiograms or the length of vessel being too short 

to analyse, and these are indicated by '# ' in the table. In addition some vessels 

were not visible or were totally occluded and some data were too noisy to 

analyse due to miregistration artefacts resulting from movement.

9.4 DISCUSSION

The method of estimation of flow waveform and mean blood flow using our 

angiographic technique, has been validated using synthetic data from a computer 

simulated model (chapter 7) as well as in a physical model (chapter 8). We have 

not yet fully evaluated the technique "in-vivo". In particular we have not compared 

our results with Doppler ultrasound or MR flow measurements. But we feel that 

we have demonstrated significant advances in the accurate measurement of 

cross-sectional area, vessel path length, and blood flow velocity which are the 

factors necessary for improved accuracy of volume blood flow measurement. The 

results of validations in chapters 7 and 8 have confirmed the precision and 

accuracy of the technique under conditions approximating "in-vivo" blood flow. 

Initial clinical results have confirmed the practicality of the technique.

9.4.1 Femoral Artery Study

Initially the femoral artery was chosen for clinical validation of our velocity 

computing algorithm because the femoral artery remains relatively stationary 

during angiography, has few branches, and is straight. It is relatively straight

forward to ensure that the vessel is parallel to the imaging plane.

The normal common femoral artery velocity waveform is triphasic with maximal 

forward flow occurring in systole, followed by reverse flow during the first half of 

diastole, and concluding with forward flow again in the latter half of diastole. With 

a haemodynamically significant stenosis proximal to the site of evaluation, the 

velocity waveform loses its reverse component and thereby becomes 

monophasic (Breslau et al 1985) (fig. 9.4).
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Table 9.3. Summary of results from quantitative digital X-ray angiographic studies in patients who have undergone head and neck DSA

examinations. The table shows mean velocity V in mm/sec, cross-sectional area A in mm^ and flow F in ml/min. #  indicates 

that vessel segments were too short to analyse. The results have been computed for the left common carotid (LCC), right 

common carotid (RCC), left internal carotid (LIC), right internal carotid (RIC), left vertebral (LVE) and right vertebral (RVE) 

arteries.

Patient > MB JA FT KC BN SC FM

Artery V A F V A F V A F V A F V A F V A F V A F

LCC 359 19.7 425 259 24.4 380 374 24.9 558 350 19.2 403 302 23.2 421 213 23.0 294 443 16.8 446

RCC 453 18.2 494 412 25.2 623 301 26.5 478.6 Occluded # 200 19.8 237 494 22.3 660

LIC 480 10.2 293 Occluded Not visible 520 10.5 327 183 8.5 93.8 240 15.4 222 417 8.8 220

RIC 415 13.3 331 396 18.3 435 Not visible Occluded 187 12.6 142 Noisy #

LVE 590 10.6 376 442 3.7 98 Not visible 470 11.3 319 Occluded Noisy Not visible

RVE 504 4.5 136 287 22.5 387 Not visible Occluded 225 11.8 159 Noisy 381 11.9 272
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In clinical practice, angiography is very commonly carried out on occlusive 

disease in many parts of the vascular system. Often it can be difficult to 

determine whether a stenosis is haemodynamically significant especially when the 

diameter (often on a single view) is in the region of 50% of the ‘normal’ arterial 

lumen. Furthermore PTA is now frequently the treatment of choice for stenotic 

disease where angiography is again used to assess whether an improvement has 

been effected. In clinical studies, flow waveforms of the left common femoral, left 

superficial femoral and left profunda femoris arteries were estimated for pre-PTA 

(fig. 9.4) and post-PTA (fig. 9.5). Fig. 9.4 shows that there was flow through the 

left common femoral artery and very high blood flow velocity through the left 

profunda femoris artery which presumably compensated for the left superficial 

femoral artery occlusion. There was a very small amount of flow through the left 

superficial femoral artery (fig. 9.4), this is apparent in the contrast enhancement 

seen in the summation of 20 frames of the pre-PTA images. It should be noted 

that even a very small flow of contrast material would be sufficient to opacify a 

blood vessel distal to a stenosis. The common femoral artery waveform shows 

a small kink which could correspond to the reflected pressure wave from the 

occluded superficial femoral artery (arrow).

Immediately after the completion of superficial femoral artery transluminal 

angioplasty, our angiographic flow measurements showed that flow through the 

occluded vessel had been re-established together with a normal bi-phasic blood 

velocity waveform for the common femoral artery (Okadome 1989) (fig. 9.5).

9.4.2 Vessels in The Head and Neck

The human brain receives its vascular supply from four main arteries, the carotids 

and the vertebrals. In most studies dealing with cerebral ischaemia, quantitative 

information about the state of these arterial systems is lacking, especially for the 

vertebral arteries. The reason for this is that the lack of any adequate technique 

that works adequently enough to estimate vertebral artery blood flow. This is due 

to cope with the relatively deep course of the vessels which are often overlaid by 

other arteries or bone.

Gold standards are unavailable in the clinical setting which made the accuracy
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of the results difficult to gauge, but assessment of the results with regard to 

patient history and radiological interpretation of the X-ray images showed good 

correlation in most cases. Normal velocities obtained using duplex Doppler 

ultrasound in the carotid arteries are usually between 600 and 1000 mm/sec, 

however, they can range from less than 300 to 1200 mm/sec (Robinson 1992). 

There is normally no significant increase in velocity as one progresses from the 

common carotid artery into the internal carotid artery, but there may be a slight 

decrease in peak systolic velocity. The values obtained using the angiographic 

method (table 9.3) are consistent with these values.

One of the problems of our technique is the presence of stenosis along the blood 

vessel imaged. When matching contrast concentration profiles, we assume that 

axial flow velocity is independent of position along the vessel. By normalising 

each row of the parametric image to peak opacification we, in effect, convert 

parametric images to concentration rather than mass. This will partially 

compensate for any effect that small stenoses might have on the matching 

technique, but in long or more severe stenoses, this region will have to be 

excluded from the matching procedure.

In conclusion angiography remains an important and frequently used clinical 

procedure, despite improvement in other less invasive techniques such as 

ultrasound and MRI, which underlines the value of the structural information it 

provides even without quantitative processing. Considering the risk of 

angiography, every effort should be made to extract all the potentially useful 

quantitative information from the procedure, especially if further investigations 

might thereby be avoided.
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CHAPTER 10 

SUMMARY AND CONCLUSIONS

10.1 INTRODUCTION

Blood flow measurements in individual vessels have a number of important 

clinical and research applications but previous techniques have serious clinical 

limitations or inaccuracies.

X-ray angiography remains the vascular imaging modality which gives the highest 

spatial and temporal resolution and is widely used in clinical practice to obtain 

high-quality vessel images. The ability to derive quantitative flow data from this 

procedure would be a useful clinical tool.

A novel technique has been developed for the quantitative measurement of 

pulsatile blood flow waveforms and mean blood flow rates using digital X-ray 

angiographic data.

Blood flow waveforms were determined following an intra-arterial injection of 

contrast material. The first stage in data reduction was to generate a ‘parametric 

image’ from dynamic X-ray angiographic images in which the image grey-level 

represented contrast material concentration as a function of time and distance 

along a vessel segment.

Adjacent concentration-distance profiles in the parametric image of iodine 

concentration versus distance and time were shifted along the vessel axis until 

a match occurred. A match was defined as the point where the mean sum of the 

squares of the differences between the two profiles was a minimum. The distance 

translated per frame interval gave the instantaneous contrast material bolus 

velocity.

A 3D reconstruction technique for locating the 3D path length of a blood vessel 

from biplanar angiograms that had been implemented by our group was 

validated. The use of a perspex calibration cube for the geometric calibration of
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the X-ray gantry orientation allows satisfactory reconstruction of the 3D course 

of the vessel centre line ‘in-vivo’, and has been validated in phantom studies. The 

3D location of the blood vessel centre line permits the computation of the 

radiographic magnification, the angle between vessel axis and the X-ray beam, 

and the true vessel path length.

For measurements of vessel cross-sectional area a densitometric method was 

used. The technique is based on image densitometry in which the integral of the 

image intensity is computed along a profile perpendicular to the projection of the 

vessel axis. The true cross-section is related to the densitometric measure. The 

X-ray magnification factor and angle between the vessel axis and the X-ray axis 

were used in the calculation. This technique was validated using 3D 

reconstruction of a phantom simulating vascular structures. The blood velocity 

waveform estimates were converted into volume flow waveforms by multiplying 

by this computed vessel cross sectional area.

Initially our algorithm for computing velocity was assessed using simulated 

angiographic data as this allowed greater flexibility in designing suitable 

experiments, more control of experiments, and less cost in capital equipment and 

material. In addition, it was of interest to predict the X-ray quantum limited 

precision of the technique, for a wide range of blood vessel calibres and blood 

flows, with data that was free from non-random errors and artefacts. Quantitative 

comparison with other algorithms was also made using these computer 

generated images. A total of 114 different experiments were simulated for a range 

of calibres and flow rates using a computer model. When used to measure the 

blood flow waveform using our velocity algorithm, there was excellent agreement 

between the input flow waveforms and those determined by our radiographic 

technique, with both laminar flow and constant axial flow (‘plug’ flow) patterns. In 

addition our algorithm for computing velocity produced results which were 

independent of the injection techniques used.

Further validation of our technique computing pulsatile flow was carried out using 

an experimental model of blood circulation. A phantom haemodynamic circulation 

was designed and constructed, it consisted of a pump, flexible plastic tubing, the 

tubular probe of an EMF and a solenoid valve to allow simulation of pulsatile flow
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waveforms including reverse flow. Small boluses of contrast material were 

injected at various positions in the circuit. Phantom studies were used to 

compare simultaneous measurements of blood flow using X-ray angiographic 

data with measurements using an EMF. A range of blood flow rates and plastic 

tube diameters was used. The validation of our technique was performed on 2D 

digital X-ray projections and also using 3D reconstruction from biplanar X-ray 

projections. The validation was repeated (1) for a range of distances between the 

injection and flow analysis measurement sites and (2) for various lengths of 

vessel analysed.

The results from physical flow model experiments have demonstrated that 

accurate instantaneous and mean volume blood flow is possible in phantoms that 

provide an approximation of the situation ‘in-vivo’.

In order to demonstrate the applicability of the flow technique in clinical practice, 

parametric images were generated from clinical dynamic X-ray angiographic data 

and flows were computed in the femoral and cerebral arteries. Although 

satisfactory results were obtained from clinical data several problems were 

encountered:

(1) Artefact due to overlapping blood vessels. This was dealt with by 

modification of our algorithm for computation of velocity to exclude regions 

containing data from overlapping blood vessels (see chapter 6).

(2) Patient motion. This could cause severe artefacts in the parametric images 

which in turn led to inaccuracies in the computed flow.

10.2 ADVANTAGES OF OUR ANGIOGRAPHIC FLOW TECHNIQUE

The main advantages of our flow technique are that:

(1) Accurate instantaneous flow information is provided.

(2) It permits the determination of average flow under highly pulsatile 

conditions.

(3) The method is relatively insensitive to slow blood vessel motion during the 

imaging procedure (as the analysis is performed on two consecutive
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frames, any vessel motion that is slow relative to one frame duration (0.04 

sec)) can, in principle, be accounted for.

(4) The method will provide useful flow data with comparatively small amounts 

of contrast medium.

(5) It is insensitive to the precise injection technique.

(6) It appears to be relatively insensitive to the distance between the injection 

site and blood flow measurement site.

(7) This technique is no more invasive or inconvenient than the standard DSA 

procedure. The high framing rate used in this study can easily be 

reformatted to give the framing rate of about 2 frames/sec used in routine 

angiography and as such would deliver no extra total radiation dose to the 

patient or total contrast load.

10.3 LIMITATIONS OF OUR ANGIOGRAPHIC FLOW TECHNIQUE

Although the proposed digital X-ray angiographic technique for pulsatile flow

measurements can compute accurate velocity waveforms from distance-density

curves for a wide range of flow velocities, there are limitations to this technique.

(1) High blood velocities. The technique becomes inaccurate at very high 

velocities. This is due to the limited length of artery that can be analysed. 

This limits the maximum velocity that can be detected by our algorithm. In 

the comparison of two distance-density curves, some of the same portions 

of the bolus must appear in the two profiles. This is entirely dependent on 

the frame rate acquisition and length of vessel imaged; the frame rate 

must be high enough so that a portion of the bolus imaged in one frame 

appears in the subsequent frame.

(2) Misregistration artefacts. One of the inherent limitations of temporal 

subtraction DSA is the susceptibility of this technique to misregistration 

artefacts resulting from either voluntary movement (breathing and 

displacement of the extremities), or involuntary movement (peristalsis, 

cardiac motion, swallowing, and arterial pulsations). The misregistration 

artefacts result in an artefactual signal that cannot be separated from the 

true iodine signal. This could be overcome by using unsubtracted X-ray 

angiographic images for the quantification of volume blood flow. The

-197-



primary disadvantage of the unsubtracted images is the presence of 

overlying tissue signals, which will vary unpredictably along the vessel 

profile. Therefore our initial clinical efforts have been concentrated on parts 

of the body which are less prone to patient movement and hence, the 

technique has been applied to the femoral arteries and the vessels of the 

head and neck.

(3) Scattered radiation. The contribution of scattered X-ray radiation is difficult 

to correct because the distribution and quantity of scattering is not 

expected to be uniform. The light intensity at each location of the intensifier 

output image is made up of two components. One is dependent on the 

degree of X-ray absorption while the other is an additional quantity 

dependent on scattering from other parts of the body. The latter portion 

is not only dependent on the site of sampling (centre or border of the 

image) and the distribution of brightness across the image, but may 

change with temporal variations in brightness (e.g., the presence of 

contrast material in vascular structures adjacent to the site of 

measurement). Inaccuracies of this kind may be overcome in the future by 

the application of algorithms that provide simulation of scattering for each 

individual angiographic image.

(4) Injection of Contrast Material. In order that the velocity information may be 

extracted from the movement of a contrast bolus, there must be a contrast 

material concentration gradient along the vessel. Also we have shown that 

our velocity algorithm is independent of injection technique (see chapter 

7) but injection of a large volume can perturb the flow substantially. We 

used an automatic injector for extremely precise control over the volume 

and flow rate of injection.

In addition, the effects of the process of introducing a catheter into a 

blood vessel, the continuing presence of the catheter, the disturbing 

influence of the injection, the volumetric, viscous and inertial consequences 

of having introduced a foreign fluid, and the pharmacological effects of 

contrast material must all be considered as possible sources of error in 

flow estimates.
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10.4 FUTURE DIRECTIONS

There are numerous areas for application and future development of the 

technique of quantitative measurement of pulsatile blood flow using our algorithm 

for computing velocity. These range from the simple application of the technique 

in peripheral arteries to its application in tortuous overlapping vessels in 

abdominal blood flow studies in, for example, the hepatic and renal arteries, 

which are difficult to study by Doppler ultrasound (Seifalian et al 1991a). Efforts 

are currently underway (in collaboration with Brompton Hospital, Dr N Duller and 

DR R Underwood) to develop a reliable assessment of the extent and severity of 

coronary artery disease by measurement of flow. In brief, prognosis in patients 

with coronary artery disease is determined primarily by two factors: (1) the 

severity and extent of atheromatous obstruction in the coronary arterial 

circulation, and 2) the degree of left ventricular impairment. To obtain information 

regarding these two factors, different clinical procedures are involved: for 

assessment of the extent and severity of atheromatous obstruction, the "gold 

standard" remains coronary angiography (Gould 1986), whereas for assessment 

of the extent and severity of myocardial ischemia and infarction, the "gold 

standard" remains myocardial perfusion tomography (Wackers et al 1976; 

Pamelia et al 1981), employing techniques such as SPECT imaging with thallium- 

201 (^°^TI) or PET with and ^®FDG. In essence, dynamic coronary

angiography yields vascular blood flow and anatomical information, while 

myocardial perfusion tomography yields tissue perfusion. Hence, an accurate 

assessment of the extent and severity of CAD ideally requires the integration of 

these two types of information obtained independently from these two imaging 

modalities. At Guy’s hospital the image processing group have a strong interest 

and expertise in image registration (Hill et al 1991 and 1993). We are trying to 

combine these two types of information, using biplane X-ray angiograms as 

described in this thesis and myocardium perfusion using ^°^TI or ^^NHg and 

^®FDG.

Measurement of coronary blood flow is still difficult. To our knowledge, none of 

the previously reported approaches have yet achieved satisfactory accuracy. 

Intra-arterial Doppler ultrasound is still subject to important limitations. Thus, the 

direct way of measuring flow by determing the volume of blood passing through
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a particular artery in a given time interval remains an interesting alternative. Using 

our 3D angiographic technique, we can measure arterial lengths and diameters 

reasonably accurately, but it is difficult to measure coronary artery blood flow 

velocity due to the movement of the arteries over the cardiac cycle. Work is in 

progress to overcome this problem by tracking the coronary arteries over the 

cardiac cycle, reconstructing their 3D path and hence generating plots of contrast 

concentration versus distance over the complete cardiac cycle.

The main unsolved problem with applying the technique to the coronary arteries 

arises from the movement of the blood vessels over the cardiac cycle. The flow 

program that has been developed by us is equally well suited to subtracted or 

unsubtracted coronary imaging. When coronary structures or lesions are 

obscured by the attenuation caused by superimposed non-vascular structures, 

mask subtraction techniques reduce error in the quantitative flow measurements. 

There are several image processing schemes that have been applied to coronary 

angiography to remove the interfering effects of over or underlying tissues. The 

simplest mode is the mask mode, in which a single pre-injection image (mask) 

is used to subtract backgrounds automatically from subsequent contrast images. 

This model has the disadvantage that even in the absence of respiration the 

motion of the heart causes distracting soft-tissue misregistration artefacts. 

Another related mode is the blurred mask mode, in which the mask is integrated 

over one heart cycle. This has the effect of blurring the mask image so that 

misregistration artefacts are somewhat decreased.

A more accurate masking technique may be obtained by separate recording of 

an entire cycle of pre-injection masks. These masks are then subtracted from 

corresponding iodine images to form a phase-matched mask. Phase matching 

can usually be done automatically if EGG information is recorded along with 

image data, provided that the cardiac rhythm is regular.

The cost function described in chapter 6 was used to give a visual indication of 

confidence in the flow estimates described in this thesis. This function could be 

used to further improve our estimates of velocity. This might be achieved by 

generating a parametric model of the flow waveform and fitting it to the cost 

function using an optimisation procedure to minimise cost. The blood flow
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waveforms in each artery have certain characteristics which can be generalised 

such as height, width, etc. This might enable us to predict the blood velocity 

waveform, in regions where the data is corrupted by artefact or where little 

information on flow is presented.

In conclusion I believe that this technique has great potential for the 

measurement of blood flow in arteries ‘in vivo’. Computer simulation and 

experimental validation have confirmed the precision and accuracy of the 

technique under conditions approximating blood flow ‘in-vivo’. Initial clinical 

results have confirmed the practicality of the technique.
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APPENDIX 

THEORY OF ABSOLUTE CROSS-SECTIONAL AREA

This theory was proposed and initially validated by Colchester et al (1984) and 

was further validated in samples of artery obtained ‘post-mortem’ by Hawkes et 

al (1988a).

To a good approximation, the mask subtracted image grey value at pixel i is 

given by:

<̂ *=a;c2; (a i )

where c is the concentration of iodine in the blood vessel, Kj is densitometric 

calibration constant and Zj is the thickness of the vessel. In an angiogram we 

generally do not know the factor K f  and therefore cannot retrieve Zj directly.

For a blood vessel whose axis is orientated at an angle 8 to the x-ray beam, 

summation of the function G|®, the transverse density profile (TOP) perpendicular 

to the vessel axis, yields the TOP area, ’a’. The true cross-section, 'A', is related 

to the densitometric measure, ’a% by:-

The x-ray magnification factor, M, and angle (8) between the vessel axis and the 

X- ray axis are computed from the 3D reconstruction of the vascular configuration 

from two views as described in chapter 5. The remaining term is the product of 

the iodine concentration in the vessel, c, and a densitometric calibration constant, 

K|, which relates the image grey value to the mass of iodine projected from the 

x-ray focus to the imaging plane. The factor Kp is computed by assuming 

circularity of an identified segment of vessel. For a straight segment of blood 

vessel of circular cross-section the maximum value of the TOP, h, can be
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expressed in terms of the diameter D of the vessel;-

h = !^  (A.3)
cose

As the true cross-section A is = {ttI4)D^, the calibration factor Kp is given by

Extrapolation of Kp from regions of circular cross-section and substitution into 

equation (A.1) permits computation of absolute cross-sectional area, A, in regions 

of non-circular section (e.g. across stenoses, at bifurcations etc.).

Similar algebraic steps lead to the following interrelated expressions for the factor 

Kp:

A;c=(-)(-^)W cose (AS)

and

/qc=(-^Mcos0 (A.6)

where W is the width of the artery in pixels. The constant Kp is referred to in this 

project as the densitometry constant and is symbolised by K.

Each of these expressions could be used to derive the absolute cross-sectional 

area. Equation (A.4) was selected in this thesis: previous validation has shown 

it to be the most accurate method for estimation of cross-sectional area, as it is 

independent of the vessel width (Virdee 1991; Iqbal 1992).
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The study of hepatic haemodynamics is of importance in understanding both hepatic physiology and 
disease processes as well as assessing the effects of portosystemic shunting and liver transplantation. The 
liver has the most complicated circulation of any organ and many physiological and pathological 
processes can affect it’ ^ This review surveys the methods available for assessing liver blood flow, 
examines the different parameters being measured and outlines problems of applicability and interpre
tation for each technique.

The classification of these techniques is to some extent arbitrary and several so called “different” 
methods may share certain common principles. The methods reviewed have been classified into two 
groups (Table 1); those primarily reflecting flow through discrete vessels or to the whole organ and those 
used to assess local microcirculatory blood flow. All techniques have their advantages and disadvantages 
and in some situations a combination may provide the most information. In addition, because of the 
many factors affecting liver blood flow and sinusoidal perfusion, readings in a single subject may vary 
depending on positioning, recent food intake, anxiety, anaesthesia and drug therapy. This must be 
borne in mind if different studies are to be meaningfully compared.

KEY WORDS: Blood flow, tissue perfusion, portal blood flow, hepatic blood flow, Doppler ultrasound, 
Doppler laser, x-ray angiography
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Table 1 Hepatic blood flow measurement techniques.

METHODS MEASURING BLOOD FLOW

Velocity or Transit Time Methods

Electromagnetic Flowmeter 
Dopier Ultrasound 
X-Ray Angiography 
Nuclear Magnetic Resonance

Dye Dilution Techniques

Plasma Disappearance Method 
Radioisotope techniques

METHODS MEASURING TISSUE PERFUSION

Radiolabelled Microspheres 
Heat Exchange 
Hydrogen Electrode 
Oxygen Electrode 
Laser Doppler

M E T H O D S  M E A S U R I N G  B L O O D  F L O W  

Velocity or Transit Time Methods 

Electromagnetic flowmeter
T h e  m e a s u r e m e n t  o f  b l o o d  f l o w  b y  e l e c t r o m a g n e t i c  i n d u c t i o n  w a s  f i r s t  s u g g e s t e d  b y  
F a b r e ^  a n d  t h e  p r i n c i p l e  o f  t h e  t e c h n i q u e  is  b a s e d  o n  F a r a d a y ’ s  l a w  o f  e l e c t r o m a g 
n e t i c  i n d u c t i o n .  I f  a  m a g n e t i c  f i e l d  is  a p p l i e d  a c r o s s  a  v e s s e l  i n  w h i c h  b l o o d  is  
f l o w i n g  t h e n  a n  e l e c t r i c  f i e l d  is  i n d u c e d  a t  r i g h t  a n g l e s  b o t h  t o  t h e  i n d u c e d  m a g n e t i c  
f i e l d  a n d  t h e  f l o w  v e c to r " ^  ^  T h e  e l e c t r i c a l  f i e l d  is  d e t e c t e d  a l o n g  i t s  a x i s  f r o m  t h e  
p o t e n t i a l  d i f f e r e n c e  a c r o s s  t h e  o u t s i d e  o f  t h e  v e s s e l .  T h i s  p o t e n t i a l  is  p r i m a r i l y  
d e t e r m i n e d  b y  t h e  v e l o c i t y  o f  t h e  f l o w i n g  b l o o d  w i t h i n  t h e  v e s s e l .  A c c u r a c y  
d e m a n d s  a t t e n t i o n  t o  d e t a i l  a n d  p r o p e r  c a l i b r a t i o n ^ ’̂  u s i n g  a  p u m p  a n d  s a l i n e  
s o l u t i o n .  T h e r e  is  n o  w a y  o f  c h e c k i n g  c a l i b r a t i o n  in vivo  e x c e p t  v e s s e l  c l a m p i n g  f o r  
z e r o  f l o w .  I n t e r f e r e n c e  f r o m  o t h e r  e l e c t r i c a l  i n s t r u m e n t s  a l s o  m i n i m i s e  t h e  a c c u r a c y  
o f  t h e  t e c h n i q u e ^

I n  p r a c t i c e  t h e  m e t h o d  i n v o l v e s  t h e  p l a c e m e n t  o f  t h e  d e v i c e  a r o u n d  t h e  v e s s e l  t o  
b e  a s s e s s e d .  F o r  a  g o o d  s i g n a l ,  c l o s e  c o n t a c t  is  e s s e n t i a l .  D r a p a n a s ,  et aP a n d  P r i c e  
et al}^  c o m p a r e d  e l e c t r o m a g n e t i c  f l o w m e t r y  w i t h  t h e  b r o m s u l p h a l e i n  c l e a r a n c e  
m e t h o d "  f o r  m e a s u r i n g  h e p a t i c  a r t e r i a l  a n d  p o r t a l  v e i n  f l o w  i n  t h e  d o g  a n d  f o u n d  a  
g o o d  c o r r e l a t i o n  b e t w e e n  t h e  t w o  m e t h o d s .  B e c a u s e  o f  t h e  i n v a s i v e  n a t u r e  o f  t h e  
t e c h n i q u e ,  i t  is  m o r e  a p p l i c a b l e  t o  a n i m a l  s t u d i e s  a n d  o n  p a t i e n t s  a t  t h e  t i m e  o f  
s u r g e r y .  T h e s e  d e v i c e s  a r e ,  h o w e v e r ,  s t i l l  r e g a r d e d  a s  t h e  “ g o l d  s t a n d a r d ”  a g a i n s t  
w h i c h  a l l  o t h e r  m e t h o d s  o f  m e a s u r i n g  f l o w  m u s t  b e  c o m p a r e d .  T h e y  a r e  a b l e  t o  
m e a s u r e  i n s t a n t a n e o u s  a n d  m e a n  b l o o d  f l o w  i n  a n  e x p o s e d  v e s s e l .  T h e y  c a n  d e t e c t  
f o r w a r d  a n d  r e v e r s e  f l o w  a n d  t h e  t e m p o r a l  r e s o l u t i o n  is  f a s t  e n o u g h  f o r  f l o w  t o  b e
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S t u d i e d  d u r i n g  t h e  c a r d i a c  c y c l e .  O t h e r  a d v a n t a g e s  o f  t h e  m e t h o d  a r e  i t s  i n s e n s i t i 
v i t y  t o  c h a n g e s  i n  b l o o d  t e m p e r a t u r e  a n d  v i s c o s i t y .

Doppler ultrasound
T h e  f i r s t  a t t e m p t e d  u s e  o f  D o p p l e r  u l t r a s o u n d  f o r  t h e  m e a s u r e m e n t  o f  b l o o d  f l o w  
f r o m  t h e  s u r f a c e  o f  t h e  b o d y  w a s  r e p o r t e d  b y  S a t o m u r a  i n  1 9 5 9 ’ ^ b u t  c o m p a r e d  t o  
u l t r a s o u n d  i m a g i n g  t h e  r o l e  o f  D o p p l e r  u l t r a s o u n d  h a s  e v o l v e d  s l o w l y  a n d  h a s  
l a r g e l y  b e e n  r e s t r i c t e d  t o  a  r e l a t i v e l y  f e w  w e l l - d e f i n e d  i n d i c a t i o n s  i n  c a r d i a c  
d i a g n o s i s ,  e v a l u a t i o n  o f  c a r o t i d  a n d  p e r i p h e r a l  v a s c u l a r  d i s e a s e ,  a n d  m o r e  r e c e n t l y  
i n  o b s t e t r i c s  a n d  t h e  a b d o m e n ^ ^  T h e  c o m b i n a t i o n  o f  r e a l  t i m e  B - m o d e  u l t r a 
s o u n d  i m a g i n g  a n d  a  p u l s e d  D o p p l e r  f l o w m e t e r  is  r e f e r r e d  t o  a s  a  d u p l e x  s c a n n e r ^ .  
U s i n g  t h e s e  m a c h i n e s  t h e  d i a m e t e r  o f  t h e  v e s s e l ,  p e a k  v e l o c i t y ,  m e a n  v e l o c i t y ,  
v o l u m e  f l o w  r a t e ,  a n d  p u l s a t i l i t y  o f  b l o o d  f l o w  w a v e f o r m s  c a n  b e  m e a s u r e d ’ ®. A  
r e c e n t  r e f i n e m e n t  is  t h e  d e v e l o p m e n t  o f  c o l o u r  f l o w  m a p p i n g  w h e r e  t h e  i m a g e  
p r o v i d e s  f l o w  i n f o r m a t i o n  c o n c e r n i n g  a l l  s t r u c t u r e s  i n  t h e  i m a g e  f i e l d  r a t h e r  t h a n  
j u s t  a t  o n e  s e l e c t e d  s i t e .

D u p l e x  u l t r a s o u n d  o f f e r s  t h e  b e s t  n o n - i n v a s i v e  w a y  o f  a s s e s s i n g  p o r t a l  v e i n  
p a t e n c y ’  ̂ a n d  c a n  d e m o n s t r a t e  c a v e r n o u s  t r a n s f o r m a t i o n  a n d  w h e t h e r  p o r t a l  f l o w  is  
h e p a t o p e t a l  o r  h e p a t o f u g a l .  D o p p l e r  h a s  a l s o  b e e n  u s e d  i n  q u a n t i t a t i v e  m e a s u r e 
m e n t  o f  p o r t a l  b l o o d  f l o w .  O h n i s h i  et al}^  c o m p a r e d  a  p u l s e d  D o p p l e r  f l o w m e t e r  
w i t h  c i n e a n g i o g r a p h y ^ ^  f o r  c a l c u l a t i n g  p o r t a l  v e i n  v e l o c i t y  i n  n o r m a l  v o l u n t e e r s  a n d  
p a t i e n t s  w i t h  l i v e r  d i s e a s e .  D o p p l e r  a n d  c i n e a n g i o g r a p h i c  m e a s u r e m e n t s  e x h i b i t e d  
s i g n i f i c a n t  c o r r e l a t i o n  ( r  =  0 . 9 6 0 ;  n  =  3 1 ;  p <  0 . 0 0 1 )  f o r  v e l o c i t i e s  f r o m  2 . 4  t o  1 2 . 2  
c m / s e c ,  b u t  D o p p l e r  v a l u e s  w e r e  c o n s i s t e n t l y  a b o u t  t w i c e  t h a t  o f  t h e  c i n e a n g i o 
g r a p h i c  v a l u e s ,  u n d e r l y i n g  t h e  n e e d  f o r  c a l i b r a t i o n  a g a i n s t  a  f l o w  m o d e l .  T h e y  
s u g g e s t e d  t h a t  D o p p l e r  m i g h t  b e  o f  m o r e  u s e  f o r  a s s e s s i n g  r e l a t i v e  c h a n g e s  i n  p o r t a l  
f l o w  r a t h e r  t h a n  f o r  g i v i n g  a b s o l u t e  f l o w  v a l u e s .  A c k r o y d  et a l.^  s t a t e d  t h a t  r a w  
f l o w  v a l u e s  v a r y  f r o m  p e r s o n  t o  p e r s o n  a c c o r d i n g  t o  b o d y  w e i g h t ,  s t a t e  o f  f a s t i n g ,  
a n d  p o s i t i o n ,  a s  w e l l  a s  a n x i e t y  l e v e l  a n d  e x e r c i s e  a n d  s u g g e s t e d  t h a t  t h e  u s e  o f  
s t a n d a r d i s e d  c o n d i t i o n s  c o u l d  i m p r o v e  a c c u r a c y .  O n e  f u r t h e r  r e a s o n  f o r  n o t  r e l y i n g  
o n  p o r t a l  v e l o c i t y  m e a s u r e m e n t s  i n  s t u d y i n g  c i r r h o t i c  p a t i e n t s  is  t h a t  p o r t a l  f l o w  is  
w e l l  m a i n t a i n e d  b y  p o r t a l  v e i n  d i l a t a t i o n  u n t i l  p o r t a l  h y p e r t e n s i o n  is  s e v e r e ^ \  F o r  
t h i s  r e a s o n  a  p o r t a l  c o n g e s t i o n  i n d e x ,  w h i c h  is  t h e  c r o s s  s e c t i o n a l  a r e a  d i v i d e d  b y  
t h e  m e a n  v e l o c i t y ,  h a s  b e e n  s u g g e s t e d  b y  M o r i y a s u  et al}^  a s  b e i n g  m o r e  u s e f u l  
t h a n  a b s o l u t e  f l o w  v a l u e s .

T h e  D u p l e x  s c a n n e r  c a n  a l s o  b e  a  u s e f u l  n o n - i n v a s i v e  t o o l  f o r  a s s e s s i n g  p a t i e n t s  
w i t h  p o r t o s y s t e m i c  s h u n t s .  N e l s o n  et al}^  s t u d i e d  p a t i e n t s  b e f o r e  a n d  a f t e r  p o r t o 
s y s t e m i c  s h u n t i n g  w i t h  b o t h  d u p l e x  s c a n n i n g  a n d  a n g i o g r a p h y .  T h e y  c o n c l u d e d  
D u p l e x  w a s  a c c u r a t e  i n  d e t e r m i n i n g  t h e  d i r e c t i o n  o f  f l o w  i f  a n  a d e q u a t e  t r a c i n g  w a s  
o b t a i n e d .  P r e o p e r a t i v e l y  i t  a l l o w s  t h e  d e t e r m i n a t i o n  o f  p o r t a l  v e i n  p a t e n c y  a n d  
d i r e c t i o n  o f  f l o w .  P o s t o p e r a t i v e l y  m o s t  p o r t o - c a v a l  a n d  m e s o c a v a l  s h u n t s  c a n  b e  
v i s u a l i s e d  a s  w e l l  a s  s o m e  W a r r e n  t y p e  s h u n t s .  A s  w i t h  m a n y  u l t r a s o u n d  a p p l i 
c a t i o n s  s u c c e s s  is  l a r g e l y  d e p e n d e n t  o n  o p e r a t o r  s k i l l  a n d  e x p e r i e n c e .  P a t e n c y  is  
d i r e c t l y  d e m o n s t r a t e d  b y  f l o w  i n  t h e  c o r r e c t  d i r e c t i o n  a n d  a  c o n f i r m a t o r y  s i g n  is  t h e  
d e m o n s t r a t i o n  o f  c o r r e s p o n d i n g  p h a s i c  p a t t e r n s  o f  b l o o d  f l o w  i n  t h e  p o r t a l  v e i n  a n d  
i n f e r i o r  v e n a  c a v a .  O t h e r  c o n f i r m a t o r y  s ig n s  a r e  d i l a t a t i o n  o f  t h e  i n f e r i o r  v e n a  c a v a  
p r o x i m a l  t o  p o r t o c a v a l  a n d  m e s o c a v a l  s h u n t s  a n d  d i l a t a t i o n  o f  t h e  s u p e r i o r  
m e s e n t e r i c  v e i n  a b o v e  a  m e s o c a v a l  s h u n t ’^.
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D u p l e x  is  le s s  u s e f u l  i n  t h e  a s s e s s m e n t  o f  h e p a t i c  a n d  s p l a n c h n i c  a r t e r i a l  
T h e  v e s s e ls  a r e  r e l a t i v e l y  s h o r t ,  t o r t u o u s  a n d  d e e p l y  s i t u a t e d ,  m a k i n g  t h e m  d i f f i c u l t  
t o  i m a g e  a n d  t h e  h e p a t i c  a r t e r i a l  s u p p l y  is  f r e q u e n t l y  m u l t i p l e .  P o s t  l i v e r  t r a n s p l a n 
t a t i o n  t h e  a n a t o m y  m a y  b e  e v e n  h a r d e r  t o  d e m o n s t r a t e  a n d  s c a n n i n g  o f  t h e  h e p a t i c  
a r t e r y  is  c u r r e n t l y  t o o  t i m e  c o n s u m i n g  a n d  i n a c c u r a t e  t o  m a k e  i t  c l i n i c a l l y  u s e f u l  i n  
d e t e c t i n g  h e p a t i c  a r t e r i a l  t h r o m b o s i s .  I n t r a - a r t e r i a l  D o p p l e r  f l o w  p r o b e s  a r e  n o w  
b e i n g  d e v e l o p e d  a n d  c o m b i n e d  w i t h  a n g i o g r a p h y  m a y  u l t i m a t e l y  p r o v i d e  t h e  b e s t  
w a y  t o  q u a n t i t a t i v e l y  m e a s u r e  h e p a t i c  a n d  s p l a n c h n i c  a r t e r i a l  f lo w ^ "^ .

I n  s u m m a r y ,  D u p l e x  s c a n n i n g  p o t e n t i a l l y  p r o v i d e s  a  n o n - i n v a s i v e  w a y  o f  a s s e s s 
i n g  l i v e r  b l o o d  f l o w  i n  m a n y  c l i n i c a l  s i t u a t i o n s  i n c l u d i n g  t h e  a s s e s s m e n t  o f  p o r t a l  
v e i n  p a t e n c y ,  d i r e c t i o n  o f  f l o w ,  s u r g i c a l  p o r t o - s y s t e m i c  s h u n t i n g  a n d  l i v e r  t r a n s 
p l a n t a t i o n .  I t s  a c c u r a c y  h a s  b e e n  v a l i d a t e d  in vitro  a n d  i n  e x p e r i m e n t a l  a n im a ls ^ ^ ’^^, 
b u t  p r o b l e m s  d o  e x i s t  i n  u s i n g  t h i s  t e c h n i q u e  i n  c l i n i c a l  p r a c t i c e  ( s e e  a p p e n d i x  A ) .  
I m p r o v e m e n t s  b o t h  i n  h a r d w a r e  a n d  s o f t w a r e  a s  w e l l  a s  t h e  d e v e l o p m e n t  o f  c o l o u r  
f l o w  m a p p i n g  a r e  l i k e l y  t o  b e  r e f l e c t e d  i n  a  g r e a t e r  u s e  o f  D u p l e x  u l t r a s o u n d  i n  l i v e r  
b l o o d  f l o w  s t u d i e s  i n  t h e  f u t u r e .  I t  o f f e r s  o n e  o f  t h e  b e s t  a p p r o a c h e s  t o  t h e  n o n -  
i n v a s i v e  a s s e s s m e n t  o f  p o r t a l  f l o w  b u t  is  n o t  y e t  c a p a b l e  o f  r e l i a b l y  a s s e s s in g  h e p a t i c  
a r t e r i a l  f l o w .

X-Ray angiography
A n g i o g r a p h y ,  o r  r a d i o g r a p h i c  i m a g i n g  o f  b l o o d  v e s s e l s ,  h a s  a  w e l l  e s t a b l i s h e d  r o l e  
i n  t h e  d i a g n o s i s  o f  l i v e r  d i s e a s e  a n d  p o r t a l  h y p e r t e n s i o n  a n d  is  w i d e l y  u s e d  i n  
c l i n i c a l  p r a c t i c e  f o r  o b t a i n i n g  h i g h  q u a l i t y  v e s s e l  im a g e s ^ ^ .  A s  w e l l  a s  a n a t o m i c a l  
i n f o r m a t i o n ,  h o w e v e r ,  i n f o r m a t i o n  o n  b l o o d  f l o w  is  a l s o  p o t e n t i a l l y  a v a i l a b l e .

T h e  t e c h n i q u e s  a v a i l a b l e  f o r  m e a s u r i n g  f l o w  u s i n g  a n g i o g r a p h y  a r e  b a s e d  o n  o n e  
o f  t w o  p r i n c i p l e s .  T h e  f i r s t  a p p r o a c h  u s e s  t h e  p r i n c i p l e  t h a t  w h e n  a n  i n d i c a t o r  is  
i n j e c t e d  a t  c o n s t a n t  r a t e  i n t o  a  b l o o d  v e s s e l ,  t h e  d e g r e e  o f  d i l u t i o n  is  p r o p o r t i o n a l  
t o  b l o o d  f l o w ,  a n d  t h e  c o n c e n t r a t i o n  i n  b l o o d  a f t e r  m i x i n g  w i l l  b e  l o w e r  w i t h  h i g h e r  
f l o w  a n d  v i c e  v e r s a ^ ^ .  T h e  m a i n  p r o b l e m  w i t h  t h i s  t e c h n i q u e  is  a c c u r a t e  d e n s i t o -  
m e t r i c  c a l i b r a t i o n .  T h e  s e c o n d  t e c h n i q u e  i n v o l v e s  t h e  m e a s u r e m e n t  o f  t h e  t i m e  
t a k e n  f o r  t h e  p a s s a g e  o f  a  b o l u s  o f  c o n t r a s t  m a t e r i a l  b e t w e e n  t w o  s i t e s  b u t  
u n f o r t u n a t e l y  p r e c i s e  t i m i n g  o f  t h e  p a s s a g e  o f  a  d i s p e r s i n g  b o l u s  is  o f t e n  d i f f i c u l t  t o  
a c h ie v e ^ ^ .  I n  a  n e w  a p p r o a c h  t o  t h i s  p r o b l e m  f l o w  is  d e t e r m i n e d  b y  c o m p u t e r  
a n a l y s i s  o f  c o n t r a s t  c o n c e n t r a t i o n  p r o f i l e s  a s  a  f u n c t i o n  o f  t i m e  a n d  d i s t a n c e  a l o n g  a  
v e s s e l  s e g m e n t ^ ^ ’^®. A n o t h e r  s o l u t i o n  h a s  b e e n  t o  a s s e s s  r e l a t i v e  f l o w  b y  u s i n g  t w o  
i n j e c t i o n s  a n d  m e a s u r i n g  s u p e r i o r  m e s e n t e r i c ,  h e p a t i c  a n d  s p l e n i c  a r t e r i a l  f l o w  
r e l a t i v e  t o  c a r d i a c  o u t p u t ^ ’

T h e  m e a s u r e m e n t  o f  l i v e r  b l o o d  f l o w  b y  a n g i o g r a p h i c  t e c h n i q u e s  h a s  l a r g e l y  
b e e n  l i m i t e d  t o  h e p a t i c  a r t e r i a l  s t u d i e s  b e c a u s e  c a t h e t e r  a c c e s s  t o  t h e  p o r t a l  s y s t e m  
is  n o t  a  r o u t i n e  p r o c e d u r e .  I n d i r e c t  p o r t o g r a p h y ,  w h e r e  c o n t r a s t  is  i n j e c t e d  i n t o  
e i t h e r  t h e  s u p e r i o r  m e s e n t e r i c  a r t e r y  o r  c o e l i a c  a r t e r y  a n d  i m a g e d  a s  i t  p a s s e s  o u t  
i n t o  t h e  p o r t a l  s y s t e m  r e s u l t s  i n  g e n e r a l l y  p o o r  i m a g e s  u n s u i t a b l e  f o r  f l o w  a n a l y s i s .  
F o l l o w i n g  d i r e c t  i n s e r t i o n  o f  a  c a t h e t e r  i n t o  t h e  p o r t a l  s y s t e m ,  S o v a k  et al?^ u s e d  a  
c o m p u t e r  t o  c a l c u l a t e  t h e  d i s p l a c e m e n t  o f  l i p o i d a l  d r o p l e t s  p e r  f r a m e .  T h e  a v e r a g e  
v e l o c i t y  r a n g e d  f r o m  1 5 . 5  t o  2 4 . 4  c m / s e c  i n  6  n o r m a l  p a t i e n t s  a n d  d e c r e a s e d  d u r i n g  
i n s p i r a t i o n .  R e c e n t l y  I w a n a g a  et aO^ u s e d  t h i s  m e t h o d ^ ^  a s  a  “ g o l d  s t a n d a r d ”  t o  t e s t  
t h e  v a l i d i t y  o f  a  D o p p l e r  d u p l e x  s y s t e m  f o r  m e a s u r i n g  p o r t a l  b l o o d  f l o w  i n  1 0  
p a t i e n t s  w i t h  l i v e r  d i s e a s e  a n d  f o u n d  a  s i g n i f i c a n t  c o r r e l a t i o n  ( r  =  0 . 9 7 0 )  b e t w e e n
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t h e  m a x i m u m  p o r t a l  b l o o d  f l o w  v e l o c i t y  b y  d u p l e x  u l t r a s o u n d  a n d  t h e  m e a n  
v e l o c i t y  c a l c u l a t e d  f r o m  c i n e a n g i o g r a p h i c  m e t h o d s .

A l t h o u g h  i t  r e q u i r e s  v a s c u l a r  c a t h e t e r i s a t i o n  X - r a y  a n g i o g r a p h y  is  s t i l l  t h e  
m o d a l i t y  o f  c h o i c e  f o r  c r i t i c a l  m o r p h o l o g i c a l  v a s c u l a r  s t u d i e s .  T h a t  X - r a y  a n g i o g r a 
p h y  h a s  n o t  b e e n  w i d e l y  u s e d  f o r  m e a s u r i n g  b l o o d  f l o w  is  d u e  i n  p a r t ,  w e  b e l i e v e ,  t o  
t h e  u s e  o f  i n a p p r o p r i a t e  a l g o r i t h m s  f o r  p r o c e s s i n g  t h e  i m a g e  d a t a ^ ^ ’^^. T h e  m e t h o d  
d o e s ,  h o w e v e r ,  h a v e  g r e a t  p o t e n t i a l  e s p e c i a l l y  w h e n  c o m b i n e d  w i t h  l o w e r  d o s e  
D i g i t a l  S u b t r a c t i o n  A n g i o g r a p h y  a n d  n e w  l o w  o s m o l a r i t y  n o n - i o n i c  c o n t r a s t  
a g e n ts ^ ^ .  M i n i p u n c t u r e  n e e d l e s  a n d  c a t h e t e r s ^ *  h a v e  l e d  t o  i n c r e a s e d  s a f e t y  o f  t h e  
t e c h n i q u e  a n d  t h e  e q u i p m e n t  a n d  e x p e r t i s e  is  p o t e n t i a l l y  a v a i l a b l e  i n  m a n y  c e n t r e s .

Nuclear magnetic resonance
N u c l e a r  M a g n e t i c  R e s o n a n c e  ( N M R )  i m a g i n g  is  a  n o n i n v a s i v e  i m a g i n g  m o d a l i t y  
t h a t  is  r a p i d l y  g a i n i n g  c l i n i c a l  a c c e p t a n c e ,  a l t h o u g h  w i d e s p r e a d  i n t r o d u c t i o n  h a s  
b e e n  d e l a y e d  b y  e x p e n s e .  F l o w  d e t e c t i o n  w i t h  N M R  s p e c t r o s c o p y  h a s  b e e n  
e x p l o r e d  f o r  m o r e  t h a n  3 0  y e a rs ^ ^ '" ^ ’ . W h e n  N M R  i m a g i n g  w a s  f i r s t  p e r f o r m e d  i n  
t h e  l a t e  1 9 7 0 s  s i g n a l  lo s s  w a s  n o t e d  w i t h i n  a r t e r i e s  a n d  a t t r i b u t e d  t o  h i g h  f l o w  
ra te s "^ ^ . I n  t h e  e a r l y  1 9 8 0 s ,  s e v e r a l  c a u s e s  o f  i n c r e a s e d  s i g n a l  i n t e n s i t y  w e r e  
d e s c r i b e d ,  g e n e r a l l y  a s s o c i a t e d  w i t h  s l o w  f l o w  i n  v e i n s  a n d  d u r a i  s in u s e s " ^ ^ " ^ .  
U n d e r s t a n d i n g  t h e s e  f l o w  p h e n o m e n a  h a s  p r o v i d e d  t h e  b a s is  f o r  t h e  d e v e l o p m e n t  
o f  s p e c i a l i z e d  N M R  i m a g i n g  s e q u e n c e s  i n t e n d e d  t o  q u a n t i t a t e  b l o o d  f l o w  m e a s u r e 
m e n t s .  S e v e r a l  m e t h o d s  h a v e  b e e n  p r o p o s e d  t o  q u a n t i f y  b l o o d  f lo w '^ ^ “ '̂  ̂ b u t  a t  t h i s  
s t a g e  t h e i r  r e l a t i v e  m e r i t s  i n  t e r m s  o f  s p a t i a l  a n d  v e l o c i t y  r e s o l u t i o n  a n d  i m a g e  
a c q u i s i t i o n  t i m e s  h a v e  n o t  b e e n  c o m p l e t e l y  e v a l u a t e d ,  n o r  h a s  l i v e r  b l o o d  f l o w  
m e a s u r e m e n t  b e e n  c o n s i d e r e d  s p e c i f i c a l l y .  W e  s u s p e c t ,  h o w e v e r ,  t h a t  t h i s  w i l l  b e  
a n  a r e a  o f  g r e a t  d e v e l o p m e n t  i n  t h e  f u t u r e .

Dye Dilution Techniques

Plasma disappearance methods
A t t e m p t s  h a v e  b e e n  m a d e  s i n c e  t h e  m i d d l e  o f  t h i s  c e n t u r y  t o  m e a s u r e  l i v e r  b l o o d  
f l o w  b y  d y e  i n f u s i o n  m e t h o d s ^ ^ .  C e r t a i n  o r g a n i c  d y e s  a r e  e x t r a c t e d  b y  t h e  h é p a t o 
c y t e s  a n d  i f  t h e  r a t e  o f  e x t r a c t i o n  is  m e a s u r e d ,  l i v e r  b l o o d  f l o w  c a n  b e  c a l c u l a t e d  
u s i n g  P i c k ’ s P r in c ip le " * ^ .  T h e  l i v e r  p l a s m a  f l o w  ( L P F )  is  d e f i n e d  a s :

LPF =  n/[C3(t)-C,(t)]

w h e r e ,  I T  is  r a t e  o f  r e m o v a l  o f  t h e  d y e  f r o m  t h e  c i r c u l a t i o n  b y  t h e  l i v e r  i n  m g / m i n ,  
Ca(t) a n d  Cv(t) a r e  t h e  d y e  c o n c e n t r a t i o n s  i n  m g / m l  o f  t h e  b l o o d  e n t e r i n g  a n d  
l e a v i n g  t h e  l i v e r  r e s p e c t i v e l y ,  l e a d i n g  t o  L P F  m e a s u r e d  i n  m l / m i n .  L P F  c a n  b e  
c o n v e r t e d  i n t o  l i v e r  b l o o d  f l o w  i f  t h e  v a l u e  f o r  t h e  h a e m a t o c r i t  is  k n o w n .

T h e  f i r s t  d y e  u s e d  w a s  b r o m s u l p h a l e i n ^ ^  b u t  i n d o c y a n i n e  g r e e n  is  n o w  u s e d  m o r e  
c o m m o n l y  a s  i t  is  m o r e  s p e c i f i c a l l y  e x t r a c t e d  b y  t h e  l i v e r ^ \  T h e  f i r s t  m e a s u r e m e n t s  
m a d e  u s i n g  t h i s  s u b s t a n c e  e m p l o y e d  t h e  c o n s t a n t  i n f u s i o n  m e t h o d  b u t  C a e s a r  et 
al.^̂  h a v e  s h o w n  t h a t  a n a l y s i s  o f  p l a s m a  d i s a p p e a r a n c e  c u r v e s  a f t e r  a  b o l u s  i n j e c t i o n  
g i v e s  n e a r l y  i d e n t i c a l  r e s u l t s .  H e p a t i c  e x t r a c t i o n  is  u s u a l l y  m e a s u r e d  b y  h e p a t i c  
v e i n  s a m p l i n g ,  h o w e v e r ,  a  m e t h o d  r e q u i r i n g  o n l y  p e r i p h e r a l  v e i n  s a m p l i n g  a n d
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U t i l i s i n g  p h a r m a c o k i n e t i c  m o d e l l i n g  h a s  b e e n  d e s c r i b e d  a n d  v a l i d a t e d  i n  n o r m a l  
s u b je c t s ^ ^ .  T h i s  m e t h o d  h a s ,  h o w e v e r ,  b e e n  c r i t i c i s e d  w h e n  a p p l i e d  t o  p a t i e n t s  a f t e r  
l i v e r  t r a n s p l a n t a t i o n ^ ^  a n d  i t  m a y  b e  u n r e l i a b l e  i n  p a t i e n t s  w i t h  l i v e r  d is e a s e ^ " ^ .

P i r t t i a h o  et al.^  ̂ e s t i m a t e d  l i v e r  b l o o d  f l o w  b y  f a s t  i n t r a v e n o u s  i n j e c t i o n  o f  
i n d o c y a n i n e  g r e e n  ( 0 , 5  m g / k g  b o d y  w e i g h t ) .  T h e y  f o u n d  t h a t  t h e  l i v e r  b l o o d  f l o w  i n  
5  n o r m a l  p a t i e n t s  w a s  1 2 5 8  ± 1 1 9  m l / m i n  a n d  t h a t  t h e r e  w a s  a  c l o s e  c o r r e l a t i o n  
( r  =  0 . 8 8 )  w i t h  d y n a m i c  ^ " T c - s u l p h u r  c o l l o i d  i m a g i n g  b u t  n o t  w i t h  v a l u e s  o b t a i n e d  
u s i n g  t h e  ^ ^ ^ X e  c l e a r a n c e  t e c h n i q u e .

T h e  a d v a n t a g e  o f  d y e  c l e a r a n c e  t e c h n i q u e s  is  t h a t  t h e y  a r e  r e l a t i v e l y  s i m p l e .  
I n a c c u r a c i e s  a r i s e ,  h o w e v e r ,  w h e n  e x t r a h e p a t i c  r e m o v a l  o f  t h e  d y e  o c c u r s ^ ®  o r  
w h e n  i t  i s  u s e d  i n  p a t i e n t s  w i t h  l i v e r  d i s e a s e  . T h e s e  i n a c c u r a c i e s ,  c o m b i n e d  w i t h  
t h e  d e v e l o p m e n t  o f  o t h e r ,  m o r e  a c c u r a t e  m e t h o d s ,  f o r  m e a s u r i n g  l i v e r  b l o o d  f l o w ,  
h a v e  r e s u l t e d  i n  d y e  c l e a r a n c e  m e t h o d s  b e i n g  u s e d  le s s  c o m m o n l y .  F o r  m a n y  y e a r s ,  
h o w e v e r ,  t h e y  w e r e  t h e  b e s t  t e c h n i q u e  a v a i l a b l e  a n d  m u c h  p i o n e e r i n g  w o r k  w a s  
d o n e  u s i n g  t h e m .

Radioisotopic methods
T h e  c o n c e p t  o f  u s i n g  r a d i o a c t i v e  t r a c e r s  t o  h e l p  i n  t h e  a s s e s s m e n t  o f  l i v e r  b l o o d  
f l o w  a n d  p e r f u s i o n  is  a t t r a c t i v e .  T h r e e  b a s i c  g r o u p s  o f  t e c h n i q u e s  h a v e  b e e n  
d e s c r i b e d .

A. Dijfusible Gas Tracers

K e t y ^ ^  i n t r o d u c e d  t h e  p r i n c i p l e  o f  “ l o c a l  t i s s u e  c l e a r a n c e ”  o r  “ w a s h o u t ”  o f  r a p i d l y  
d i f f u s i n g  i s o t o p e s  a s  a  w a y  o f  m e a s u r i n g  b l o o d  f l o w .  I n i t i a l l y  s m a l l  a m o u n t  o f  
r a d i o a c t i v e  ^'‘N a  w a s  u s e d  b u t  l a t e r  i n e r t  a n d  l i p i d - s o l u b l e  g a s e s  s u c h  a s  ^ ^ K r  a n d  
i 3 3 x e 5 7  f o u n d  t o  b e  m o r e  v a l u a b l e  w i t h  t h e  c e l l u l a r  m e m b r a n e  n o t  c o n s t i t u t i n g  
a  b a r r i e r  t o  d i f f u s i o n ^ ^

F o l l o w i n g  i n j e c t i o n  o f  a n  a r t e r i a l  o r  p o r t a l  v e n o u s  b o l u s  o f  g a s  d i s s o l v e d  i n  s a l i n e  
t h e  e l i m i n a t i o n  o f  t h e s e  e l e m e n t s  is  i n  m o s t  s i t u a t i o n s  o n l y  l i m i t e d  b y  t h e  r a t e  o f  
c a p i l l a r y  b l o o d  f l o w .  S u c h  a n  i s o t o p e  w i l l  b e  e l i m i n a t e d  i n  t h e  f o r m  o f  a  m o n o e x p o 
n e n t i a l  f u n c t i o n  ( g i v i n g  a  s t r a i g h t  l i n e  w h e n  p l o t t e d  o n  a  l o g a r i t h m i c  s c a l e )  i f  t h e  
t i s s u e  is  u n i f o r m l y  p e r f u s e d .  E x t e r n a l l y  p l a c e d  s c i n t i l l a t i o n  d e t e c t o r s  a r e  u s e d  t o  
r e c o r d  t h e  c l e a r a n c e  c u r v e .  F i c k ’ s p r i n c i p l e  is  t h e n  u s e d  i n  t h e  a n a l y s i s  o f  t h e  d a t a  
a n d  f r o m  a  s e r i e s  o f  w a s h o u t  c u r v e s  l i v e r  b l o o d  f l o w  c a n  b e  c a l c u l a t e d .

B. Radio-labelled Colloids

I n  t h i s  t e c h n i q u e  c o l l o i d - b o u n d  r a d i o n u c l i d e s  a r e  a d m i n i s t e r e d  i n t r a v e n o u s l y  a n d  
t h e  r a t e  c o n s t a n t  o f  l i v e r  u p t a k e  is  m e a s u r e d  e i t h e r  b y  m u l t i p l e  b l o o d  s a m p l i n g  o r  
e x t e r n a l  s c i n t i l l a t i o n  c o u n t i n g .  T h e  F i c k  p r i n c i p l e  is  t h e n  a p p l i e d  t o  c a l c u l a t e  b l o o d  
f l o w ,  w i t h  t h e  a s s u m p t i o n  t h a t  e x t r a c t i o n  e f f i c i e n c y  is  1 0 0 % .

V a r i o u s  c o l l o i d s  h a v e  b e e n  u s e d  w i t h  d i f f e r e n t  r a d i o n u c l i d e s .  T h e  f i r s t  w o r k  w a s  
w i t h  l a b e l l e d  c h r o m i c  p h o s p h a t e  w h i c h  is  a  p u r e  ^ - p a r t i c l e  e m i t t e r  a n d  c a n n o t  
b e  d e t e c t e d  b y  e x t e r n a l  c o u n t i n g ^ ^ ^ .  I t  d o e s ,  h o w e v e r ,  h a v e  a  r e l a t i v e l y  h i g h  
e x t r a c t i o n  e f f i c i e n c y  a t  9 5 % .  C o l l o i d a l  ’ ^ * A u  h a s  b e e n  u s e d  f o r  e x t e r n a l  c o u n t in g ^ ^ ’^  ̂
b u t  h a s  a  l o w e r  e x t r a c t i o n  e f f i c i e n c y  ( 8 0 %  o r  l e s s ) .  N o w  ^ " ’T c - l a b e l l e d  s u l p h u r  
c o l l o i d  is  m o s t  f r e q u e n t l y  u s e d  a s  i t  h a s  a  h i g h  e x t r a c t i o n  e f f i c i e n c y  a n d  c a n  b e  
c o u n t e d  e x t e r n a l l y .  D y n a m i c  i m a g e s  a r e  a c q u i r e d  v i a  a  g a m m a  c a m e r a  a n d  a n  o n 
l i n e  c o m p u t e r  s y s t e m  a n d  t h e  a s s u m p t i o n  is  m a d e  t h a t  t h e  l i v e r  a n d  s p l e e n  h a v e  a n
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e q u a l  e x t r a c t i o n  e f f i c i e n c y  f o r  c o l l o i d a l  p a r t i c l e s ^ ^  a n d  t h a t  t h i s  is  c l o s e  t o  1 0 0 % ,  
U n f o r t u n a t e l y ,  a l t h o u g h  t h e s e  a s s u m p t i o n s  a r e  p r o b a b l y  v a l i d  i n  n o r m a l  s u b j e c t s ,  
t h e y  m a y  n o t  b e  t r u e  i n  p a t i e n t s  w i t h  l i v e r  d i s e a s e ^ .  A n a l y s i s  o f  t h e  t i m e  v a r i a t i o n  
i n  l i v e r  a c t i v i t y  i s  p e r f o r m e d  f o l l o w i n g  b o l u s  i n t r a v e n o u s  i n j e c t i o n .  T h e  a r t e r i a l  a n d  
p o r t a l  c o m p o n e n t s  a r e  s e p a r a t e d  b y  t h e i r  t i m e s  o f  a r r i v a l  a t  t h e  l i v e r .  S e v e r a l  
d i f f e r e n t  m e t h o d s  h a v e  b e e n  d e s c r i b e d  t o  e s t i m a t e  f r a c t i o n a l  h e p a t i c  a r t e r i a l  f l o w  
u s i n g  h e p a t i c  a r t e r y ,  p o r t a l  v e i n ,  a n d  r e f e r e n c e  o r g a n  t i m e  a c t i v i t y  c u r v e s ^ ^ ^ ^ .

C .  Hepatosplenic Radionuclide Angiography

T h i s  t e c h n i q u e  is  b a s e d  o n  t h e  u s e  o f  ^ " " T c - p e r t e c h n e t a t e  w h i c h  is  n o t  e x t r a c t e d  b y  
t h e  l i v e r .  A  b o l u s  i n j e c t i o n  is  g i v e n  i n t r a v e n o u s l y  a n d  d y n a m i c  i m a g e s  a r e  a c q u i r e d  
d u r i n g  i t s  f i r s t  p a s s  p h a s e ^ * .  T h e  o r i g i n a l  t e c h n i q u e ^ ’  h a s  b e e n  m o d i f l e d ^ ^  a n d  is  n o w  
r e p o r t e d  t o  b e  m o r e  r e p r o d u c i b l e ^ ® .  S a r p e r  et al.^  ̂ g e n e r a t e d  f i r s t - p a s s  r a d i o a c t i v i t y  
v e r s u s  t i m e  c u r v e s  b y  f o l l o w i n g  a  r a p i d  i n t r a v e n o u s  i n j e c t i o n  o f  7 4 0  M B q  o f  
^ ' " T c - p e r t e c h n e t a t e .  F o r  a n a l y s i s ,  t w o  t i m e  p o i n t s  w e r e  i d e n t i f i e d :  t h e  a r r i v a l  t i m e  
o f  a c t i v i t y  i n  t h e  l i v e r ,  to ,  a n d  t h e  t i m e  o f  m a x i m u m  a c t i v i t y  o f  t h e  a b d o m i n a l  
o r g a n s ,  t^ . T h e  f o r m e r  w a s  e s t i m a t e d  f r o m  t h e  l i v e r  t i m e - a c t i v i t y  c u r v e ;  t h e  l a t t e r  
f r o m  t h e  k i d n e y  t i m e - a c t i v i t y  c u r v e  a n d  t h e  a c c u r a c y  o f  t h e  m e t h o d  d e p e n d s  o n  
t h e r e  b e i n g  n o r m a l  p e r f u s i o n  o f  t h e  k i d n e y s  w h i c h  a c t  a s  a  r e f e r e n c e  o r g a n .  T h e  
g r a d i e n t s  o f  t h e  l i v e r  c u r v e  f r o m  ^  +  7  s e c o n d s  a n d  f r o m  tc  t o  t^  +  7  s e c o n d s ,  
c a l c u l a t e d  b y  l i n e a r  l e a s t - s q u a r e s  r e g r e s s i o n  a n a l y s i s ,  a r e  G o  a n d  G ^  r e s p e c t i v e l y .  A  
h e p a t i c  p e r f u s i o n  i n d e x  ( H P I )  is  t h e n  d e f i n e d  a s :

HPI = Gc/(Go + Gc).

T h i s  m e t h o d  w a s  a p p l i e d  t o  7  n o r m a l  v o l u n t e e r s  a n d  5 7  p a t i e n t s  w i t h  b i o p s y  p r o v e n  
c i r r h o s i s .  T h e  H P I  w a s  6 6  ± 7 %  f o r  t h e  n o r m a l s  a n d  r a n g e d  f r o m  8 - 5 9  f o r  p a t i e n t s  
w i t h  l i v e r  c i r r h o s is ^ ® .

Advantages and limitations o f radioisotope methods
T h e  u s e  o f  r a d i o - l a b e l l e d  d i f f u s i b l e  g a s  t r a c e r s  h a s  g a i n e d  a c c e p t a n c e  a n d  p o p u l a r 
i t y  f o r  m e a s u r i n g  c e r e b r a l  b l o o d  f l o w ,  w h e r e  a n  i n h a l a t i o n  t e c h n i q u e  c a n  b e  u s e d  
s u c c e s s f u l l y .  U n f o r t u n a t e l y  t h e  t e c h n i q u e  is  n o t  a s  a c c u r a t e  f o r  m e a s u r i n g  l i v e r  
b l o o d  f l o w  a n d  t h e  w a s h o u t  c u r v e s  a r e  f r e q u e n t l y  n o t  m o n o e x p o n e n t i a F ’ , p e r h a p s  
d u e  t o  r e c i r c u l a t i o n  o f  t h e  t r a c e r ,  t h e  f a c t  t h a t  l i v e r  t i s s u e  m a y  n o t  b e  h o m o g e 
n o u s l y  p e r f u s e d  o r  b e c a u s e  t h e r e  is  i n c o m p l e t e  c l e a r a n c e  o f  t r a c e r  d u r i n g  i t s  f i r s t  
p a s s a g e ^ ^ .  I n  a d d i t i o n ,  t h e  n e e d  t o  c a t h e t e r i s e  e i t h e r  t h e  h e p a t i c  p o r t a l  o r  a r t e r i a l  
s y s t e m  is  a  m a j o r  d i s a d v a n t a g e  a n d  o n e  o f  t h e  r e a s o n s  w h y  t h e  t e c h n i q u e  h a s  f a i l e d  
t o  g a i n  w i d e s p r e d  p o p u l a r i t y  i n  h e p a t i c  s t u d i e s .

C o l l o i d  b o u n d  t r a c e r s  a n d  r a d i o n u c l i d e  a n g i o g r a p h y  c a n  n o t  p r o v i d e  a b s o l u t e  
v a l u e s  f o r  f l o w  b u t  t h e y  c a n  p r o v i d e  v a l u a b l e  i n f o r m a t i o n  a b o u t  t h e  r e l a t i v e  
c o n t r i b u t i o n  o f  t h e  h e p a t i c  a r t e r i a l  a n d  p o r t a l  s y s t e m s .  S u c h  a n  i n d e x  m a y  b e  o f  
m o r e  i n t e r e s t  t h a n  a b s o l u t e  f l o w  v a l u e s  i n  c e r t a i n  d i s e a s e  s t a t e s  s u c h  a s  c i r r h o s i s .  
H o w e v e r ,  t h e  b a c k g r o u n d  s c a t t e r  o f  t r a c e r  a n d  t h e  a f f i n i t y  t o  f a t  w h i c h  m a n y  
t r a c e r s  h a v e ,  m a k e s  t h e  m e a s u r e m e n t s  d i f f i c u l t  t o  e v a l u a t e .  C o l l o i d s  a l s o  h a v e  a  
r a n g e  o f  p a r t i c l e  s i z e s  a n d  h e n c e  a  r a n g e  o f  v a l u e s  o f  e x t r a c t i o n  e f f i c i e n c y .
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Radioactive Microspheres

I f  a  b o l u s  o f  t r a c e r  is  w e l l  m i x e d  i n  t h e  a f f e r e n t  b l o o d  s u p p l y i n g  a n  o r g a n ,  t h e n  i t  
w i l l  b e  d i s t r i b u t e d  t o  d i f f e r e n t  p a r t s  o f  t h e  o r g a n  i n  e x a c t l y  t h e  s a m e  w a y  a s  t h e  
b l o o d  w h i c h  is  t r a n s p o r t i n g  i t .  T h i s  is  c a l l e d  t h e  i n d i c a t o r  f r a c t i o n a t i o n  p r i n c i p l e .  
T h i s  p r i n c i p l e  h a s  b e e n  u s e d  t o  q u a n t i f y  r e g i o n a l  b l o o d  f l o w  d i s t r i b u t i o n  u s i n g  
r a d i o - l a b e l l e d  p a r t i c l e s ,  d i f f u s i b l e  i n d i c a t o r s  a n d  a u t o r a d io g r a p h y ^ ^ '^ '^ .  
M i c r o s p h e r e s  a r e  c h o s e n  t o  b e  o f  a  s i z e  ( 1 0  -  1 5 / < m )  w h i c h  w i l l  j u s t  l o d g e  i n  t h e  
c a p i l l a r y  c i r c u l a t i o n .  T h e  i n j e c t i o n  c a n  b e  g i v e n  s o m e  t i m e  b e f o r e  l o c a l  d i s t r i b u t i o n  
o f  t h e  t r a p p e d  s p h e r e s  is  m e a s u r e d ,  a  p r o c e d u r e  u s u a l l y  c a r r i e d  o u t  p o s t - m o r t e m  b y  
t a k i n g  b i o p s i e s  o f  t h e  t i s s u e  b e i n g  s t u d i e d  a n d  m e a s u r i n g  r a d i o a c t i v i t y  i n  a  w e l l  
c o u n t e r .

U s i n g  t h i s  t e c h n i q u e  G r e e n w a y  et aV^ s t u d i e d  t h e  r e g i o n a l  d i s t r i b u t i o n  o f  p o r t a l  
a n d  h e p a t i c  b l o o d  f l o w  i n  t h e  l i v e r  b y  i n j e c t i n g  '"‘C  a m d  ^ ^ C r - m i c r o s p h e r e s  i n t o  t h e  
p o r t a l  v e i n  a n d  h e p a t i c  a r t e r y  o f  1 2  c a t s  a n d  1 5  d o g s .  T h e y  f o u n d  t h e  l i v e r  
h o m o g e n e o u s l y  p e r f u s e d  f r o m  b o t h  s y s t e m s  i n  c o n t r a s t  t o  o t h e r  w o r k  u s i n g  
d i f f e r e n t  t e c h n iq u e s ^ ^ ^ ^ .  T h e  t e c h n i q u e  h a s  a l s o  b e e n  u s e d  t o  s t u d y  t h e  v a s c u l a r i t y  
o f  e x p e r i m e n t a l  l i v e r  t u m o u r s  a n d  i n  p a r t i c u l a r  t h e  r e l a t i v e  r o l e  o f  p o r t a l  a n d  
a r t e r i a l  b l o o d  s u p p l y  t o  t h e s e  t u m o u r s ^ ®  ®^

T h e  m i c r o s p h e r e  m e t h o d  is  u s e f u l  f o r  p r o v i d i n g  v a l u e s  o f  b l o o d  f l o w  i n  a n i m a l  
s t u d i e s  w h e r e  s a c r i f i c e  o f  t h e  a n i m a l  o c c u r s .  I m p a c t i o n  o f  m i c r o s p h e r e s  m u s t ,  
h o w e v e r ,  a f f e c t  l o c a l  f l o w  a n d  w i t h  m u l t i p l e  i n j e c t i o n s  b e f o r e  s a c r i f i c e  t h i s  m a y  
b e c o m e  a  s i g n i f i c a n t  s o u r c e  o f  a r t e f a c t .  T o  m i n i m i z e  t h i s  p r o b l e m ,  i n j e c t i o n  
q u a n t i t i e s  a r e  m a d e  a s  s m a l l  a s  p o s s i b l e ,  b u t  t h i s  m i l i t a t e s  a g a i n s t  a c c u r a t e  
m e a s u r e m e n t  o f  r e g i o n a l  f l o w ,  e s p e c i a l l y  i n  r e g i o n s  w i t h  l o w  v o l u m e  f l o w .  I t s  m a j o r  
d i s a d v a n t a g e  i s ,  h o w e v e r ,  t h a t  i t  c a n n o t  b e  u s e d  c l i n i c a l l y .

Heat Exchange Methods

T h e  c o n c e p t  o f  m e a s u r i n g  t i s s u e  b l o o d  f l o w  u s i n g  h e a t  c l e a r a n c e  t e c h n i q u e s  w a s  
f i r s t  s u g g e s t e d  b y  G ib b s ® ^ .  T h i s  m e t h o d  r e q u i r e s  a  h e a t e d  t h e r m o c o u p l e ,  m a i n 
t a i n e d  a t  a  c e r t a i n  t e m p e r a t u r e  ( 2 - 4 ° C )  a b o v e  t h a t  o f  t h e  s u r r o u n d i n g  t i s s u e ,  t o  b e  
e i t h e r  p l a c e d  o n t o  t h e  l i v e r  s u r f a c e  o r  i n s e r t e d  i n t o  t h e  l i v e r  t i s s u e .  T h e  t e m p e r a 
t u r e  o f  t h e  n e e d l e  is  d e p e n d e n t  o n  l o c a l  b l o o d  f l o w  -  i n c r e a s e d  p e r f u s i o n  t e n d s  t o  
c o o l  t h e  n e e d l e ,  w h e r e a s  r e d u c e d  p e r f u s i o n  a l l o w s  i t  t o  h e a t  u p .  M e a s u r e m e n t  o f  
t h e  e n e r g y  r e q u i r e d  t o  m a i n t a i n  t h e  t e m p e r a t u r e  i n c r e m e n t  c o n s t a n t  t h e r e f o r e  c a n  
b e  r e g a r d e d  a s  g i v i n g  a n  i n d i r e c t  m e a s u r e m e n t  o f  f lo w ® ^ '* ^  H o w e v e r ,  v a l u e s  w i l l  
d e p e n d  o n  t h e  e x a c t  p o s i t i o n  o f  t h e  p r o b e  a n d  t h e  m e t a b o l i c  s t a t e  o f  t h e  l i v e r ^ ^ .  T h e  
m e t h o d  i s ,  t h e r e f o r e ,  o n l y  a  s e m i q u a n t i t a t i v e  a p p r o a c h  t o  f l o w  a n d  b e c a u s e  o f  i t s  
i n v a s i v e n e s s  h a s  n o t  y e t  f o u n d  w i d e s p r e a d  f a v o u r  f o r  l i v e r  s t u d i e s .

Hydrogen Electrode

T h i s  m e t h o d  w a s  i n t r o d u c e d  b y  A u c k l a n d  a n d  B o w e r ^ ^  a n d  f u r t h e r  d e v e l o p e d  b y  
F i e s c h i  et al.^'^^ a n d  b y  B o z z a o  et a i'^ .  M o l e c u l a r  h y d r o g e n  is  a d m i n i s t e r e d  w i t h  t h e  
r e s p i r a t i o n  g a s  u n t i l  t h e  t i s s u e  r e a c h e s  s a t u r a t i o n .  T h e  h y d r o g e n  s u p p l y  is  t h e n  
t u r n e d  o f f  a n d  i t s  c l e a r a n c e  r a t e  is  d e t e r m i n e d  p o l a r o g r a p h i c a l l y  t h r o u g h  p l a t i n u m
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e l e c t r o d e s  p l a c e d  o n ,  o r  i n t o ,  t h e  l i v e r .  A  c u r r e n t  is  g e n e r a t e d  a t  t h e  e l e c t r o d e  
s u r f a c e  b y  o x i d a t i o n  o f  m o l e c u l a r  h y d r o g e n  t o  h y d r o g e n  i o n s .  T h i s  c u r r e n t  d e c l i n e s  
a s  h y d r o g e n  is  r e m o v e d  a n d  t h e  s t e e p n e s s  o f  t h e  c l e a r a n c e  c u r v e  c o r r e l a t e s  d i r e c t l y  
w i t h  t h e  m a g n i t u d e  o f  t h e  t o t a l  l i v e r  b l o o d  f l o w  a n d  r e f l e c t s  p e r f u s i o n  w i t h i n  a  
r a d i u s  o f  a p p r o x i m a t e l y  5  m m  o f  t h e  e l e c t r o d e .  T h e  c a l c u l a t i o n  o f  t i s s u e  b l o o d  f l o w  
f r o m  h y d r o g e n  c l e a r a n c e  c u r v e s  is  b a s e d  o n  t h e  t h e o r y  d e v e l o p e d  b y  K e t y , ^ ’ a n d  
t h e  m e t h o d  h a s  b e e n  r e v i e w e d  a n d  s i m p l i f i e d  b y  Y o u n g ^ ^ .

G o u m a  et alJ^, u s i n g  a  h y d r o g e n  e l e c t r o d e  a p p l i e d  t o  t h e  s u r f a c e  o f  p o r c i n e  l i v e r ,  
f o u n d  t h a t  c a l c u l a t e d  l i v e r  b l o o d  f l o w  m e a s u r e m e n t s  u s i n g  t h i s  m e t h o d  g a v e  m u c h  
l o w e r  v a l u e s  t h a n  t h o s e  o b t a i n e d  u s i n g  t h e  i n d o c y a n i n e  g r e e n  c l e a r a n c e  m e t h o d  
a n d  i n  a d d i t i o n  f l o w  f e l l  b y  o v e r  9 0 %  i f  t h e  h e p a t i c  a r t e r y  w a s  l i g a t e d .  T h e y  
c o n c l u d e d  f r o m  t h e s e  e x p e r i m e n t s  t h a t  t h e  s u r f a c e  o f  t h e  l i v e r  is  m a i n l y  s u p p l i e d  
f r o m  t h e  a r t e r i a l  s y s t e m .  N i s h i w a k i  et al.^  ̂ u s e d  t h e  h y d r o g e n  c l e a r a n c e  m e t h o d  a n d  
t r a n s i t - t i m e  u l t r a s o n i c  b l o o d  f l o w m e t r y  t o  i n v e s t i g a t e  b l o o d  f l o w  a f t e r  l i v e r  t r a n s 
p l a n t a t i o n  i n  4 0  m o n g r e l  d o g s  a n d  f o u n d  r e d u c t i o n s  i n  b o t h  h e p a t i c  a r t e r i a l  a n d  
p o r t a l  v e n o u s  f l o w  a f t e r  t r a n s p l a n t a t i o n .

T h e  a d v a n t a g e s  o f  t h i s  m e t h o d  a r e  t h a t  i t  c a n  p r o v i d e  u n l i m i t e d  m e a s u r e m e n t s  o f  
l i v e r  b l o o d  f l o w  w i t h o u t  s i g n i f i c a n t  a l t e r a t i o n  i n  p h y s i o l o g i c a l  v a r i a b l e s .  T h e r e  is  n o  
e v i d e n c e  t h a t  t h e  a d m i n i s t r a t i o n  o f  t h e  h y d r o g e n  i t s e l f  s i g n i f i c a n t l y  a l t e r s  f l o w .  
D e s p i t e  t h i s ,  m o s t  i n v e s t i g a t o r s  h a v e  n o t  u s e d  t h e  t e c h n i q u e ,  m a i n l y  d u e  t o  c o n c e r n  
o v e r  t h e  i n f l a m m a b i l i t y  a n d  e x p l o s i v e n e s s  o f  p u r e  h y d r o g e n  g a s .  I n  a d d i t i o n  t h e  
m e t h o d  is  n o t  c o n t i n u o u s ,  c a n n o t  h a n d l e  r a p i t  c h a n g e s  o f  f l o w  a n d  m a y  r e f l e c t  
a r t e r i a l  r a t h e r  t h a n  v e n o u s  in f lo w ^ ^ .  I t  m a y  a l s o  b e  i n a c c u r a t e  i f  t h e  l i v e r  is  n o t  
h o m o g e n o u s l y  p e r f u s e d .

Oxygen Electrode

A n  o x y g e n  e l e c t r o d e  c o n s i s t s  o f  a  n o b l e  m e t a l  c a t h o d e  m a i n t a i n e d  a t  a  n e g a t i v e  
p o t e n t i a l  w i t h  r e s p e c t  t o  a  r e f e r e n c e  e l e c t r o d e .  I t  is  p l a c e d  o n  t h e  s u r f a c e  o f  t h e  
o r g a n  t o  b e  s t u d i e d  a n d  o x y g e n  d i f f u s i n g  f r o m  t h e  t i s s u e  t o  t h e  c a t h o d e  s u r f a c e  is  
r e d u c e d  w h e n  t h e  p o t e n t i a l  is  a p p l i e d ,  g i v i n g  r i s e  t o  a  c u r r e n t^ " ^ .  A  n a k e d  e l e c t r o d e  
is  s u b j e c t  t o  “ p o i s o n i n g ”  b y  e l e c t r o p h o r e t i c  d e p o s i t i o n  o f  t i s s u e  p r o t e i n  o n  i t s  
s u r f a c e  b u t  t h i s  c a n  b e  p r e v e n t e d  b y  c o v e r i n g  t h e  e l e c t r o d e  w i t h  a  g a s - p e r m e a b l e  
m e m b r a n e ^ ^ .  W h e n  t h e  o x y g e n  c o n s u m p t i o n  o f  t h e  e l e c t r o d e  is  l o w ,  t i s s u e  o x y g e n  
is  n o t  d i s t u r b e d  a n d  s o  a  d i r e c t  m e a s u r e m e n t  o f  t h e  p a r t i a l  p r e s s u r e  ( p O z )  is  
o b t a i n e d ^ ^ .  H o w e v e r ,  i f  t h e  o x y g e n  c o n s u m p t i o n  o f  t h e  e l e c t r o d e  is  h i g h  t h e  
e l e c t r o d e  w i l l  m e a s u r e  t h e  r a t e  o f  s u p p l y  o f  o x y g e n  t o  t h e  t i s s u e  a n d  t h i s  is  
d e p e n d e n t  o n  l o c a l  b l o o d  f lo w ^ ^ ’^*.

J i  et al.^  a p p l i e d  a  m i c r o n e e d l e  e l e c t r o d e  t o  r a t  l i v e r  a n d  f o u n d  t h a t  t i s s u e  p O z  
v a l u e s  w e r e  d i f f e r e n t  a t  p e r i p o r t a l  a n d  p e r i h e p a t i c  s i t e s .  K r a m  a n d  S h o e m a k e r ^ ^  
a p p l i e d  a  “ m i n i a t u r e ”  o x y g e n  e l e c t r o d e  i n  a  s i n g l e  i l l u s t r a t i v e  c a s e  t o  h u m a n  
c i r r h o t i c  l i v e r  t o  m e a s u r e  t i s s u e  p 0 2  a n d  t h e i r  i n s t r u m e n t  r e s p o n d e d  t o  b o t h  
c h a n g e s  i n  l o c a l  o r g a n  b l o o d  f l o w  a n d  a r t e r i a l  p 0 2 .  I n  t h e s e  t w o  s t u d i e s  e l e c t r o d e  
r e a d i n g s  w e r e  n o t  r e l a t e d  t o  p o r t a l  v e n o u s  f l o w .  W e  c o m p a r e d  r e a d i n g s  f r o m  a  
m e m b r a n e  c o v e r e d  ( C l a r k  t y p e )  f l o w  d e p e n d e n t  o x y g e n  e l e c t r o d e  a p p l i e d  t o  t h e  
s u r f a c e  o f  r a b b i t  l i v e r ,  w i t h  t h o s e  f r o m  a n  e l e c t r o m a g n e t i c  f l o w m e t e r  o n  t h e  p o r t a l  
v e i n .  W e  f o u n d  t h a t  u n d e r  o p e r a t i v e  c o n d i t i o n s ,  c h a n g e s  i n  o x y g e n  e l e c t r o d e
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r e a d i n g s  c o r r e l a t e d  w e l l  w i t h  p o r t a l  b l o o d  f l o w  a s  m e a s u r e d  b y  a n  e l e c t r o m a g n e t i c  
f l o w m e t e r  o v e r  a  r a n g e  o f  f l o w  r a t e s ’ ®’ .

T h i s  t e c h n i q u e  c a n  g i v e  a  c o n t i n u o u s  a n d  i n s t a n t a n e o u s  m e a s u r e m e n t  o f  p o r t a l  
v e n o u s  i n f l o w  w h e n  h e p a t i c  a r t e r i a l  i n f l o w  is  u n d i s t u r b e d .  H o w e v e r ,  i t  is  i n v a s i v e  a s  
t h e  e l e c t r o d e  m u s t  b e  a p p l i e d  d i r e c t l y  o n t o  t h e  l i v e r  s u r f a c e .  I n  a d d i t i o n  i t  o n l y  
g i v e s  a  m e a s u r e  o f  f l o w  i n  t h e  t i s s u e  i m m e d i a t e l y  b e l o w  t h e  e l e c t r o d e  a n d  n o  
a b s o l u t e  v a l u e  f o r  f l o w  c a n  b e  c a l c u l a t e d .  P o t e n t i a l l y ,  h o w e v e r ,  i t  c a n  b e  u s e d  o n  
h u m a n  l i v e r  e i t h e r  a t  l a p a r o t o m y  o r  l a p a r o s c o p y .

Laser Doppler

L a s e r  D o p p l e r  is  a  r e l a t i v e l y  n e w  t e c h n i q u e  ( 1 9 7 2 ) ’ ®  ̂ f o r  m e a s u r i n g  l o c a l  b l o o d  
f l o w .  T h e  d e v i c e  c o n s i s t s  o f  a  h e l i u m - n e o n  l a s e r  a n d  a n  o p t i c  f i b r e  w h i c h  t r a n s m i t s  
t h i s  l i g h t  t o  t h e  s u r f a c e  o f  t h e  t i s s u e  t o  b e  s t u d i e d .  L i g h t  t h a t  is  s c a t t e r e d  b y  r e d  
b l o o d  c e l l s  u n d e r g o e s  a  f r e q u e n c y  s h i f t  a n d  a  p o r t i o n  o f  t h i s  s p e c t r a l l y - b r o a d e n e d  
l i g h t  is  t r a n s m i t t e d  b a c k  b y  a  f i b r e  l i g h t - g u i d e  t o  t w o  p h o t o d e t e c t o r s .  T h i s  s i g n a l  is  
a n a l y z e d  a n d  t h e  r e l a t i v e  p o r t i o n  o f  f i g h t  w h i c h  h a s  u n d e r g o n e  D o p p l e r  s h i f t  is  
p r o p o r t i o n a l  t o  v e l o c i t y  o f  b l o o d  f l o w .  T h e  m i c r o v a s c u l a r  b e d  c o n s is t s  o f  a n  
i n t r i c a t e  n e t w o r k  o f  s m a l l  b l o o d  v e s s e ls  a n d  h e n c e  t h e  a n g l e  b e t w e e n  t h e  r e d  c e l l  
v e l o c i t y  v e c t o r s  a n d  t h e  b e a m  p r o p a g a t i o n  v e c t o r s  o f  t h e  s c a t t e r e d  f i g h t  c a n  b e  
r e g a r d e d  a s  r a n d o m ’ ®^

T h i s  t e c h n i q u e  g i v e s  a  c o n t i n u o u s  m e a s u r e  o f  r e d  c e l l  m o t i o n  i n  t h e  o u t e r m o s t  
l a y e r  o f  t h e  t i s s u e  u n d e r  s t u d y  w i t h  l i t t l e  o r  n o  i n f l u e n c e  o n  b l o o d  f l o w .  T h e  d e p t h  
t o  w h i c h  t h e  b e a m  p e n e t r a t e s  v a r i e s  w i t h  t h e  t i s s u e  b e i n g  s t u d i e d ’ ®̂  ’ ®^'^^ a n d  f l o w  is  
l i k e l y  t o  b e  m e a s u r e d  i n  a  v o l u m e  o f  a p p r o x i m a t e l y  0 . 6 - 1 . 3  m m ^  w h e n  t h e  p r o b e  is  
a p p l i e d  t o  t h e  f i v e r  s u r f a c e .

L a s e r  D o p p l e r  h a s  b e e n  s t u d i e d  in vitro  b y  m e a s u r e m e n t  o f  l i q u i d  f l o w  t h r o u g h  
s m a l l - b o r e  t u b e s  a n d  a  c o e f f i c i e n t  o f  v a r i a t i o n  f o r  r e a d i n g s  o f  6 % ’ ®̂  c o n f i r m e d  i t s  
a c c u r a c y .  In  vivo  i t  h a s  b e e n  u s e d  e x t e n s i v e l y  t o  m e a s u r e  s k i n  b l o o d  f l o w ’ ®̂  b u t  le s s  
h a s  b e e n  w r i t t e n  o n  i t s  u s e  a n d  l i m i t a t i o n s  f o r  e s t i m a t i n g  f i v e r  b l o o d  f lo w ^ ^  ’ ®^.

A r v i d s s o n  et u s i n g  L a s e r  D o p p l e r  f l o w m e t r y  i n  p i g s ,  i n v e s t i g a t e d  f i v e r  b l o o d  
f l o w  a n d  c o n f i r m e d  p r e v i o u s  w o r k ^ ^  w i t h  h y d r o g e n  c l e a r a n c e  m e t h o d s  t h a t  t h e  f i v e r  
s u r f a c e  is  m a i n l y  s u p p l i e d  f r o m  t h e  a r t e r i a l  s y s t e m .  L a s e r  d o p p l e r  h a s  a l s o  b e e n  
u s e d  t o  s t u d y  b l o o d  f l o w  t o  e x p e r i m e n t a l  f i v e r  m é t a s t a s é s ’ ®*.

T h e  a d v a n t a g e s  o f  t h e  m e t h o d  a r e  t h a t  i t  c a n  p r o v i d e  a n  i n s t a n t a n e o u s  a n d  
c o n t i n u o u s  m e a s u r e m e n t  o f  m i c r o c i r c u l a t o r y  f l o w  i n  a  w a y  t h a t  d o e s  n o t  a l t e r  f l o w .  
I t s  d i s a d v a n t a g e s  a r e  t h a t  t h e  p r o b e  m u s t  b e  a p p l i e d  d i r e c t l y  o n t o  t h e  f i v e r ,  f l o w  c a n  
n o t  b e  m e a s u r e d  i n  a b s o l u t e  u n i t s ,  t h e  a b s o l u t e  v o l u m e  o f  t i s s u e  m e a s u r e d  is  n o t  
k n o w n  a n d  o n l y  s u r f a c e  f l o w  is  a s s e s s e d  ( n e e d l e  p r o b e s  h a v e  n o t  b e e n  u s e d  i n  t h e  
f i v e r  a s  h a e m a t o m a  f o r m a t i o n  a r o u n d  t h e  p r o b e  t i p  w o u l d  m a k e  r e a d i n g s  u n r e l i 
a b l e ) .

C O N C L U S I O N

C u r r e n t l y  t h e  m e a s u r e m e n t  o f  h e p a t i c  b l o o d  f l o w  a n d  p e r f u s i o n  i s  f r a u g h t  w i t h  
d i f f i c u l t i e s .  T h e r e  a r e  o f t e n  l a r g e  v a r i a t i o n s  i n  b o t h  f l o w  a n d  p e r f u s i o n  m e a s u r e 
m e n t s ,  n o t  o n l y  b e t w e e n  t e c h n i q u e s  b u t  a l s o  b e t w e e n  d i f f e r e n t  g r o u p s  u s i n g  t h e  
s a m e  t e c h n i q u e .  S o m e  o f  t h e s e  d i f f e r e n c e s  m a y  b e  d u e  t o  t h e  m e t h o d s  a n d



MEASUREMENT OF LIVER BLOOD FLOW 181

c o n d i t i o n s  u s e d  a n d  o t h e r s  a r e  u n d o u b t e d l y  c a u s e d  b y  c o m p l e x i t i e s  o f  t h e  l i v e r  
c i r c u l a t i o n  w h i c h  w e  d o  n o t  y e t  u n d e r s t a n d .

M o s t  i m p o r t a n t l y ,  w e  a r e  s t i l l  l o o k i n g  f o r  a  r e l i a b l e  m e t h o d  o f  n o n - i n v a s i v e l y  
a s s e s s i n g  l i v e r  b l o o d  f l o w  i n  t h e  c l i n i c a l  c o n t e x t .  D u p l e x  D o p p l e r  U l t r a s o u n d  o f f e r s  
a  g o o d  w a y  o f  a s s e s s i n g  p o r t a l  v e i n  f l o w  b u t  i t s  m a n y  i n a c c u r a c i e s  s h o u l d  b e  b o r n e  
i n  m i n d .  C l i n i c a l  m e a s u r e m e n t  o f  h e p a t i c  a n d  s p l a n c h n i c  a r t e r i a l  f l o w  is  m o r e  
d i f f i c u l t  a n d  d u p l e x  d o e s  n o t  y e t  h a v e  t h e  a c c u r a c y  t o  p e r f o r m  t h i s  f u n c t i o n  r e l i a b l y .  
I n t r a a r t e r i a l  D o p p l e r  f l o w  p r o b e s ,  f l o w  a n a l y s i s  o f  d i g i t a l  x - r a y  a n g i o g r a m s  a n d  
N M R  m a y  h a v e  a  r o l e  i n  t h e  f u t u r e .  R a d i o l a b e l l e d  c o l l o i d s  o r  h e p a t o s p l e n i c  
r a d i o n u c l i d e  a n g i o g r a p h y  c a n  p r o v i d e  v a l u a b l e  i n f o r m a t i o n  a b o u t  t h e  r e l a t i v e  
c o n t r i b u t i o n  o f  t h e  p o r t a l  a n d  a r t e r i a l  s y s t e m  b u t  a r e  s t i l l  l a r g e l y  r e s e a r c h  t o o l s  a n d  
a r e  l e s s  a c c u r a t e  i n  t h e  p r e s e n c e  o f  p a t h o l o g y .  C u r r e n t l y ,  i n v e s t i g a t o r s  a r e  b e s t  
a d v i s e d  t o  f a m i l i a r i s e  t h e m s e l v e s  w i t h  a  r a n g e  o f  t e c h n i q u e s  a s  i t  i s  a p p a r e n t  t h a t  n o  
s i n g l e  m e t h o d  is  a b l e  t o  f u l f i l  a l l  t h e  r e q u i r e m e n t s  o f  e i t h e r  b a s i c  r e s e a r c h  o r  r o u t i n e  
c l i n i c a l  p r a c t i c e .

A P P E N D I X  A

D O P P L E R ’ S  L I M I T A T I O N S  A N D  S O U R C E S  O F  E R R O R S

A l t h o u g h  d u p l e x  i n s t r u m e n t a t i o n  is  n o w  w i d e l y  a c c e p t e d  a s  v a l i d  f o r  m o s t  v a s c u l a r  
a p p l i c a t i o n s ,  t h e r e  a r e  s e v e r a l  d i s a d v a n t a g e s  w h i c h  h a v e  p r e v e n t e d  t o t a l  a c c e p 
t a n c e  o f  t h e  m e t h o d ’ ^ .  T h e s e  h a v e  b e e n  w e l l  d o c u m e n t e d  a n d  s u m m a r i s e d  b y  
B u r n s ^ ^  a n d  M e r r i t t ^ ^ ® .  B r i e f l y ,  t h e y  a r e  a s  f o l l o w s :
( a )  W h e n  u s e d  t o  m e a s u r e  l a m i n a r  f l o w  i n  a  v e s s e l  a n d  t h e  b e a m  w i d t h  is  l e s s  t h a n  

t h e  d i a m e t e r  o f  t h e  v e s s e l ,  o n l y  t h e  c e n t r a l  p o r t i o n  o f  t h e  v e s s e l  l u m e n  w i l l  b e  
i n s o n a t e d ’ ’ ’ l e a d i n g  t o  a n  e r r o r  i n  e s t i m a t i n g  v e l o c i t y  a n d  h e n c e  f l o w .

( b )  E r r o r s  c a n  a r i s e  i n  e s t i m a t i n g  b l o o d  v e s s e l  d i a m e t e r  d u e  t o :  ( 1 )  I m a g i n g  n o t  
b e i n g  p e r p e n d i c u l a r  t o  t h e  l o n g i t u d i n a l  a x i s  o f  t h e  v e s s e l .  ( 2 )  P o o r  r e s o l u t i o n  
o f  t h e  i m a g i n g  t r a n s d u c e r .  ( 3 )  P u l s a t i l i t y  o f  b l o o d  f l o w ,  c a u s i n g  v a r i a t i o n  i n  
v e s s e l  d i a m e t e r  w i t h  t i m e .  ( 4 )  O b s e r v e r  v a r i a b i l i t y ^ ’ ^. ( 5 )  O n l y  a  s h o r t  l e n g t h  
o f  v e s s e l  b e i n g  a v a i l a b l e  f o r  i m a g i n g  s u c h  a s  o c c u r s  w i t h  t h e  p o r t a l  v e i n ’ ^’^ ^

( c )  S a m p l i n g  p r o b l e m s :  N e a r l y  a l l  c u r r e n t  p u l s e  m o d e  D o p p l e r  m a c h i n e s  a r e  
b a s e d  o n  c e n t r e - l i n e  m e a s u r e m e n t s  o f  p e a k  v e l o c i t y  a n d  s p e c t r a l  
b r o a d e n i n g ” ^. A b n o r m a l i t i e s  m a y  b e  m i s s e d  d u e  t o  f a i l u r e  t o  s a m p l e  n e a r e r  
t h e  w a l l  w h e r e  f l o w  d i s t u r b a n c e s  a r e  m o s t  l i k e l y  t o  o c c u r ” '’ ” ^.

( d )  E r r o r s  d u e  t o  b e a m  a n g l e :  t h e  m a g n i t u d e  o f  v e l o c i t y  is  t h e  f u n c t i o n  o f  t h e  
c o s i n e  o f  t h e  i n t e r c e p t  a n g l e  b e t w e e n  b e a m  d i r e c t i o n  a n d  t h e  b l o o d  v e s s e l .  
T h e  f l o w - v o l u m e  r a t e  c a l c u l a t i o n  e q u a t i o n  is  a  t r i g o n o m e t r i c a l  f u n c t i o n  o f  t h e  
a n g l e  b e t w e e n  t h e  b e a m  d i r e c t i o n  a n d  t h e  b l o o d  f l o w .  E r r o r s  v a r y  c o n s i d e r a 
b l y  w i t h  t h a t  a n g l e ,  b e i n g  m i n i m a l  i n  t h e  a n g l e  r a n g e  5 5 - 7 6 ° ” ^.
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ABSTRACT
The subject of electro-rheology is introduced to biological engineers in a concise manner to allow presentation of a 
procedure for effective quantitative evaluation of possible medical applications of this new technology. More detailed 
phenomena are included in the references. Characteristics of the current best available fluid are given in brief
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INTRODUCTION

Not all machine power transmission requirements 
can be met by existing electromagnetic or mechanical 
means. This has led to the development of a new 
electron-hydraulic concept: a hydraulic semi
conductor that can be controlled with solid-state 
derived signals, yet be employed in conventional 
hydraulic devices. By doing this the position, speed, 
force and displacement transmitted by a moving or 
stationary element, whether it be a pressure driven 
piston or shear loaded friction plate, can be regulated 
rapidly by a computer. In turn, this allows the output 
of a transmission to be adjusted proportionally and 
operated flexibly, because the same system can be 
electronically governed to perform on a range of Job 
sizes and cufferent functions. Such a machine is 
capable of relatively high forces arid speeds.

If hydraulic machines are not manually or electro- 
magnetically managed, they must be controlled via 
an electrostatic interface. This limits the specific force 
per unit control excitation and requires good dielec
tric properties and the use of high electric fields. The 
resulting circuit benefits from the absence of slow 
inductive influences and the associated tendency to 
disruptive current and voltage surges. The speed of 
response of the composite electron-mechanical 
system is thus enhanced. The absence of large 
amounts of heavy moving materials is also an 
advantage.

In order to perform hold and run duties the 
generalized characteristic of the system fluid needs to 
be both elastic and/or plastic, at the dictate of the 
electric field. Ideally it should have the Bingham 
plastic form of Figure 1. The shear mode clutch of 
Figure 2 could then easily be manipulated by the 
conditioning of the electric field, e.g. by the 
resistance-capacitance (RC) control of electrode 
voltage with time. If a particular duty is better 
accommodated by the control of flow, then the 
passive controller of Figure 3 may well apply.

These arrangements may find application in the
©  1991 Butterworth-Heinemann for BES 
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robotic transmission of surgeons’ instructions, exer
cise or therapeutic machines and exploratory devices. 
The latter constitute a class of controllable shape and 
stiffness structures which are the present subject of a 
great deal of attention in their own right^” .̂

ELECTRO-RHEOLOGICAL FLUIDS

One fluid type which has matched many of the above 
requirements is based on the Winslow effect^. These 
electro-rheological fluids (ERFs) are dense mixtures 
of micron-sized solids and liquids and approximate 
well to the ideal characteristic without leading to any 
excessive electrical or mechanical time constant. 
Currently the yield stress available approaches that of 
a conventional magnetic shear or tangential transmis
sion stress. They are resistive enough to limit steady 
current demand and charging currents are manage
able.

When activated between electrodes, the particles 
seem to polarize and come together in a chain-like 
mesh (see Figure 4)®. The precise mechanisms 
involved are not fully understood but the indications 
are that they seem to be overwhelmingly capacitive, 
in an external sense. The primary effects are very fast 
and occur in approximately 1-2 ms. The overall 
result seems to be that a field-induced matrix resists 
the flow thus forcing up the apparent shear stress on 
the electrodes.

The phenomena can be highly repeatable. How
ever, a type of pseudo hysteresis has been observed at 
zero flow (the voltage can be reduced over a period of 
time to give the same effect as the higher voltage 
needed to arrest the flow) and a time dependence on 
exposure to shear work and electric field can lead to 
the impression that they are not repeatable^. Because 
of potentially lucrative patent and intellectual pro
perty rights, work in the field is often unpublished 
and until recently it has proved difficult even to 
purchase fluids, at any price.

In one sense the technological state of the problem 
can be thought of as an advanced state of time
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# The estimated error reading the EMF values on the 
paper chart from the chart recorder; we estimated 
this to be approximately ±6% at peak deflection, 

e  A consistent underestimate by the EMF {Figure 5). 
This estimated error was 13% at high flow rates, 
reducing to 9% at low flow rates.

This still leaves a consistent overestimate at lower 
flow rates. One possible explanation is that the 
contrast material was injected into the centre of the 
tube lumen. At low flow rates there is little turbulence 
and near ideal laminar flow. Hence samples of fluid 
velocity in the centre of the tube will be higher than at 
the sides. This problem could be alleviated by 
ensuring adequate mixing of the contrast material at 
the injection site via a multi-side holed catheter.

In clinical practice angiography is very commonly 
carried out in occlusive disease in many parts of the 
vascular system. Often it can be difficult to determine 
whether a stenosis is haemodynamically significant, 
especially when the diameter (often on a single view) 
is in the region of 50% of the ‘normal’ arterial lumen. 
Furthermore, PTA is now frequently the choice of 
treatment for stenotic disease when again angio
graphy is used to assess whether an improvement has 
been effected. It is of course well accepted that the 
post-PTA angiographic appearance may underscore 
the haemodynamic improvement resulting, and in 
some situations the pre- and post-PTA pressure 
gradient has been used as a guide to determine a 
satisfactory ‘end result’. In clinical studies, flow 
waveforms of the left common femoral, left superficial 
femoral and left profunda femoris arteries were 
estimated for pre-PTA (Figure 8) and post-PTA 
(Figure 9). Figure 8 shows that there was flow through 
the left common femoral artery and very high blood 
flow velocity through the left profunda femoris artery, 
which presumably compensated for the left superfi
cial femoral artery occlusion. The common femoral 
artery waveform shows a small kink, which could 
correspond to the reflected pressure wave from the 
occluded superficial femoral artery (arrow).

Immediately after the completion of superficial 
femoral artery transluminal angioplasty, our angio
graphic flow measurements showed that flow through 
the occluded vessel had been re-established together 
with a normal biphasic blood velocity waveform for 
the common femoral artery^^ (Figure 9).

This technique is no more invasive or inconvenient 
than the standard DSA procedure. The high framing 
rate used in this study can easily be reformatted to 
give the framing rate of 2 frames s“  ̂ used in routine 
angiography and delivers no extra total radiation 
dose to the patient.

Doppler ultrasound^^^ is already well established 
in this application and we do not claim any specific 
advantage over it except in so far as the angiographic 
technique as described involves no extra intervention 
with the patient. We emphasize that the main purpose 
of this clinical study was to test the feasibility of the 
angiographic analysis on a clinical angiographic 
procedure.

The blood velocity estimate may be converted to 
volume flow by multiplying by the vessel cross- 
sectional area. This can be computed conventionally 
from the X-ray data and we have implemented a

system to do this which is described elsewhere^*.
The technique will be sensitive to densitometric 

calibration errors. In our laboratory we have devised 
a technique for densitometric calibration using a pair 
of scanning slits. The technique is designed to remove 
the effects of X-ray scatter, beam hardening, veiling 
glare and vignetting (Davies and Hawkes, unpub
lished observations).

To deduce true velocity along a tortuous vessel or a 
vessel that is not oriented parallel to the imaging 
plane we need to deduce the three-dimensional (3-D) 
path of the blood vessel relative to the imaging 
equipment. We have completed implementation of a 
3-D vascular tree reconstruction technique on a Sun 
4/260 Graphics workstation. Our implementation of 
the 3-D calibration method^^'^^ allows satisfactory 
reconstruction of the 3-D course of the vessel centre 
line ‘m vivo’ and is being validated in phantom 
studies. The 3-D location of the blood vessel centre 
line will permit the computation of radiographic 
magnification, the angle between the X-ray beam and 
the vessel long axis, and the true vessel path length.

Patient movement, both voluntary and involun
tary, may lead to significant error, especially when 
subtraction of a mask is used prior to analysis. 
Therefore, we are carefully concentrating our efforts 
on parts of the body that are less prone to patient 
movement and a study of flow in the vessels of the 
head and neck is under way. Derivation of flow 
estimates in carotid and intra cranial vessels would be 
a very useful application of this technique. Significant 
work is still required to track the moving artery in 
3-D. Promising techniques have, however, been 
implemented. Smith and Starmer^^ and ourselves are 
investigating incorporating these techniques into our 
program in order to assess the feasibility of measuring 
coronary artery flow.
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Figure 6 Parametric image showing contrast medium concentration 
(grey scale) at different positions down the blood vessel (the vertical 
axis) and at different times (the horizontal axis) pre-angioplasty for a, 
the left common femoral; b, the left superficial femoral; and c, the left 
profunda femoris arteries
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Figure 7 As in Figure 6 but for post-angioplasty

in fair agreement with the blood flow waveform 
measured by an independent method, the EMF, for 
mean velocities of 147, 303 and 733 mm s'  ̂ and peak 
flow velocities of 540, 964 and 1899 mm s"\ respec
tively. The shape of the blood flow waveform is 
faithfully reproduced but there is an overestimation of 
peak flow of 40% at low flow rates (peak velocity of 
540 mm s"*), reducing to 19% at peak velocities of 
964 mm s"', with an underestimation of 16% at the
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Figure 8 Plots of the flow velocity waveforms derived from the 
parametric images shown in Figure 6. The waveforms were extracted 
from the parametric images constructed for the left common femoral
artery (-------- ), the left superficial femoral artery (......) and the
profund femoris artery (-------- )
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Figure 9 Plots of the flow velocity waveforms post angioplasty. The 
waveforms were extracted from the parametric images shown in Figure
1 for the left common femoral artery (---------), superficial femoral
artery (........ ) and profunda femoris artery (---------)

peak flows rate of 1899 mm s'h Tahk 1 shows that the 
injection site has little effect on the accuracy of the 
technique over the range of 130 to 230 mm between 
the injection and measurement site. Calculation of the 
mean difference and standard deviation of the differ
ence confirm that the technique was independent of 
catheter position over this range.

The mean flow estimates showed a systematic fall 
as the length of tube analysed was reduced. For 
smaller tube length the tracking algorithm was more 
likely to fail. In the current implementation, if the 
tracking algorithm fails to find an adequate match, it 
will return zero flow, hence underestimating true 
flow.

Although the X-ray angiographic method for pulsa
tile flow measurements extracted reasonable velocity 
waveforms for a wide range of flow velocities, the 
results demonstrated its limitations. First, the tech
nique became inaccurate at very high velocities. If 
peak fluid flow along the vessel is greater than about 
half the length of the vessel segment analysed per 
frame interval, then the tracking algorithm will fail. 
Second, we found a consistent overestimate of peak 
flow velocities at low flow rates. This overestimate 
reduced as the flow increased, becoming an under
estimate until finally the tracking algorithm failed at 
very high velocities.

Some of the discrepancy could be explained by:
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RESULTS
In the phantom study, the mean flow velocities 
measured by the EMF were 147, 303 and 733 mm s~\ 
and the peak flow velocities were 540, 964 and 
1899 mm s“*. Figure 3 shows the waveforms acquired 
simultaneously using the EMF and radiographic 
method for the three flow rates. A comparison of 
radiographic and EMF estimates of mean, peak and 
back flow velocities are shown in Table 7, Table 2 
shows the effect of the distance between the injection 
site and imaging site on the flow velocity estimates. 
Data were analysed for a 100 mm len^h of tube, 
beginning at a distance of between 130 and 230 mm 
from the injection site. Table 3 shows the effect that 
reducing the length of the tube analysed had on 
the fluid velocity estimation. The length of vessel 
analysed ranged from 200 to 20 mm. All data were 
derived from the parametric images constructed for
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Figure 4 X-ray angiogram showing the left femoral arteries. The 
arrows indicate the positions of the selected arterial segments for 
generation of the parametric images, a = left common femoral; 
b = left superficial femoral; and c = left profunda femoris arteries

EMF Reading (ml min )

Figure 5 Relationship between flow determined by timed fluid 
collection and mean flow determined from the electromagnetic 
flowmeter

the experiments with mean flow velocities of 147 and 
303 mm s“  ̂ through the tube.

Results of the calibration of the EMF by compar
ison of the actual flow rates using fluid collection and 
the EMF readings are shown in Figure 5. Flow rates 
computed from fluid collection ranged from 75 to 
3270 mlmin"% with corresponding EMF readings 
ranging from 68 to 2850 ml min"\ The best-line fit for 
the data is described by the equation:

Y = - 2 7 . 7 + \ . U X

where Y  is the fluid collection in ml min"^ and X  is 
the EMF reading in ml min" \  The standard deviation 
of the slope was 0.021 and of the intercept to the Y  
axis was 30.21.

In the clinical study, the blood flow velocity 
measurements showed a change of flow waveforms 
after PTA of the stenosis in the superficial femoral 
artery. Changes between pre- and post-PTA are 
apparent in the parametric images (Figures 6 and 7, 
respectively), derived from (a) approximately 53 mm 
of the left common femoral artery, (b) approximately 
57 mm of the left superficial femoral artery and (c) 
approximately 112 mm of the left profunda femoris 
artery (Figure 4).

Figures 8 and 9 show plots of the flow velocity 
waveforms versus time. The waveforms were ex
tracted from the parametric images shown in 
Figures 6 and 7. The plot in Figure 8 demonstrates that 
there was negligible flow through the superficial 
femoral artery pre-PTA due to almost complete 
stenosis.

DISCUSSION AND CONCLUSIONS
The purpose of this study was to evaluate the 
accuracy of an X-ray angiographic technique for the 
measurement of instantaneous pulsatile blood flow 
velocity. The technique is based on the matching of 
concentration distance profiles along a vessel. We 
used a flow phantom constructed to simulate normal 
arterial flow in order to generate angiographic data. 
The experiments covered a wide range of flow rates, 
similar to physiological values found in the human 
circulation.

Figure 3 and Table 1 demonstrate that results 
obtained using our X-ray angiographic technique for 
the matching of contrast concentration profiles are
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Table 1 Summary of results of flow estimates in phantom

Mean velocity 
(mm s ' )

Peak velocity 
(mm s '')

Peak back flow 
velocity (m m s'')

Mean difference between 
flow estimates 
(EMF-angiographic)
±  standard deviation of 
difference (mm s '')Experiment EMF

Angiographic
measurement EMF

Angiographic
measurement EMF

Angiographic
measurement

I 147.2 219.7 540.5 757.0 -233.7 -237.2 -7 2 .4  ±  96.2
II 303.3 364.9 964.1 1152.4 -306.8 -338.9 -6 1 .7  ±160.4
III 733.0 371.5 1899.0 1581.7 -438.0 0.0 361.4 ±634.0

Table 2 Effect of the distance between injection site and measurement site on angiographic flow estimates using the experimental phantom

Measurements EMF Injection distance to blood flow sampling site (mm)

130 150 170 190 210 230

Mean velocity flow rate of 147.2 mm s '

Mean velocity 147.2 199.7 201.6 200.7 190.5 185.8 184.5
(mm s ' )

Mean difference -5 2 .5 -5 4 .4 -5 3 .6 -4 3 .4 -3 8 .6 -3 7 .3
(EMF-angiographic)
±standard deviation ±106.3 ±107.7 ±104.9 ±114.7 ±127.8 ±138.9
of difference
(mm s“')

Peak velocity 540.5 756.9 756.9 756.9 756.9 711.8 711.8
(mm s"')

Peak back flow -233.7 -266 .0 -237.2 -237 .2 -237.2 -237.2 -237 .2
(mm s '')

Mean velocity flow rate of 303.3m ms '

Mean velocity 303.3 297.0 236.0 177.3 174.8 161.8 202.7
(mm s '')

Mean difference 8.1 69.1 127.8 130.3 143.3 102.4
(EMF-angiographic)
±  standard deviation ±190.0 ±211.6 ±223.1 ±232.4 ±249.4 ±256.8
of difference
(mm s '')

Peak velocity 964.1 1163.7 903.9 903.9 768.3 768.3 836.1
(mm s ' )

Peak back flow -306.8 -226 .0 -316 .4 -361.5 -339.0 -339.0 -339.0
(mm s ' )

Table 3 Effect of reducing sampled length on angiographic flow estimates

Measurements EMF Length of vessel analysed (mm)

200 150 100 50 40 20

Mean velocity flow rate of 147.2 mm s '

Mean velocity 147.2 219.7 204.3 185.5 132.8 141.5 98.1
(mm s ' )

Mean difference -7 2 .5 -5 7 .2 -3 8 .4 -1 4 .3 -5 .6 -4 9 .0
(EMF-angiographic)
±standard deviation ±96.2 ±112.7 ±140.1 ±196.9 ±202.3 ±218.3
of difference
(mm s ' )

Peak velocity 540.5 757.0 757.0 700.5 700.5 700.5 700.5
(mm s ' )

Peak back flow -233.7 -237.3 -237.3 -237.3 -237.3 -203.3 -203.3
(mm s '')

Mean velocity flow rate of 303.3 mm s '

Mean velocity 303.3 365.0 298.1 233.8 201.8 195.7 134.3
(mm s ' )

Mean difference -6 1 .7 5.2 69.5 101.5 107.6 169.0
(EMF-angiographic)
±standard deviation ±160.8 ±225.5 ±267.6 ±306.0 ±308.6 ±337.7
of difference
(mm s '')

Peak velocity 964.1 1152.4 1039.42 915.1 881.3 881.3 881.3
(mm s ' )

Peak back flow -292.1 -338.9 -338.9 -338.9 -338.9 -338.9 -338.9
(mm s '')
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Figure 3 Direct comparison of flow velocity waveforms measured
simultaneously with the new X-ray radiographic method (--------- ) and
the standard electromagnetic method (.........) for a mean flow velocity
of a, 147.2 m ms“*; b, 303.3m m s“'; and c, 733.0mm s'"

connector, was used to inject contrast material. Data 
were collected for three flow rates with corresponding 
mean flow rates of 147, 303 and 733 mm"% and p ea t 
flow rates of 540, 964 and 1899 mm s"% respectively. 
Instantaneous velocity flow was calculated at 0.04 s 
intervals, corresponding to the X-ray framing rate, 
and compared with the output of the EMF flowmeter. 
The flowmeter zero value and full-scale deflection 
were checked before each experiment in order to 
compensate for DC drift. The probe was calibrated 
for zero flow by clamping the flexible plastic tube 
both up- and down stream of the meter.

Data from two runs (mean flow rates of 147 and 
303 mm s"*) were used to assess the effect of the 
distance between the catheter tip and the measure
ment site on the accuracy of the measurement. Data 
corresponding to a 100 mm section of the tube were 
analysed for distances ranging from 130 to 230 mm 
between the catheter tip and die start of the analysis

site. The same data sets were used to investigate the 
effect on the accuracy of the velocity measurement of 
reducing the vessel length analysed from 200 to 
20 mm.

For phantom studies. Urografin 370 (370 mg of 
iodine/ml) was injected into the phantom via the 8 
French catheter with a power injector (Simtrac C; 
Siemens). The injector delivered contrast material at 
a rate of 3 ml s“  ̂ (total volume 9 ml for each injection) 
during the image acquisition. The point of injection 
was 130 mm upstream from the images section of 
tubing.

We validated the EMF reading against the fluid 
collection by using normal saline (0.9% sodium 
chloride). With the available equipment it was not 
possible to calibrate the instantaneous flow response 
of the EMF for pulsatile flow, although its mean flow 
response was calibrated at several steady flow rates up 
to 3270m lm in"\ both before and after the radio- 
graphic experiments.

Clinical study

To assess the clinical applicability of the technique we 
attempted to measure blood velocity in the femoral 
artery of one patient before and after PTA. PTA for 
the treatment of obliterating atherosclerosis was first 
described by Dotter and Judkins in 1964^^. In the late 
1970s, the technique was refined by the introduction 
of an inflatable polyviiwl double-lumen balloon 
catheter by Gruentzi^®"^ . One of the main indica
tions for this procedure has been localized stenosis of 
the femoral artery. In such cases the early evaluation 
of the procedures has been largely based on the 
angiographic appearances immediately following 
PTA33-36. There might be considerable clinical 
benefit in measuring blood flow before and after PTA 
using angiographic data derived as part of the 
standard PTA procedure.

For the clinical study, we injected contrast material 
(Urografin 370, 370 mg of iodinemP^) at a rate of 
3m ls“  ̂ for a total of 9 ml into the left common 
femoral artery via a 5 French catheter positioned 
approximately 10 mm above the imaging site. One 
patient who had a localized stenosis of the left 
superficial femoral artery was studied. Blood flow was 
measured using the X-ray angiographic technique 
before and immediately after PTA. Blood flow 
measurements were obtained in the left common 
femoral artery, left superficial femoral artery and 
left profunda femoris artery. The arterial segment 
analysed had lengths of approximately 53, 67 and 
112 mm, respectively (Figure 4). The patient was 
positioned such that the analysed segments of the 
arteries lay approximately parallel to the imaging 
plane. X-ray magnification and image scaling were 
determined using a small metallic disc of 23.5 mm 
diameter, which was attached to the skin surface of 
the inner thigh at a position estimated to be the same 
distance from the image intensifier as the femoral 
arteries. The catheter tip was placed approximately 
73 mm proximal to the bifurcation of the superficial 
femoral artery and profunda femoris. After injection 
of contrast material. X-ray images were taken using 
the Siemens Digitron 2 DSA system.
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functions are computed for each point along the TDP. 
The edge is identified as the positions on each side of 
the centre line where the sum of the moduli of the first 
and second differentials is a maximum. The edge 
point locations are averaged by median filtering, 
which removes individual, significantly erroneous 
points.

Generation of parametric image. A parametric image is 
generated using the detected edges and the masked 
dynamic angiographic data as follows. The area of 
each TDP between the edge points is calculated and 
used to constmct a single vertical column of a 
parametric image. This calculation is repeated for 
each frame, producing a time-distance plot pro
portional to the mass of contrast material within the 
artery, assuming the Lambert-Beer Law applies. 
(Det^ed discussion of the validity of the Lambert- 
Beer Law is provided in Hawkes et al.^^.) The grey 
values along each row correspond to a plot of contrast 
material mass against time at a particular point along 
the vessel. The values in each row are normalized by 
dividing by the maximum value in each row. This 
generates a parametric image approximately prop
ortional to contrast material concentration and 
reduces errors that result from the breakdown of the 
Lambert-Beer Law due to beam hardening. X-ray 
scatter, non-linearities in the TV system and non- 
uniform grey scale response to iodine across the field 
of view. An example of such a parametric image is 
shown in Figure 7.

Flow velocity calculations. The flow velocity waveform 
was calculated by translating adjacent concentration- 
distance profiles in the parametric image along the 
direction of the blood vessel until a match occurred. 
A match was defined as the point where the sum of 
squares of the differences in the two profiles was a 
minimum. Estimated blood velocity is equal to the 
distance translated per frame interval.

Phantom studies

To assess the performance of our technique, a

phantom was constructed to simulate pulsatile blood 
flow and hence to permit correlation of flow velocity 
derived from X-ray angiography with independent 
flow measurements using an electromagnetic flow
meter (EMF). The phantom consisted of a variable- 
speed pump (Bio Medicus, Bio-Medicus Inc., Minne
tonka, MN, USA), a 7.00 m length of flexible plastic 
tubing with an internal diameter of 6.6 mm, a tubular 
probe of an electromagnetic flowmeter (Nycotron 
Blood Flow Meter 376, A/S Nycotron, Drammen, 
Norway) and a solenoid (Figure 2) to simulate a 
pulsatile flow waveform, which includes reverse flow 
(Figure 3). We used normal saline (0.9% sodium 
chloride) throughout the flow circuit. Instantaneous 
flow rates were measured with a 9.5 mm calibre 
tubular flow probe placed in series downstream of the 
imaging site, and Nycotron EMF connected to a strip 
chart recorder.

A 200 mm section of the flexible plastic tube was 
laid in the X-ray field of view on a Perspex tray in an 
approximately straight line with its long axis parallel 
to the X-ray table. An ion chamber, to synchronize 
the EMF flow reading with X-ray exposure, was 
placed to one side of the tube. The ion chamber 
output was recorded on the same paper trace as the 
EMF reading. Synchronization of the frame number 
of the angiographic run with the EMF trace was 
obtained by counting pulses derived from the ion 
chamber on the paper trace. Our technique is 
dependent on the accuracy of the timing of the pulsed 
exposure from the DSA system. The number of 
pulses recorded on the paper trace in a 10 s sequence 
was counted and the timing was found to be accurate 
to within 1.02%. Although measurable, this error 
tends to an insignificant increase in the error of the 
angiographic flow estimates. The error in the paper 
trace output was negligible.

The flexible plastic tube was taped to the plastic 
tray to prevent movement caused by pulsatile flow. 
X-ray magnification and image scaling was deter
mined using a small metal disc and metal rods placed 
every 10 mm alongside the tube. The markers were 
visible on the X-ray image. A catheter (8 French) 
inserted upstream of the imaging site, by means of a Y
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Figure 2 Block diagram of flow phantom
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projection of the contrast material mass along the X-ray 
beam.

Various attempts have been made to use angio
graphic image data for the measurement of blood 
velocity. Many of the rnethods were based on the 
time-of-flight technique which compares the 
time-density data at two different locations along the 
vessel and measures the mean transit time required 
for the bolus to travel between them. Unfortunately, 
precise timing of the passage of a dispersing bolus is 
difficult to achieve and, more importantly, the veloc
ity estimates will depend markedly on the precise 
phase of the cardiac cycle that is sampled

We recently described a new X-ray angiographic 
method for determining pulsatile flow waveform 
patterns from computer-simulated dynamic X-ray 
angiographic data^^. We report here the experimen
tal validation of the method and initial results of the 
clinical application of the technique. Phantom studies 
were used to compare simultaneous measurements of 
blood flow using X-ray angiographic data with 
measurements using an electromagnetic flowmeter 
(EMF).

To demonstrate the applicability of the technique 
in clinical practice we measured flow in the left 
femoral arteries of a 69-year-old male patient with 
severe superficial femoral artery stenosis and pre- and 
post-PTA. The angiographic images were collected as 
part of the routine digital femoral anteriography for 
the PTA procedure.

MATERIALS AND METHODS 

Radiography

All X-ray images were acquired on a Digitron 2 DSA 
wstem (Siemens, Erlangen, Germany). Images used for 
flow studies were obtained with a tube voltage between 
70 and SOkVp, with a small focal spot in the pulsed X- 
ray exposure mode (18 ms/exposure). The digital 
image grey values, proportional to the logarithm of 
the X-ray image brightness, were recorded. For the 
phantom experiments, the X-ray beam was filtered 
by an additional 1 mm of copper. The digital images 
were acquired at 512 X 512 pixels/frame and 10 bits 
per pixel, at a rate of 25 frames s~\ Up to 4 s of data 
were included in a single image series.

Image analysis

The image information was transferred to a Sun 
4/260 Graphics workstation for further analysis. An 
image ‘mask’ was generated by averaging four frames 
before the appearance of contrast material. This mask 
was subtracted from all subsequent images in the 
study.

Identification of blood vessel outline. We implemented an 
interactive program^* to detect the edges of an 
identified segment of blood vessel. The program 
operates as follows. The sum of about 20 frames of 
mask-subtracted images are calculated. A region is 
marked to include the blood vessel under considera
tion but to exclude artefact, crossing vessels, nearby 
vessels and bifurcating vessels. This ensures that the 
region used to calculate the residual background grey-

level contribution contains only valid data. An 
approximate vessel width is entered and a few sample 
points along the approximate vessel centre line are 
marked. The system then joins these with a straight 
line and computes the centre of gravity of the grey- 
level distribution perpendicular to this line. The 
position of the vessel centre line is estimated as the 
locus of this centre of gravity. A smooth line is 
calculated to go through these centre line locations 
and the image is sampled along perpendiculars to the 
new centre line to yield the transverse density profile 
(TDP).

The edge points of the blood vessel are then 
calculated. A second-order polynomial is fitted suc
cessively to three, five or seven points of the TDP and 
the first and second differentials of these fitted
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Figure 1 Example of parametric image showing contrast medium 
concentration (grey scale) at different positions down the blood vessel 
(vertical axis) and at different times (horizontal axis) in the experiment 
with mean flow of 147.2 mm s '
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A B S T R A C T

fVe have validated a new radiographic technique for determining pulsatile volume flow in arteries following an intra
arterial injection of contrast material. Instantaneous blood velocities were estimated by generating a parametric image 
from dynamic angiographic images in which the image grey level represents contrast material concentration as a 
function of time and distance along a vessel segment. Adjacent concentration-distance profiles in the parametric image 
were shifted with respect to distance until a match occurred. A match was defined as the point where the sum of squares 
of the differences in the two profiles was a minimum. The distance translated per frame interval gives the instantaneous 
contrast material bolus velocity. We have validated the technique using an experimental phantom of blood circulation, 
consisting ofa pump, flexible plastic tubing, the tubular probe of an electromagnetic flowmeter (EMF) and a solenoid, to 
simulate a pulsatile flow waveform, which includes reverse flow. Small boluses of contrast material can be injected at 
various positions in the circuit. Measurements of pulsatile velocity flow were taken at 40 ms intervals, using a tube of 
6.6 mm internal diameter and an imaged tube length of200 mm. The shape of the flow velocity waveform was faithfully 
reproduced but there was an overestimation of peak velocity of 40% at low velocities (peak velocity of 540mms~^), 
reducing to 19% at peak velocities of964 mm s~̂  with an underestimation of16%at the peak velocities o f1899 mm s~\ 
The validation was repeatedfor distances ranging from 130 to 230mm between injection and measurement sites andfor 
imaged tube lengths varying from 200 to 20 mm. Calculation of the mean difference and standard deviation of the 
difference between angiographic velocities and velocities calculated from EMF readings confirmed that the technique was 
independent of catheter position over this range, but that reduction of tube length resulted in a systematic reduction in 
mean flow velocity measurements. To demonstrate the use of this technique in a clinical context, we have measured blood 
flow waveforms in a patient immediately before and after percutaneous transluminal angioplasty of a stenosis in the 
superficial femoral artery.

Keywords: Blood flow, X-ray angiographic, image processing, blood flow velocity, digital subtraction angiographic, 
femora] artery, percutaneous transluminal angioplasty

INTRODUCTION

The non-invasive measurement of blood flow Hn vivo  ̂
has long been a goal of clinicians and scientists 
investigating the vascular system. Blood flow 
measurements in individual vessels would be of value 
in a variety of clinical circumstances, including the 
assessment of the effect of atherosclerosis and other 
sources of vessel narrowing on flow in individual 
vessels; assessing the haemodynamic effects of percu
taneous transluminal angiciplasty (PTA) and other 
interventions; the investigation of bypass graft 
patency; the measurement of total blooa flow to an 
organ; the partition of flow between different vessels; 
and assessment of changes in pulsatile flow wave
forms in vascular disease.

Correspondence to: Mr Alexander M. Seifalian
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0141-5425/91/030225-09

The ideal method would provide an accurate 
assessment of flow through a particular vessel at any 
instant without disturbing the flow itself. Although no 
currently available system meets these requirements, 
there is on-going work in ultrasound^”®, X-ray angio
graphy and nuclear magnetic resonance (NMR)7-io to 
develop such a technique. X-ray angiographic imag
ing techniques are widely used in medicine for both 
diagnostic and prognostic purposes. Recent develop
ments in computing have made digital subtraction 
angiography (DSA) a popular tool for patients who 
have vascular d i s e a s e ^ I t s  superior contrast resolu
tion permits visualization of vascular structures after 
injection of small quantities of contrast material. 
Using these digital images, quantitative data on 
arterial dimensions can be extracted^^” ®̂. After care
ful calibration the subtracted image grey value or 
density is approximately proportional to the
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Experimental work

A new algorithm for deriving pulsatile blood flow waveforms tested 
using simulated dynamic angiographic data
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Summary. In vascular pathology the assessment of 
disease severity and monitoring of treatment re
quires quantitative and reproducible measurements 
of arterial blood flow. We have developed a new 
technique for processing sequences of dynamic digi
tal X-ray angiographic images. We have tested it 
using computer simulated angiographic data which 
includes the effect of pulsatile blood flow and X-ray 
quantum noise. A parametric image was formed in 
which the image grey-level represents dye concentra
tion as a function of time and distance along a vessel 
segment. Adjacent concentration - distance profiles 
in the parametric image were re-registered along the 
vessel axis until a match occurred. A match was 
defined as the point where the sum of squares of the 
differences in the two profiles was a minimum. The 
distance translated per frame interval is equal to the 
bolus velocity. We have tested several contrast me
dium injection methods including constant flow and 
a range of discrete pulses per second. The technique 
proved to be robust and independent of injection 
technique. Average blood flow was measured for 
simulated pulsatile waveforms with mean flows of 
up to 650 m l/m in (peak velocities up to 186 cm /s) in 
a range of diameters from 2 mm to 6 mm. The stan
dard deviation of the error in the mean flow esti
mates over the whole range of velocities and vessel 
sizes was ±1.4 cm/s.

Key words: Blood flow - X-ray angiograhic - Image 
processing -  Blood flow velocity -  Blood volume 
determination - Digital subtraction angiography 
(DSA)

Blood flow measurements in individual vessels 
would be of value in a variety of clinical circum
stances, including the assessment of the effect of

atherosclerosis and other sources of vessel narrow
ing on flow in individual vessels; the investigation of 
bypass graft patency; the measurement of total 
blood flow to an organ; the partition of flow be
tween different vessels; and assessment of changes 
in pulsatile flow waveforms in vascular disease.

Currently available methods include the electro
magnetic flowmeter which has been used to estimate 
blood flow in animals and man [1]. The technique is 
invasive, requiring placement of probes on the blood 
vessels [2, 3]. Doppler ultrasound has been used 
mainly in quantitative analysis of blood flow in ves
sels near the body surface [4-6] and can be used to 
measure aortic flow [7, 8], but it lacks the necessary 
resolution both in space and time in smaller deep- 
seated vessels [9-11]. Magnetic resonance techniques 
are developing rapidly [12-14] but present methods 
are time consuming and have poor spatial resolution. 
X-ray angiography remains the imaging modality 
which gives the highest spatial and temporal resolu
tion and is widely used in clinical practice for obtain
ing high quality vessel images. The ability to derive 
quantitative flow data from the procedure would be a 
useful clinical tool. Numerous publications have 
shown its potential [15-21] but it has not been widely 
used due in part, we believe, to the use of inappropri
ate algorithms to process the image data.

Conventional angiographic techniques to 
measure flow require the measurement of the time 
difference between the passage of a bolus of contrast 
material between two sites, a known distance apart 
along the vessel. Unfortunately precise timing of the 
passage of a dispersing bolus is difficult to achieve 
and, more importantly, the velocity estimates will de
pend markedly on the precise phase of the cardiac 
cycle which is sampled [22].

The objectives of this paper are, firstly, to demon
strate the errors inherent in conventional “bolus-
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Fig. 1. Parametric image showing contrast medium concentration 
(grey scale) at different positions down the blood vessel (vertical 
axis) at different times (horizontal axis)

transport-time” angiographic techniques and, sec
ondly, to assess other strategies for deriving pulsatile 
blood flow by analysis of time sequences of profiles of 
contrast medium concentration along the vessel. In 
particular we propose a new algorithm for deriving 
pulsatile blood flow. We have chosen to assess these 
techniques using simulated angiographic data [23] as 
this allowed greater flexibility in designing suitable 
experiments, more control of experiments, and less 
cost in capital equipment and material. In addition, it 
is of interest to predict the X-ray quantum limited pre
cision of our technique, for a wide range of blood 
vessel calibres and blood flows, with data that is free 
from non-random errors and artefacts.

To assist in the evaluation of these techniques we 
generated parametric images where the image grey 
level represents contrast medium concentration as a 
function of time and distance along a vessel segment 
(Fig. 1). Instantaneous blood velocity measurements 
may be derived by analysing this image [24-26]. Vol
ume blood flow is found by multiplying these blood 
velocity estimates by the blood vessel cross sectional 
area obtained by quantitative analysis of the densi- 
tometric data [27].

Methods

Bolus transport time

Several methods have been reported which analyse 
plots of contrast medium mass versus time obtained 
at several sites along the blood vessel [17,19]. Blood 
velocity is calculated from the plots by determining 
the transport time for the passage of a bolus of con
trast between the sites. Distinct points on the curve, 
such as the peak, the leading edge or the centre 
of gravity, are usually identified to determine the 
mean moment of transit past each site [17, 28, 29].

Thompson et al. [30] and Starmer and Clark [31] 
found that a least-squares gamma variate function 
closely fitted a single transport curve. Others have 
also used this model to estimate transport time 
[32-34].

The transport time is taken as the time difference 
between corresponding points at the two sites under 
study. The blood flow is then calculated as the 
product of the average cross-sectional area of the 
vessel between the two sites under study and the dis
tance between the measurement sites, divided by the 
transport time.

Tracking o f the segment o f the vessel lumen which 
contains the same mass o f contrast material (tracking 
o f bolus mass)

Swanson et al. [26] suggested a technique for deter
mining the blood velocity by tracking the position of 
a fixed length of vessel which contains the same 
mass of contrast material in time sequences of radio- 
graphic images.

The following procedure was used. The inte
grated radiographic density was determined along a 
defined length (80 mm) of the total arterial segment 
imaged (100 mm), on the first angiographic image. 
The integrated radiographic densities of regions of 
the same length (80 mm) in the next frame were then 
calculated for all positions from the most proximal 
site to the most distal site in single pixel intervals. For 
each shift the density in the first frame was sub
tracted from the density at each position on the sec
ond frame. The shift for which the absolute dif
ference in the integrated radiographic density was a 
minimum was then determined. The length between 
this point and the previous point provides a measure 
of the distance moved by the blood during one frame 
period.

Registering plots o f contrast medium concentration 
versus distance (matching o f contrast concentration 
profdes)

We propose a new technique which operates by 
matching the amplitude of the plot of contrast me
dium concentration versus distance in adjacent im
ages in a time sequence of radiographic images 
(Fig. 2). Adjacent concentration - distance profiles in 
the parametric image of iodine concentration versus 
distance and time were shifted along the vessel axis 
until a match occurred. A match was defined as the 
point where the sum of the squares of the difference 
between the two profiles was a minimum. The dis-
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Fig.2. Graphical representation of the method for the matching 
of contrast concentration profiles

tance of translation per frame interval is equal to the 
bolus velocity.

The match criteria in the forward flow direction 
is given when the function 
l̂ max
Z[(A(K)-B(K-«)f 
K =  n
is a minimum with respect to n.

The integer n is the spatial shift in pixels and A 
and B are the profiles of contrast concentration 
along the blood vessel. A similar relationship applies 
to back flow.

Generation of dynamic angiographic data

The algorithms were tested using data generated 
from a computer model that we have developed [23] 
as the generation of sufficient experimental data is 
expensive and time consuming. In addition in ex
perimental work it is very difficult to vary one factor 
while keeping all others constant.

The computer model took as input the function 
of blood velocity versus time, details of the injection, 
blood vessel dimensions and radiographic parame
ters. The output from the model is a parametric 
image of contrast medium concentration versus time 
and distance (Fig.l). The model generates param e
tric images similar in appearance to those generated 
experimentally. The major limitation of the model is 
the assumption of an axial flow profile appropriate 
to that found for steady state laminar flow in an infi
nite, straight tube o f uniform, circular cross section. 
If  the Womersley constant a  [35] is less than 0.5, the 
blood vessel, by analogy with an electrical conduc
tor, acts as a pure resistance to flow and flow would 
be described by Lamb’s equations [36]. If  a  is greater 
than about 10, the axial flow velocity is approximate

ly constant across the vessel lumen (‘plug flow’). For 
most arteries the value of a  is intermediate. We may, 
however, generate parametric images for both plug 
flow and laminar flow using the model. Hence we 
can investigate the effect and significance of either 
extreme of flow pattern in the artery. As laminar 
flow patterns are likely to produce greater errors due 
to dispersion of the bolus, all results presented here 
have assumed this “worst case” flow pattern.

The model generates the parametric image of 
iodine versus time and distance along the vessel axis. 
X-ray quantum noise is added according to the 
radiographic parameters simulated. For the parame
tric images generated we have assumed a mono- 
energetic X-ray beam of energy 50KeV giving 
3.344 X 10^ photons/m m ^/pR /fram e incident on the 
imaging plane, an exposure of 20 pR /fram e at the 
imaging plane, a quantum detection efficiency of 
50% and that the mass attenuation coefficient of 
iodine is equal to 1.225 m^/kg.

The computer model for generation of dynamic 
angiographic images is based on the following addi
tional assumptions: that the blood vessel cylinder is 
rigid and non-branching; and that there is perfect 
mixing of contrast medium at the injection site.

These assumptions were made to simplify calcu
lations and reduce computation time [23]. It is 
thought unlikely that these assumption will signifi
cantly affect the results.

Tlie precision of angiographic blood flow 
measurements potentially depends on a large number 
of parameters [23]; it is impractical to design experi
ments which cover sufficient combinations of factors 
to validate the technique for all possible variations of 
these parameters. Computer modelling permits study 
of the accuracy of flow measurement while these pa
rameters are varied one at a time. This enables us to 
determine the accuracy of the blood flow measure
ments for each algorithm investigated under a wide 
range of experimental condition. The effect of 
varying experimental parameters individually and in 
combinations with each other is possible.

Effect of contrast medium injection technique

In order to study whether the injection technique 
was likely to have an effect on accuracy, we exam
ined 4 different injection techniques.

The first injection technique consisted of a linear 
increase in flow up to a constant rate of injection of 
contrast medium which continued for a period of 
three seconds followed by a linear decrease down to 
zero flow [37]. In the second technique there was a 
linear increase in the flow of contrast material in-
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Fig.4. True and estimated blood flow waveforms vs time for high 
blood flow (mean 650 ml/min) with vessel internal diameter of 
6 mm

jected over a period of four seconds. This was the in
jection strategy adopted by Swanson [26]. The third 
and fourth techniques consisted of 2 and 5 pulses per 
second. Five pulses per second is probably the 
highest that is achievable in practice. The total inject
ed bolus volume was kept small (less than 2 ml) to 
have a minimal disturbing effect on the blood flow.

Concentration 
of iodine

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0

■ Site A Time (Seconds)
. Site B (40mm distal to A)

Fig. 5. Plots of typical contrast concentrations versus time gener
ated from synthetic data at two sites A and B, 40 mm apart, along 
a blood vessel with an internal diameter of 6 mm and mean blood 
flow of 367 ml/min

between the two variables was expressed by the 
correlation coefficient, with 1.00 as perfect linearity. 
The mean error (ME) of the calculated data from the 
true values is presented with ±  1 SD [38]. Error bars 
in the figures represent 95% confidence hmits 
(± 2 S D ).

Generation of data

We assessed these techniques for a range of blood 
flows, with mean blood velocity ranging from 3 to 
36 cm /s, and peak velocity ranging from 15 to 
186 cm /s, for different injection strategies and dif
ferent sizes of vessels diameters (2,4 and 6 mm). The 
length of vessel segment analysed was 100 mm and 
the injection point was 10 mm proximal to the seg
ment. A total of 96 different experiments were simu
lated.

Figures 3 and 4 show plots of the flow waveform 
vs time which we used in our simulation. The low 
blood flow waveform (Fig. 3), had a mean flow of 
139 m l/m in and the high blood flow waveform 
(Fig. 4), had a mean of 650 ml/min. For both the 
vessel diameter was 6 mm. This flow waveform was 
used to generate the parametric images and is taken 
from the results of McDonald [39] which were 
measured in a canine femoral artery.

Statistical methods

All the data generated in this study were analysed 
using simple regression modelling with one predic
tor and one outcome variable. The degree of linearity

Results

Figure 5 shows contrast mass, averaged over two 
windows covering a 1.2 mm length of vessel, 40 mm 
apart, plotted against time for 4 s (four cardiac 
cycles). The mean blood flow was 367 m l/m in and
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Fig. 6. Scatter plot showing the relationship between true mean 
velocity and mean velocity estimated by the method of the track
ing of bolus mass for a 6 mm diameter vessel. The results for ramp, 
constant, 2 and 5 pulse/s injection techniques are plotted. Error 
bars represent 95% confidence limits
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F i g .  7 .  Scatter plot showing the relationship between true mean
velocity and mean velocity estimated by the proposed method
matching contrast concentration profiles, for a 6 mm diameter
vessel. The results for ramp, constant, 2 and 5 pulse/s injection
techniques are plotted. Error bars represent 95% confidence limits

the internal diameter of the blood vessel was 6 mm. 
A parabolic axial flow profile was assumed. The 
flow rate of injected contrast material was uniform 
and equal to 1.10 m l/s. ’

The features visible in these plots were generated 
entirely by the rapid changes in bolus velocity over the 
cardiac cycle. These features have different shapes as 
the bolus disperses and to identify corresponding 
points on the two plots, in order to calculate the time 
of transport of the bolus, was not possible.

Figures 3 and 4 shows the superimposition of our 
estimates of the instantaneous measures o f blood 
flow, on the flow waveform used to generate the 
simulated data. Flow was estimated using both 
Swanson’s technique, the tracking o f bolus mass, 
and our new algorithm, the matching of contrast 
concentration profiles.

Scatter plots were generated relating mean calcu
lated velocity against mean input velocity, averaged 
over two cardiac cycles, for a vessel of 6 mm 
diameter. The scatter plot is generated using the 
bolus mass tracking of Swanson’s technique shown 
on Fig. 6. The correlation coefficient of instanta
neous blood flow input to the model and measured 
blood flow was 0.735 (jP< 0.001; M E =4.86 ±6.62 
cm/s). The scatter plot generated using our tech
nique, the matching of contrast concentration 
profiles, are shown on Fig. 7. There was excellent 
correlation (r=  0.995, ? <  0.001; ME =  0.237 ±1.03 
cm /s) between input flow from the model and the
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F i g .  8 .  Scatter plot showing the relationship between true mean 
velocity and the mean velocity estimated by the proposed method 
matching contrast concentration profiles, for 2 and 4 ram 
diameter vessel. Error bars represent 95% confidence limits

measured blood flow. Results for all four injection 
techniques are shown on the scatter plots.

Figure 8 shows plots of mean estimated velocity 
compared with mean input velocity for vessels of 4 
and 2 mm diameters for our technique, the matching 
of contrast concentration profiles (r=0.98, P <



268

0.001; M E =0.218 ±1.87 cm/sec). Only results for 
the injection of 2 pulses of contrast material per sec
ond were calculated.

Discussion and conclusion

The pulsatility of the blood flow waveform produces 
wide variations in contrast medium concentration 
over time. These variations produce marked features 
in the time -  concentration plots of Fig. 5. As stated 
above, matching these features between different 
measurement sites was not possible. In addition the 
velocity estimates will vary considerably with the tim
ing of the appearance of features due to the pulsatile 
blood flow waveform. These results confirm observa
tions from previous work by ourselves and others [22, 
24-26,29,40]. Generally transport time methods are 
not suitable for measuring highly pulsatile blood 
flow.

The tracking of bolus mass method is in fair 
agreement with the input profile for low blood flow 
(Fig. 3) but fails at high flow rates (Fig. 4). Either no 
match is found or incorrect matches are found. 
Figure 6 shows that the tracking of bolus mass 
method is able to estimate the mean velocity at low 
flow rates of up to approximately 15 cm /s but it 
underestimates high flow rates for all four types of 
injection. These results are due to there being only a 
finite difference between (a) the total length of blood 
vessel which is visible within the image and (b) the 
length of blood vessel which is within the averaging 
window. This limits the maximum velocity, or dis
tance travelled by the bolus, which can be measured 
in one frame time interval. If the window were to be 
reduced in size to detect higher velocities then the 
statistical error in the calculated velocities would in
crease significantly.

Figures 3 and 4 demonstrate that results obtained 
using our proposed technique for the matching of 
contrast concentration profiles, is in good agreement 
with the blood flow waveform over the whole range 
of blood flow rates investigated.

For a 6 mm diameter vessel our technique gives 
excellent results (r=  0.995, ? <  0.001; M E =0.237 ±  
1.03 cm/s) over the entire range of flow rates, with 
mean blood velocities ranging from 3-36 cm /s, and 
peak velocities ranging from 15 to 186 cm/sec. With
in the limits of the experiment, the technique is inde
pendent of the four injection strategies.

We have also obtained good agreement (f=0.98, 
P <  0.001; ME =  0.218 ±  1.879 cm /s) for mean flow 
velocities of up to 41 cm/sec (mean volume flow 
rates of 307 m l/min) for 4 mm diameter vessels and 
up to 36 cm /s (mean volume flow rates of 
68 ml/min) for 2 mm diameter vessels.

We have included the effect of X-ray quantum 
noise in our parametric images. We have not investi
gated problems such as the effect of X-ray scatter on 
image contrast, image artefacts due to mis-registra- 
tion resulting from patient motion, or beam hard
ening effects resulting from overlying organs on the 
image of the vessel of interest. These effects may re
quire additional pre-processing steps before ap
plying our algorithm.

We have not investigated varying the site of injec
tion with respect to the imaging site. For injection of 
contrast material at more remote sites we would ex
pect greater dispersion of the bolus and hence some 
reduction in accuracy for both the bolus mass track
ing method and the matching of contrast concentra
tion profiles.

We have not presented here the effect of varying 
the length of blood vessel analysed. The shorter the 
blood vessel segment that is analysed the lower the 
peak velocity that may be measured and the greater 
the statistical uncertainly in the result for both tech
niques.

In conclusion, the estimation of instantaneous and 
mean volume blood flow by matching profiles of con
trast material concentration along the blood vessel 
axis is a robust technique when applied to synthetic 
data. It is superior to other methods we have evalu
ated. We propose that the technique could be applied 
over the full range of pulsatile flows expected in clini
cal practice in vessels 2 to 6 mm diameters.
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