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Abstract

This thesis concerns the control mechanisms of bacterial growth. Mathematical and

experimental work has shown the control of bacterial growth behaves as a switch. It

is known that the vitamin B12 riboswitch plays a role in this switching mechanism.

These facts motivate considering variable structure control techniques to investigate

the control mechanism and the robustness of the riboswitch. Whilst the existence

and importance of switches are widely acknowledged within the biological litera-

ture, many life scientists do not deal explicitly with the switching behaviour. Fre-

quently, steady-state behaviour before and after switching is the primary focus. The

main objective of this thesis is to study the control mechanisms of the vitamin B12

riboswitch on bacterial growth at both a cellular and population level. The results

using different bacterial strains show that changing the concentration of vitamin

B12 affects the growth until saturation level is reached. The thesis then studies the

control mechanism in algal and bacterial co-culture. A model has been developed

using data from an in vivo experimental two-species system where the bacterium

Mesorhizobium loti (M.loti) supplies the vitamin B12 required for growth to the

freshwater green alga Lobomonas rostrata (L.rostrata) and where the action of the

B12 riboswitch is known to be a determinant of system behaviour. The reachability

analysis from sliding mode control is used to find the algal and bacterial saturation

level and study the robustness of the system. Using the validated riboswitch model,

an observer design method from the domain of control engineering is used to esti-

mate the vitamin B12 transporter BtuB given measurements of the concentration of

vitamin B12. Validation of the estimates of BtuB has been undertaken by comparing

the relationship between the BtuB and vitamin B12 concentrations estimated from
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the observer with the relationship between green fluorescent protein production and

the concentration of vitamin B12 obtained experimentally.



Impact Statement

This thesis has an impact across several fields: academia, biology and clinical

medicine. Firstly, the thesis presents a new method of determining bacterial growth

using information from the control mechanisms of the vitamin B12 riboswitch. The

method provides a straightforward estimate of bacterial growth by linking the dy-

namics of bacterial growth together with the concentration of vitamin B12. The

dynamics of bacterial growth can be established based on knowledge of the bac-

terial strain and the growth rate. The thesis also provides a significant contribu-

tion to finding the saturation level of algal and bacterial growth using paradigms

from control engineering. These findings contribute to finding the maximum active

concentration of vitamin B12 using the minimum nutrients. In extensive surveys,

3.2% of adults over age 50, and 6% of those aged more than 60 have a vitamin

B12 deficiency, and around 20% have a marginal vitamin B12 deficiency [1] [2].

The models developed in the thesis provide mechanisms to reduce the production

costs of vitamin B12 as well as to provide insight into specific medical complaints

where the uptake of vitamin B12 is known to be problematic for patients, for ex-

ample, Crohns Disease. Models of the saturation level of algal growth are famous

in ecology and can contribute to the management of global warming. Calculations

linking minimum nutrient levels for maximum growth are essential in this regard.

The theoretical impact of this thesis is as an interdisciplinary study showing how

variable structure control methods can be used in biomedical applications. The the-

sis provides examples on how to check the robustness of biological systems using

control methods and how to ensure desired outcomes are achieved by considering

stability analysis from the control domain. A particular contribution is the use of
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observation methods such as the sliding mode observer and Luenburger observer

to develop a soft sensor to measure difficult to measure states of the vitamin B12

riboswitch. The observation analysis can be used as a basis to use the same tech-

nique in other biomedical applications that exhibit the same or similar switching

mechanisms such as muscles. In this thesis, the analysis was used to observe the

concentration of BtuB; the same analysis can be used to find btub and other con-

centrations that are hard to be estimated experimentally. A comparison was made

between different types of observers, and it is proven using experimental validation

that sliding mode observers give the best estimate.
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Chapter 1

Introductory Material

1.1 Overview

This thesis presents interdisciplinary research between control engineering and

mathematical biology. The variable structure control (VSC) paradigm is applied

to study the control mechanisms of bacterial growth. One of the mechanisms that

control bacterial growth is the vitamin B12 riboswitch [6] [7] [8]. Riboswitches

are naturally occurring RNA-based regulatory components that essentially func-

tion by first sensing specific metabolites such as cofactors, amino acids and nu-

cleotides and then regulating the expression level of proteins in the corresponding

metabolic pathways [9]. The switches undergo a conformational change in response

to a small-molecule ligand whereby increasing ligand concentrations either increase

or decrease gene expression. To understand the control mechanisms of the vitamin

B12 riboswitch, a study of the gene regulatory network (GRN), which is a collection

of molecular regulators that interact with one to the other and with substances in

the cell to govern the gene expression [5] [10] is required. Models of GRN provide

significant insights into the underlying molecular mechanisms, which can lead to

important biotechnological applications [11]. These models allow researchers to

investigate the role of components of a given system, and to give precise definitions

of the functions exerted by system components and their interactions. Also, the

models can be easily used to perform system simulations to test different scenarios

that are not readily accessible by experimental work. The vitamin B12 riboswitch
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will exhibit switching behaviour between high (ON) and low (OFF) and affect the

overall growth. The riboswitch provides a mechanism for regulating the concentra-

tion of a metabolite by uptake or by controlling the synthesis of an enzyme involved

in the synthesis. When levels of the metabolite are high, it binds to the riboswitch

and alters the secondary structure of the RNA helix such that it stops additional tran-

scription of the mRNA; when no metabolite is bound, the levels will be low, and the

riboswitch adopts an alternative structure and transcription can proceed [12]. It has

been discovered that riboswitches sense a variety of ligands. The steady increasing

number of examples of such natural RNA regulators that control gene expression

through diverse mechanisms in different organisms has fostered a growing interest

in using RNA to build synthetic controllers. Both naturally occurring and synthetic

riboswitches are seen to be highly tunable components capable of regulating gene

expression.

Some work to model riboswitch function has taken place, and useful guidelines

have been developed for tuning, but this work has been performed under steady-

state operating conditions. Beisel et al. [4] modelled the kinetics of riboswitch

function when it is operating under known regulatory mechanisms. They used the

models to develop a generalized framework for examining quantitative aspects of

riboswitch tuning, which is complicated by the integration of various regulatory

mechanisms and processes such as RNA folding. To design synthetic riboswitches,

Sha Gong et al. [13] studied computational methods for modelling the structure

and kinetics of riboswitch aptamers. Manja et al. [14] studied the regulation lev-

els which occur at either the level of transcription or translation in riboswitches to

regulate gene expression in synthetic biology. The prior literature has also con-

sidered riboswitch modelling by linking the aptamer-ligand binding and expression

platform [15], studying the structure and the dynamics in RNA [16] and by design-

ing artificial riboswitches [17], [18]. The literature on the tuning of riboswitches

also focusses primarily on the riboswitch as an individual element rather than as a

component within a wider biological pathway [4]. As it is operating as a switch, a

control engineering perspective can be used to model the control of the riboswitch
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and to understand its dynamics. Thus, the use of VSC provides a useful view of the

switching behaviour of the riboswitch. In this thesis, the importance of vitamin B12

concentration in different bacterial strains have been studied. As the concentration

of vitamin B12 is easy to be measured, the measurements can be used to estimate

BtuB concentration, the cobalamin transporter from Escherichia coli, which is hard

to be measured experimentally using observer theory.

1.2 Thesis organisation

The thesis is organized as follows:

Chapter 2 provides the biological background about the control mechanisms in

bacterial growth. Cell types and gene expression are discussed, and it is explained

how riboswitches affect the gene regularity network. The chapter also shows the

main differences between Prokaryotic and Eukaryotic cells. The chapter then shows

the relation between the control mechanism in gene regulation and the bacterial

growth at the cellular and population levels. This chapter motivates the use of VSC

as a technique to investigate the control mechanisms of bacterial growth.

Chapter 3 provides a relevant background to the VSC paradigm. The purpose

of this chapter is to introduce analytical tools from VSC theory. For simplicity,

a second-order system is used to present the framework of sliding mode control

(SMC). The design procedure for a SMC along with the reachability condition,

which represents a condition for the sliding manifold to be attractive to the states of

the system, and the concept of the equivalent control are discussed. Moreover, this

chapter introduces the background to the different observers that have been used in

the thesis; the sliding mode observer and the Luenburger observer.

Chapter 4 begins with an analysis of a simple model of the vitamin B12 ri-

boswitch. Next, methods for the study of switched systems from control engineer-

ing are applied to the modelling and analysis of the riboswitch. The simulation

results have been validated using in vivo experiments by checking the bacterial

growth when using Escherichia coli and Salmonella enterica where the action of

the vitamin B12 riboswitch is known to be a determinant of system behaviour. Val-
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idation of the simulation results has been undertaken by linking the dynamics of

the riboswitch to bacterial growth. These findings showed that the riboswitch could

help develop high-yield strains by metabolic engineering.

Chapter 5 shows a control engineering perspective on the growth dynamics

of algal-bacterial co-cultures. This chapter first describes a simple model of algal-

bacterial growth and analysis is undertaken before and after the add-back of nu-

trients. The effect of system parameters and control mechanisms is quantified

with both steady-state analysis and physical limitations. Motivated by the inher-

ent switching action within the biology, a sliding mode interpretation of the control

mechanisms is hypothesized based on knowledge of the maximum carrying capaci-

ties for each growth. The results of a range of experiments reported in the literature

are used to validate the assertions.

Chapter 6 begins with background on the relationship between the concentra-

tion of vitamin B12 and the concentration of BtuB. Observer design methods are

then used to estimate BtuB given measurements of the concentration of vitamin

B12, which is easy to be measured experimentally. Validation of the estimates of

BtuB has been undertaken by comparing the relationship between the BtuB and vi-

tamin B12 concentrations estimated from the observer with the relationship between

green fluorescent protein production and the concentration of vitamin B12 obtained

experimentally.

The first part of the final chapter presents the general conclusion of this thesis,

and the second part suggests ideas for future work to build on the findings of the

work.

1.3 Contribution

The contributions of this thesis lie within the realm of modelling and analysis of

the control mechanisms of bacterial growth. The novelty of the approach resides

in the fact that VSC theory is utilised to both models the control mechanism in

bacterial growth as well as to observe the concentration of BtuB from measurements

of vitamin B12. The specific contributions are as follows:
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After two introductory chapters on the biological background (Chapter 2) and

control theory background (Chapter 3), Chapter 4 demonstrates the effect of the vi-

tamin B12 riboswitch at a cellular level. A mathematical model that describes the

protein synthesis that contains the concentration of gene btub mRNA, the concen-

tration of the BtuB and the concentration of vitamin B12, which was developed by

Santillan et al. (2005) [6] have been analysed to determine how they affect the cells

during transcription and translation. The dynamics of the vitamin B12 riboswitch

have been incorporated in a model of Escherichia coli (E. coli) bacterial growth.

The same analysis has been performed with different bacterial strains. The effect of

changing the concentration of vitamin B12 in bacterium Salmonella enterica (S. en-

terica) has been tested. The simulation results obtained replicate the experimental

results.

In Chapter 5, mathematical models for the growth of Lobomonas rostrata al-

gae and Mesorhizobium loti bacteria, which was developed by Matthew et. al [19]

have been analysed both before and after the add-back of nutrients. This work

takes the results from the cellular level to the population level and explores how

the riboswitch can affect a co-culture environment. The specific nutrients studied

are vitamin B12 and carbon. The physical limitations on the parameters have been

identified, and simulations show how the growth saturates. Linearised models have

been identified and the degree to which they are useful to represent the dynamics

explored. SMC analysis has been carried out to quantify the action of the con-

trol mechanisms and the system robustness explicitly. A reachability condition is

formulated, and then, a natural VSC is identified which satisfies this reachability

condition so that the system states lie in the vicinity of the chosen switching func-

tion.

In Chapter 6, the framework of a sliding mode observer (SMO) is seen to

observe BtuB. The results establish that using an observer as a soft sensor is a useful

approach to explore the operation of a vitamin B12 riboswitch if measurements of

the concentration of vitamin B12 are available. The work also shows how a SMO

can observe BtuB concentration using a third-order observer. The work in this thesis
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has produced the following articles:

• M. Abbadi, S. Spurgeon, N. Khan, M. Warren and Bernhard Krutler ”Using

sliding mode observers to estimate BtuB concentration from measured vita-

min B12 concentration” submitted to IET system biology journal, 2019.

• M. Abbadi, S. Spurgeon, N. Khan and M. Warren, ”Understanding the

Control of a Vitamin B12 Riboswitch,” 2018 UKACC 12th International

Conference on Control (CONTROL), Sheffield, 2018, pp. 474-479. doi:

10.1109/CONTROL.2018.8516881

• M. Abbadi and S. Spurgeon, ”Growth Dynamics of Algal-bacterial Cocul-

tures: A Control Engineering Perspective,” 2018 European Control Confer-

ence (ECC), Limassol, 2018, pp. 2344-2349. doi: 10.23919/ECC.2018.8550593

1.4 Conclusion
In this chapter, the main structure of the thesis and the highlight of the main contri-

butions are presented. Next chapter presents the biological background of bacterial

growth and explains in detail the work of riboswitches and how they are playing a

role in the control mechanism.



Chapter 2

Biological Background of the Control

Mechanisms in Bacterial Growth

In this chapter, a brief introduction of the essential concepts of molecular cell bi-

ology that are used throughout the thesis is presented. First, the main differences

between cell types (prokaryotes and eukaryotes) are described. A particular focus

will be gene expression, its regulation, and how protein synthesis occurs from DNA

to gene production. The control mechanism is studied throughout the process; at

the transcriptional level, translation level and inside the mRNA. This chapter will

also define the riboswitch, how it evolves, the classification, the structure and func-

tion and the role played in transcription and translation levels. The importance of

studying riboswitches is a key motivation.

2.1 The Cell
Everything living on this planet is made of cells. The cell meaning ”small room”

from the Latin word cella, is the smallest unit of life and it is the basic biological,

functional, and structural unit of all known living organisms [20]. Organisms may

contain one cell or can be multicellular. The multicellular are normally organized

into tissues, which are collections of similar cells organized to perform a particular

function in addition to the usual housekeeping processes to all cells. The size of

the cells varies from typically 1 to 100µm, and they are only visible under a micro-

scope [21]. Each cell has the same genetic information as the parent organism, and
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this data is passed on to the new cells produced from binary fission [22]. Modelling

analysis of the control mechanism is the core focus of this thesis, so that cell differ-

entiation, for example, is not studied. When categorizing life at a very high level, it

can be categorized in terms of either eukaryotic cells or prokaryote cells [23]. Com-

plex member-bound structures are the main distinction between eukaryote cells and

prokaryote cells; the main member-bound structure is the nucleus, which has ge-

netic information (DNA) inside it. In Prokaryote cells, the DNA is bundled up into

a section of the cell, which is not the member-bound nucleus. Eukaryotes cells also

have other membrane-bound structures such as mitochondria and Golgi apparatus.

The nucleus is an important part of the cell as it is where the DNA is generated, and

the nucleolus is where the ribosomal RNA is produced. DNA tends to be in multiple

strands in Eukaryote cells, but it is circular in the prokaryote cells. Eukaryote cells

include all multicellular organisms: humans, animals, plants, protists and fungi.

The bacterial cell is of main concern in this thesis, and it is the most common ex-

ample of Prokaryote cell. The two major types of cells are shown in Fig. 2.1. In

Figure 2.1: Differences between Prokaryotic and Eukaryotic cells [3]
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controlling the mechanism of the cell, the metabolites have to stay at a specific state

of equilibrium; this value might be affected based on some needs. The structure of

the cell can maintain the metabolite concentration at the desired level by regulating

gene protein-encoding through particular ”switches”, called riboswitches, which

can block or activate protein synthesis. The next section will explain the control

mechanisms at both transcription and translation levels in a riboswitch [7].

2.2 Riboswitches

Riboswitches are metabolite-sensing RNA elements that combine small molecules

in the five prime untranslated regions (5‘ UTR). This region is also identified as a

leader sequence or leader RNA [8]. These genetic regulation networks are defined

as mRNA elements that bind metal, ions or metabolites as ligands. This binding

process determines whether or not the associated genes are expressed. Riboswitches

are also known as a controlling segment of mRNAs that bind a small molecule to

regulate the change in the production of the proteins encoded by the messenger

RNA. Riboswitches also regulate mRNA expression by forming different structures

in response to this ligand binding. However, not all riboswitches are at the five prime

untranslated regions; Breaker et al. [8] found that the thiamine pyrophosphate (TPP)

riboswitch in some eukaryotic mRNA regulates splicing at the 3’ end.

Riboswitches were first discovered through an experiment on vitamin B deriva-

tives and since then have been found to occur naturally as molecule binders. They

were found in bacteria only in 2002 [9]. There are approximately twenty well-

known classes of riboswitches discovered to date. The focus of this thesis will be

on the vitamin B12 (Cobalamin) riboswitch [12], which binds the coenzyme form of

vitamin B12 to regulate cobalamin and transport genes. Chapter 4 describes a math-

ematical model that presents the control mechanism in the bacterial growth based

on the vitamin B12 riboswitch and Chapter 5 uses the same riboswitch but considers

it in a co-culture environment.

Vitamin B12, the cyano-derivative of cobalamin, is a water-soluble vitamin

whose biological forms play vital roles in metabolism that affect the normal func-
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tioning of the brain and nervous system in humans. The term B12 is generically

used to refer to cobalamin in this thesis. B12 is unique among the vitamins in that

it is made exclusively by only certain prokaryotes and there is significant interest in

how B12 production is controlled within microbial communities and how the nutri-

ent makes its way through the food chain into animals.

Wachter A [24] and Serganov A et al. [9] showed in their researches that ri-

boswitches play a role in controlling the gene expression in eukaryotes cells. If the

production of vitamin B12 is controlled by the riboswitches, then more vitamin B12

can be produced using biotechnological approaches depending on the riboswitch

ON and OFF behaviour. For humans, B12 deficiency is most often associated with

an autoimmune disorder that prevents the body from absorbing the nutrient, but

people on a strictly vegetarian diet are also prone to deficiency as plants neither

make nor require B12. Dietary B12 deficiency is a severe problem in many de-

veloping countries, including the Indian subcontinent, Mexico, Central and South

America and selected areas of Africa [25]. Moreover, B12 deficiency is also a com-

mon problem for the 115000 sufferers of Crohn’s disease in the UK and millions

more worldwide as the inflammation caused by the condition can affect the end of

the ileum, which is the main area where B12 is absorbed [26] [27]. This motivates

the use of modelling to understand the dynamics of vitamin B12 better.

2.2.1 Riboswitches Structure

The riboswitch has two main elements, the aptamer and the expression platform.

Although it may seem that the aptamer and the expression platform are two sepa-

rate structures because of their different functions, they are connected. They over-

lap each other in a space that is called the switching sequence, as shown in Fig.

2.2, where the information is passed from the aptamer to the expression platform

domain, and the conformation of the expression platform is decided. [5]. Ri-

boswitches can also be broken into two classes based on their structure: Pseudoknot

fold and Multi-helical junction. Pseudoknot is formed by base pairing between a

loop of RNA and outside the region. Junctional riboswitches combine several sev-

eral metabolite-sensing RNAs by stacking them on top of each other and packing
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Figure 2.2: Riboswitch domains

Figure 2.3: Gene expression when the riboswitch is ON and when it is OFF [4]

them side to side to make the commonly seen Y shape [28] as shown in the aptamer

domain described in Fig. 2.4 . When a metabolite accesses the cell, it binds to the

riboswitch, which will stop production. A riboswitch is not always a single unit;

there can be two sensor domains or two riboswitches next to each other, which is

present in the glycine riboswitch [29]. The aptamer is a specialised living receptor.

It can range in size from 70 to 200 nucleotides and the types of compounds the

aptamer binds are small pairing coenzymes amino acids and metal cations.

Each aptamer is very specific to the ligand it can bind, and a small variation

of the compound may interrupt binding. The aptamer has several different ways of

insuring; it only selects the correct metabolite. Most aptamers have a tight ligand-

binding pocket and hold in ligand with Van der Waals forces [30]. Hydrogen bond-

ing between Logan edges and non-paired nucleotides of RNA are used to ensure the

correct orientation of the metabolites. The aptamer signals the switching sequence

and expression platform to change conformation to the ON or OFF position. Figure

2.3 shows the dynamics of the gene expression when the riboswitch is ON and when

it is OFF.
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Figure 2.4: Typical bacterial mRNA transcript [5]

The expression platform is a secondary switch which dictates whether the gene

expression will be turned ON or OFF. A ligand is bound to the aptamer which

signals to fold in the switching sequence, and that will cause the expression platform

to fold into the designated confirmation. The conformation will determine whether

transcription, translation or other gene expressions are terminated or continued [5].

The confirmation of the expression platform will make the ribosome binding site

available, or not, for translation, and the platform can fold into either a terminator

or anti-terminator position for transcription, as shown in Fig. 2.4.

2.2.2 Riboswitches in Transcription and Translation Levels

Transcription is the process of converting DNA to RNA. This process is a crucial

step to transfer genetic information to the ribosome, and each gene can be tran-

scribed with different rates and efficiencies. RNA differs mainly from DNA in

that it is single-stranded and often contains short sequences that are complemen-

tary to other sequences that allow it to fold over on itself. Riboswitches regulate

gene expression almost exclusively in prokaryotes; they control gene expression

by promoting innate transcription termination or by impeding translation initiation.

Riboswitches can regulate the ability of RNA-dependent helicase Rho factor, which

is a prokaryotic protein, to terminate transcription [31]. They promote transcription

when there is no ligand present, and the anti-terminator loop is engaged. All of the
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Figure 2.5: Regulatory pathway of the gene in Prokaryotes

previous steps are shown in Fig. 2.4, where AUG is the start codon and UAA is the

stop codon of the coding region.

Translation is the second mechanism after transcribing DNA to a single strand

of RNA. This RNA then requires a ribosome to be translated into a protein as shown

in Fig. 2.5. For translation initiation which occurs in prokaryotes when a specific

ligand binds to the aptamer domain, this causes a rearrangement in the structure of

the expression platform side which includes the ribosome binding site. In transla-

tion termination, it stops the mRNA from producing the protein due to the adequate

amount that is produced in the bacteria, in order to prevent or terminate the trans-

lation mechanism as specifically must bind to the aptamer domain and this changes

the confirmation of the RNA. As a result, translation is then terminated, and the

mRNA will stop producing the protein.

2.2.3 Importance and Application of Riboswitches

Riboswitches have the potential to be used as drug targets; they can distinguish

between different cognate molecules as well as their existence in bacteria. The use

of riboswitches within antimicrobial drug targets has many advantages over classic
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antibiotics; they have lower toxicity because small metabolites control them. This

makes them relatively straightforward to introduce into the system and would make

them cheaper to manufacture and more natural to modify. In riboswitches, there is

less chance of resistance from bacteria since there is only a single type of riboswitch

with bacterial genes which makes mutation harder to stop the effect of the antibiotic.

The dynamics of a vitamin B12 riboswitch is shown in detail in Chapter 4, and the

effect of it is studied by linking it with the bacterial growth phases. The model is

also used to find and estimate the concentration of BtuB using several observation

methods as shown in details in Chapter 6.

2.3 The Dynamics of Bacterial Growth
This section will explain the dynamics and determine the mathematical equation

that describes bacterial growth. Bacteria has three growth phases, as shown in Fig

2.6.

Figure 2.6: Bacterial and algal growth curve

1. Lag phase: When cells are transferred to fresh media, they require time to

detect the environment, express specific genes, and synthesize components

necessary for rapid growth. The cells do not divide at this time.

2. Exponential (log) phase: Binary fission occurs at a maximum rate; the cells

are dividing as rapidly as possible.

3. Stationary phase: At this point, growth has stopped, and there is no net

increase or decrease in the number of cells.
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In modelling a bacterial population as a function of time, the rate of change of

population with respect to time is proportional to the population itself [32], so that:

˙N(t) = r N(t) (2.1)

where N(t) is the population and r is the growth rate. It follows that N(t) = N0 ert

where N0 is the initial population and the growth curve for freshwater green algae,

for example, is as shown in Figure 2.7.

Figure 2.7: The growth curve when N(t) = N0 ert

From Figure 2.7, it is seen that as time increases, the population will increase

exponentially. After some time, however, the environment will not be able to sup-

port more than a specific population. This value, corresponding to saturation of

growth, is given by K. One reason why the population will saturate may be that

there is not enough vitamin B12 to support the cells. In this case, equation (2.1) is
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not valid, and as shown by Verhulst [33], the model becomes:

Ṅ = r N(1− N
K
) (2.2)

where r is the population growth rate, and K is the carrying capacity. Equation (2.2)

is called the logistic differential equation [34]. To study the limitation of the logistic

differential equation, note that if the population N is equal to zero, the rate of change

of population will be zero. When N = K, the rate of change will be zero and thus

growth will only occur when 0 <N<K. In this case, the population will grow ex-

ponentially to reach a steady-state value K. The solution of the logistic differential

equation (2.2) is given by N(t) = N0 K
(K−N0)e−rt+N0

where N0 is the initial population,

K is the maximum carrying capacity and r is the growth rate. Riboswitch plays

a role in controlling bacterial growth. When the switch is ON, the growth is in

the exponential phase, and when it is OFF, it is at the saturation level. Chapter 5

shows in detail the relation between bacterial growth and algal growth; it studies the

interaction between them and how the riboswitch affects growth.

2.4 Conclusions
In this chapter, types of cell in all living organisms are considered, mainly focusing

on describing the differences between prokaryotic cells and eukaryotic cells. Bac-

terial cells are regarded as a prokaryotic cell and are the focus of this thesis. The

process of the regulatory pathway is then considered. The riboswitch is seen to

be the element that controls the mechanisms in the protein synthesis process, as it

regulates the expression level of proteins in the corresponding metabolic pathways.

This is because different regulatory activities inside the mRNA are associated with

each pathway. The increase in ligand concentration either leads to an increase (ON

behaviour) or a decrease (OFF behaviour) of gene expression. The riboswitch struc-

ture is then studied in both transcription and translation levels in-depth. The first

part of this chapter shows how the riboswitch works at the cellular level; then, this

chapter shows the relation between the riboswitch and bacterial levels. Finally, this

section shows the growth levels in both bacteria and algae. This will be used in an



2.4. Conclusions 35

application in cellar level in chapter 4 and population level in chapter 5. The find-

ings in this chapter show that switching is essential in riboswitch behaviour. VSC

is one of the primary mechanisms to design switched control systems in engineer-

ing applications. This will be applied in the next chapters to analyse riboswitch

behaviour. Chapter 3 will discuss the control background and VSC theory in detail.



Chapter 3

Variable Structure Control

3.1 Introduction

The field of control engineering involves the study of uncertain dynamical systems.

The key paradigm introduces feedback to achieve the desired stability and perfor-

mances of the system in the presence of parameter uncertainty and disturbances.

VSC is a form of discontinuous non-linear control and particular sub-class of the

control system. The idea developed from a study in Russia by Emel‘yanov and his

co-workers in 1967 [35]. The work did not appear outside Russia until 1976 when

Itkis [36] and Utkin [37] respectively published work in English. A VSC changes

the dynamics of a system by using a switch control mechanism [38]. Fundamen-

tally, the feedback control law switches between conditions to achieve stability and

performance. VSC concepts have been used to design robust controllers for non-

linear, time-delayed and uncertain systems [39] [40] [41]. Implementing a VSC

strategy yields strong robustness to a class of uncertainties [42] [43]. One of the

advantages of using the switching mechanisms is that by switching between subsys-

tems, the properties of some subsystems can be combined so that the overall system

holds new dynamical behaviours that are not present in any of the subsystems in-

dividually. Systems engineers have used a VSC approach to ensure robustness to

uncertainty and disturbances. VSC techniques can deliver an understanding of the

impact of disturbances and parameters uncertainty on the dynamical behaviour of

systems [38]. This approach has been receiving more and more attention recently
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in the robotics applications [44] [45] [46] [47] [40]. For example, it was used to

find an algorithm for robotic manipulators and for controlling the links of the robot,

in addition, the robotics computational resources are limited, and the solution is to

produce a VSC.

Sliding mode control (SMC) is a particular class of VSC, and the idea has been

applied to design robust regulators, tracking systems, fault detection schemes and

adaptive schemes [48]. The purpose of SMC is to drive the system states onto a

specific surface in the state space, called the sliding surface. Once the sliding sur-

face is hit, SMC keeps the states on the close neighbourhood of the sliding surface.

The SMC design approach is a two-stage process. The first involves the design of

a switching function to prescribe the desired system performance, and the second

component consists of the selection of a control law to ensure the prescribed be-

haviour is attained. The design approach ensures the switching function, and thus

the desired dynamics will be attractive to the system state [37]. One of the advan-

tages of using the SMC approach can be to reduce the order of system dynamics.

Furthermore, reconstructing and estimating the dynamics of an unknown input can

be achieved using the principle of the equivalent control [49]. The reachability con-

dition, which is a condition that forces sliding can be framed in terms of Lyapunov

stability analysis. Then, a VSC is determined to satisfy the reachability condition

[50]. The choice of switching function will determine the dynamical behaviour of

the system and the choice of the control will make sure that the dynamics of the

system remain on the sliding manifold. Furthermore, sliding mode systems are

insensitive to a class of parameter variations and uncertainty. This has motivated

the use of SMC in different applications such as biomedical applications, electric

motors, furnace control and chemical models [51] [52] [53].

To generate robust predictions from a known model, understanding the mod-

elling uncertainty and the impact of the parameters are key factors to consider. Also,

the differences between the model’s dynamics and the actual process must be under-

stood. In terms of system biology, uncertainties in the model may be due to the lack

of biological data for parameter estimation, the complexity of the system and the
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possible range of parameters. This motivates the use of VSC in modelling because

it enables assessment of parameter uncertainty on the model dynamics.

A state observer is a system that gives an approximation of the state of a sys-

tem, from the knowledge of the physical systems‘ input and output measurements.

Knowing the system state helps in various control problems; such as implementing

controllers that are a function of the state. The observer is effectively a dynamical

system model which is driven by the input and the output of the physical system.

An output error is formed by comparing the output of the observer and the output

of the physical system; this error is used to construct a feedback loop around the

observer to drive the error between the observed output and the physical system

output to zero. An observer can be considered a soft sensor as it provides estimates

of unmeasured states. An observer provides robustness in the face of uncertainty

between the observer model and the physical system [54]. This chapter reviews

the theory of VSC, focusing on SMC and Sliding Mode Observers (SMO) which

will be used later in this thesis to find the physical limitation for parameters and ob-

serve BtuB from measurements of vitamin B12. The chapter is organized as follows:

Firstly, the underlying philosophy of VSC is presented. Next, a particular case of

VSC is discussed (SMC). Finally, observation techniques are presented.

3.1.1 Philosophy of Variable Structure Control

The VSC paradigm changes the control structures of the system during operation

according to a switching logic; this is frequently used to achieve desired stability

and required performance. To understand the characteristics of VSC, consider the

second-order oscillator system given in [37].

ẍ−α ẋ+u(t)x = 0 (3.1)

where α is a constant value and u(t) is the control. To achieve stability, the control

input is selected as u(t) = 0.5 and α = 0.6. The phase portrait of the dynamics is

shown in Fig. 3.1. It is seen from the figure that the control input u(t) generates a

stable dynamics and the steady-state output goes to zero. The control input can be
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Figure 3.1: Trajectories of the oscillators system (3.1) where X(t) is the variable with (β =
1 and α = 2)

rewritten in the following law:

u(t) =

β i f x(t) s(x(t), dx(t)
dt )> 0

−β i f x(t) s(x(t), dx(t)
dt )< 0

(3.2)

where β is any positive scalar. Define a switching function by finding a linear

combination of the two states of the system (x(t)and dx(t)
dt )) as shown:

s(x(t),
dx(t)

dt
) = Dx(t)+

dx(t)
dt

(3.3)

where D is a positive scalar designed from system (3.1) using the stable poles.

The phase portrait and the switching function of system (3.1) after applying the

switching function (3.3) with D = 0.5 are shown in Fig. 3.2. Figure 3.2 shows
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Figure 3.2: Trajectories of the oscillators system (3.1) with D = 0.5

that after a short transit time, the system starts to move in a straight line to the

origin and the switching function goes to zero after a short time, this movement

towards the origin is called the sliding mode [54] and is discussed in details in the

following section. A comparison between the system with switched control and

with stable feedback alone is shown in Fig. 3.3, and it shows that the system with

switched control is behaving better as it reaches the stable steady-state value in a

faster response.

3.2 Sliding Mode Controller
Sliding mode control (SMC) is a particular class of variable structure control [40].

[48]. It is typically composed of feedback control laws and a decision rule. The de-

cision rule, termed the switching function, has as its input some measure of the cur-

rent system performance and determines the particular feedback controller, which

should be used at that time. In sliding mode control, the control is designed to

drive and then constrain the system to lie within a neighbourhood of the switching

function. The design thus comprises two steps; the first determines the switching

function by solving the so-called existence problem and the second prescribes a

control which makes the switching function attractive by solving the reachability

problem. A significant advantage of the paradigm is that the dynamic behaviour
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Figure 3.3: Comparison of the system output under switched control and normal stable
feedback

of the system is directly tailored by choice of the switching function. Besides, the

closed-loop response becomes very insensitive to a particular class of system un-

certainty called matched uncertainty.

The basic design principles of sliding mode control will be shown using a

pendulum system, which is simple and has been widely used to demonstrate key

features in the literature [55] [48] [56]. The ordinary differential equation that rep-

resents the pendulum system is as follows:

d2x(t)
dt2 =−ξ sin(x(t))+u(t) (3.4)

where ξ is a positive scaler. The variable x(t) is the angular displacement variation

over time and the control signal u(t) is the force applied. The objective of this

control is to force the trajectories to the origin. x(t) and dx(t)
dt are considered to be

the state variables and the initial conditions are x(0) = 0 and dx(t)
dt = 0. A sliding
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mode control for the system (3.4) can be designed using the switching function

(3.3). When in sliding mode, the switching function s(x(t), dx(t)
dt ) = 0, equation

(3.3) will be:
dx(ts)

dt
=−Dx(ts) (3.5)

where ts is the time when the system is on sliding mode. To simplify the writing,

s(x(t), dx(t)
dt ) will be replaced with s and the differential is denoted ṡ(t) = ds(t)

dt . The

first step in the control design is to achieve sliding so that s = 0; the second step is to

force the system state to move to and remain on the chosen sliding manifold. This

step is called the reachability condition as shown in the literature [48] [56] [57].

Fundamentally, if a dynamics is needed to be attracted to the system state, then

a control has to be modelled to make the direction of motion towards the origin.

Because if the direction of motion is always towards the dynamics of the system,

the control has to push the system back towards the origin. An advantage of having

the reachability condition is that the system will stay in the sliding surface. Because

every side of that dynamics will push back onto the dynamics by choice of the

control [58] [59], the reachability condition can be written as:

s ṡ < 0 (3.6)

A better version of the reachability condition is defined by Utkin, which will make

the sliding mode happen in finite time is called the η-reachability [59] [58] condi-

tion and it is as shown below:

s ṡ <−η | s | (3.7)

where η is a small positive number. In this case, the reaching time tr can be found

by integrating Eq. (3.7) between t = 0 and t = tr as: s(tr)− s(0) = 0− s(0) <

−η(tr−0), then tr =
|s(0)|

η
. This tr ensures the finite time converges s = 0.

After solving equation (3.4) when the system is in sliding mode, the value of

u(t) to achieve the reachability condition is as follow:

u(t) =−dx(ts)
dt
−ρ1sgn(s) (3.8)
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Figure 3.4: Phase portrait showing the response of the system (3.4) when ξ = 0 and when
ξ = 1 with initial conditions x(0) = 1; ẋ = 0.1

where sgn(.) is the sign function and value of ρ1 should be bigger than ξ +η to

satisfy the reachability condition. Figure 3.4 shows a comparison of the phase por-

trait for system (3.4) when ξ = 0 and ξ = 1 and applying the control signal (3.8).

Figure 3.4 show that the transit time is different between both dynamics; this dif-

ference is due to the dynamics of the sinusoid, as it is present is the case of ξ = 1.

Once both systems reach the sliding mode, they exhibit the same dynamics of the

reduced-order system with a pole at −1. The switching function is shown in Fig.

3.5. The sliding mode controller analysis is used in chapter 4 to study the robustness

of models and in chapter 5 to find the physical limitations for variables using the

reachability analysis.

3.3 State Observer
Three observer approaches are used; Luenberger observer, sliding mode observer

and unknown input observer [60] [54] [49]. The observers block diagrams are
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Figure 3.5: The switching function for system (3.4) when ξ = 0 and when ξ = 1

shown in the Appendix. Using three approaches gave a chance to prove that in-

creasing the order of the system reduces the time required to estimate the wanted

signal, enhances the robustness of the system and reduces the effect of external dis-

turbance. In all cases, a model is used to define the observer, and an output error

is formed by comparing the output of the observer and the output of the physical

system. The analysis shows less complexity when designing the first-order observer

and less accuracy compared to the second-order observer.

3.3.1 Analysis of Classical Luenberger Observer

Consider the following continuous-time system:

ẋ(t) = Ax(t)+Bu(t)

y(t) =C x(t)
(3.9)

where x(t) is the system’s state and x(t) ∈ Rn , y(t) is the output and y(t) ∈ Rp and

u(t) is the input and u(t) ∈ Rm . A ∈ Rn×n, B ∈ Rn×m and C ∈ Rp×n and p ≥ m.
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Before estimating the state, it is required to investigate if the internal states can be

deduced from the information of its output. This is called the observability test

[61] and the system is observable if and only if the determinate of the observability

matrix (3.10) does not equal to zero and it should have a full rank. In other words,

the input and output measurements should be linearly independent.

Obsv =



C

CA

CA2

.

.

CAn−1


(3.10)

The first step in the design of the Luenberger observer is to copy the model of the

system, and then to add feedback term dependent on the error between the plant and

observer.

˙̂x(t) = Ax̂(t)+Bu(t)+L[y(t)− ŷ(t)]

ŷ(t) =C x̂(t)
(3.11)

Equation (3.11) can be rewritten as:

˙̂x(t) = Ax̂(t)+Bu(t)+C L[x(t)− x̂(t)] (3.12)

The error between the plant and the observer is defined by:

e(t) = x(t)− x̂(t) (3.13)

The error dynamics between the plant and the observer will be expressed by:

ė(t) = ẋ(t)− ˙̂x(t) = Ax(t)−Ax̂(t)−L C x(t)+L C x̂(t) (3.14)
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and

ė(t) = [A−LC]e(t) (3.15)

The poles of [A−LC] must be negative, so an appropriate value of L will be chosen

to identify the value of the eigenvalues.

3.3.2 Analysis of a Classical Sliding Mode Observer

Sliding mode observers are becoming a fundamental approach in applications [62]

[63] [64] [65]. The main requirements when designing an observer is to zero the

error between the plant and the observer output. One of the disadvantages of sliding

mode control is that the discontinuity that is required in theory could be a problem

in practice. This is not the case for a sliding mode observer that is a software entity.

In the sliding mode observer, the output error is a natural sliding variable. Both

outputs from the plant and the observer have to be available, and the error between

them can be exactly zero in finite time using sliding mode, even in the presence of

uncertainty and non-linearity. This is one of the key differences between sliding

mode observer, and Luenberger observer which the error between the plant and

the observer outputs goes to zero asymptotically. Consider the linear system (3.9),

Assuming that (B,C) are full rank and (A,C) are observable. System (3.9) can be

re-written in canonical form to make the system more straightforward by changing

the coordinates x→ T x [48] where:

T =

NT

C

 (3.16)

where NT ∈ Rn×(n−p) is the null space of C. The canonical form for system (3.9) is

as shown:

ẋx(t) = A11 xx(t)+A12y(t)+B1 u(t)

ẏ(t) = A21 xx(t)+A22y(t)+B2 u(t)
(3.17)
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where

T x =

xx

y

 (3.18)

In this case, y is known, which is the output, but the state xx is not known. The

observer design based on Utkin observer [66] is as shown:

˙̂xx(t) = A11 x̂x(t)+A12y(t)+B1 u(t)+Lµ

ŷ(t) = A21 x̂x(t)+A22y(t)+B2 u(t)−µ

(3.19)

µ and L define the observer injection to be designed, so the error between the mea-

sured and the observed value is driven to zero. The error definitions are given by:

ex = x̂x(t)− xx(t)

ey = ŷ(t)− y(t)
(3.20)

To induce a sliding motion on the output error ey so that the sliding condition ey = 0

is enforced, it is necessary to ensure ey and ėy have opposite signs. Consider µ

defined by:

µ = Msign(ey) (3.21)

The error dynamics are then:

ėx(t) = A11 ex(t)+A12ey(t)+Lµ

ėy(t) = A21 ex(t)+A22ey(t)−µ

(3.22)

It follows that for sufficiently large M, ey and ėy have opposite signs and e2 = 0

will be satisfied. When this sliding mode is attained, it follows that ey = 0 and

ėy = 0. To complete the observer design, it is necessary to ensure the ex subsystem

exhibits stable dynamics in the sliding mode. Which, by choice of L, represents

a stable system and so ex → 0 and consequently, x̂x(t)→ xx(t) infinite time. The

choice of parameter L and a practical example on how the principle of the equivalent

injection is shown in Chapter 6 to estimate the concentration of BtuB using the

measured value of vitamin B12 concentration. The unknown input observer analysis
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is described in details in chapter 6.

3.4 Conclusions
This chapter describes the primary background of the control theory that is used

throughout this thesis. First, it discusses the philosophy of variable structure con-

trol, and it sheds light on the early stages of this technique, then it shows a sample

example of a second-order differential equation with the creation of the switching

function. It is shown in this chapter that using VSC, the system behaves better and

reaches the steady-state value in transit time. The chapter then describes a particular

class of variable structure control (SMC) and discuss in details using a pendulum

system. The reachability condition is later addressed by finding the multiplication

between the switching function and its derivative and making sure it is less than

zero. Finally, the observation method is showed in details by studying two different

observation approaches, one by analysing a classical Luenberger observer and then,

by studying a sliding mode observer. This chapter gives the control engineering

background required to investigate the control mechanisms in bacterial growth, for

example, VSC is used in chapter four to study the mathematical model of a vitamin

B12, the reachability condition is used in chapter five to show the physical limitation

of bacterial and algal growth and the observation methods are used in details to find

the concentration of BtuB using measurements of vitamin B12 concentration.



Chapter 4

Understanding the Control of a

Vitamin B12 Riboswitch

The previous two chapters have presented the biological and control background

required to study the control mechanisms of bacterial growth. This chapter will

build a mathematical model of bacterial growth using the concept of the vitamin

B12 riboswitch. The model has been developed by studying the dynamics of the

vitamin B12 riboswitch. The simulation results have been validated using the re-

sults of in vivo experiments by checking the bacterial growth when using E. coli

and S. enterica where the action of the vitamin B12 riboswitch is known to be a

determinant of system behaviour and the dynamics of the growth, which when the

riboswitch is ON, the bacterial growth increases and when it is OFF, the bacterial

growth stops. This chapter first describes a simple model for the B12-riboswitch reg-

ulatory network in E. coli and applies the same analysis when changing the strain

to S. enterica. Validation of the simulation results has been undertaken by linking

the dynamics of the riboswitch to bacterial growth. The literature on studying the

vitamin B12 riboswitch focused on how it is a control element in Gram-positive and

Gram-negative prokaryotes [67]. The study shows that the genes under the control

of a B12 riboswitch are associated with the coenzyme biosynthetic pathway or in-

volved in the transport of cobalamin compounds or metals. Many scientists studied

the effect of the vitamin B12 riboswitch in different bacteria such as Sinorhizobium

meliloti [68] and Mycobacterium tuberculosis [69]. In studying the regulation of
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the vitamin B12 metabolism, Alexey et al. [70] showed that the regulation has a

similar mechanism to those seen in riboflavin [71]. Both have the riboswitch as a

regulation control element.

The mathematical model, which is used in this chapter, is based on the ri-

boswitch regulatory pathway [6]. This riboswitch is capable, in general, of regulat-

ing BtuB, which is an outer membrane porin that mediates high-affinity binding and

TonB- dependent active transport of vitamin B12 across the outer membrane. Reg-

ulation at the transcriptional level occurs when a B12 molecule binds the riboswitch

aptamer domain and causes the formation of a terminator structure in the riboswitch

expression platform. After estimating the parameters of the model, the system has

been validated by creating an equation for the bacterial growth, and it is proved

experimentally that the model reproduces the system behaviour and captures the

system dynamics within proper bounds. For validation purposes, the growth levels

in vitamin B12-dependent bacteria were determined when grown in environments

containing different concentrations of vitamin B12. E. coli and S. enterica strains

were used in the experiments, and the growth levels were measured using optical

density data recorded on triplicates at 600 nm OD600. The verification process was

performed by comparing simulation and experimental results. In addition, the as-

sessment of the saturation effect when the concentration is high or low has been

studied. The organisation of the chapter is as follows: first, a preliminary analysis

for the model of vitamin B12 is conducted. Second, model validation is undertaken,

and finally, a comparison between the analytical analysis and the experimental re-

sults is made.

4.1 Analysis of a Simple Model of the Vitamin B12 Ri-

boswitch
Gene expression can be regulated at several levels in a cell and at any time before

or after the processes of translation and transcription. E. coli is incapable of synthe-

sizing vitamin B12. Instead, these bacteria actively transport the vitamin from the

environment. BtuB, which is encoded by gene btuB, is an important component of
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the vitamin B12 transporter. Gene btuB is negatively regulated by vitamin B12 via

a riboswitch. A mathematical model for the B12-riboswitch regulatory network in

E. coli was developed by Santillan et al. [6] by identifying three normalised model

variables m, e and p which respectively represent the concentration of btuB mRNA

, the concentration of BtuB and the concentration of vitamin B12. The biological

meanings of the parameters in (4.1) - (4.3) are shown in Table 5.1. The functions

φ(p) and θ(p) denote the B12-governed regulation at the transcriptional and trans-

lational levels respectively. These functions are shown to be given by the following

Michaelis-Menten equations:

φ(p) =
Kφ

Kφ + p

θ(p) =
Kθ

Kθ + p

Table 4.1: Pre-determined parameters in the mathematical model (4.1) - (4.3)

Symbol Biological meaning Original [6] / New
Experimental Value

γ The mRNA degradation rate 7.1 × 10−2

ξ The btuB degradation rate 0.8 × 10−2

δ The B12 degradation rate 0.8 × 10−2

ε(Pext) Represent the type of the strain 25

Kφ

The dissociation constant
at the transcriptional level

1/4 / 2.25 × 10−6

Kθ

The dissociation constant
at the translation level

1/4 / 2.25 × 10−6

The model is described by:

ṁ = γ [φ(p)−m] (4.1)

ė = ξ [mθ(p)− e] (4.2)
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ṗ = δ [ε(Pext)e− p] (4.3)

The development of this mathematical model started with identifying the control

mechanisms for genes in the vitamin B12 riboswitch. Two main mechanisms are

present. The first one is at the transcription level and involves the ligand formation

of an essential terminator stem. The second control mechanism happens at the trans-

lation level, with vitamin B12 binding to control access to the ribosome binding site

by causing structural changes in mRNAs. The combination of the two mechanisms

creates the dynamics of the mathematical model.

Santillan et al. [6] present simulation results that have been undertaken for only

600 minutes, and the steady-state value for the concentration of the vitamin B12 is

1. When the simulation is run for a longer time (1500 minutes), the concentration of

vitamin B12 increases again after 900 minutes, as shown in Fig. 4.1. This increase

is an unexpected response and does not match the expected experimental results

because the system should switch off when the concentration goes to zero.

The controls Φ(P) and Θ(P) in the Michaelis-Menten equations depend on the

value of the concentration of vitamin B12, which is the third variable in the mathe-

matical model (4.1) - (4.3) and thus the control system response is as shown in Fig.

4.1b. As this does not match the expected experimental results, the parameters of

the mathematical model (4.1) - (4.3) need to be modified. In the original model [6],

the dissociation constants at the transcription (Kφ ) and translation (Kθ ) levels are

considered to be 1/4. Using this value, the steady-state value for the concentration

will increase after 900 minutes. Based on the literature [72], [73] the dissociation

constant for the reaction has a smaller magnitude. By changing the dissociation

constant to 2.25 × 10−6, the concentration output is correct and matches the results

expected from experiments. The new parameter values are shown in Table 5.1. The

simulations using the modified parameters were carried out by solving (4.1) - (4.3)

with MATLAB as shown in Fig. 4.2. Initial conditions of the normalised concen-

tration of btuB mRNA, the concentration of BtuB and the concentration of vitamin

B12 were chosen as m(0) = 1, e(0) = 1 and p(0) = 0. All the simulations shown in

this study used the same initial conditions.
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(a) Concentration of vitamin B12

(b) φ(p) and θ(p)

Figure 4.1: The simulation results for the concentration of vitamin B12 and the controller
in the original model [6]

Figure 4.2: Concentration of Vitamin B12 following simulation for 1500 minutes

It is seen from the simulation results of model (4.1) - (4.3) that the concentra-

tion of btuB mRNA has a rapid transient, and thus it is assumed that this has reached

steady-state in the subsequent analysis. The reason for this is because γ is one order

of magnitude larger than ξ and δ .
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This will make the dynamics of btuB mRNA faster than the concentration of

BtuB and the concentration of vitamin B12. Applying a quasi-steady-state assump-

tion whereby ṁ = 0, this yields to m = φ(p), and substituting the corresponding

steady-state value of m in the concentration of the BtuB equation (4.2), the system’s

order is reduced to yield:

ė = ξ [φ(p)θ(p)− e] (4.4)

ṗ = δ [ε(Pext)e− p] (4.5)

Several parameters affect the reduced order mathematical model of the regulation

equations for the B12 riboswitch as shown in (4.4) - (4.5). These parameters are

the BtuB degradation rate, the B12 degradation rate and the value that is used to

show which strain has been used (ε). The effect of varying these parameters on the

concentration of vitamin B12 and the bacterial growth rate will now be considered.

4.2 Model Validation
To validate the model, it is necessary to model the growth curve from (4.4) - (4.5)

and compare it with the growth curve obtained from experiments. The comparison

will include different levels of the concentration vitamin B12 (50pM - 1nM). The

effect of the parameters will be described in detail. For example, the relation be-

tween the concentration of vitamin B12 and the growth will be considered. A model

incorporating the effect of varying concentration of vitamin B12 with the OD600

bacterial growth output (which denotes the absorbance, or optical density, of a sam-

ple measured at a wavelength of 600 nm) is shown below:

OD600 =


ODLag phase, if t ≤ tl

[(
0.057×Pmax

ts− tl
)× (t− tl)]+ODLag phase if tl ≤ t ≤ ts

ODts, if t ≥ ts

(4.6)

The parameters used in this equation with their biological meanings and experimen-

tal values are listed in Table 4.2.

The initial number of bacteria, bacterial types and experimental environments de-
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Table 4.2: Pre-determined parameters in the growth equation (OD600)

Symbol Biological meaning Experimental Value

The absorbance at
ODLag phase OD600 when the growth 0.1

is at the lag phase
tl Time to reach the log phase 400

Time to reach the Varies depending
ts saturation phase on vitamin B12

concentration

The absorbance at Varies depending
ODts OD600 when the growth on vitamin B12

is at the saturation phase concentration

pend on the particular experimental conditions. Table 4.2 presents a set of parame-

ters consistent with the experiments performed by Naziyat Khan in the bioscience

laboratory at University of Kent under the supervision of Professor Martin Warren.

This choice may be justified by considering Fig. 4.3. It is shown from Fig. 4.3 that

the bacterial growth remained the same for a period of time, this value was counted

to be 0.1 in the OD600 scale. Then, the binary fission started and the equation of

it was calculated based on the value of Pmax and a constant value of 0.057 to fit the

simulation results with the experimental results. Pmax is defined to be the maximum

value of the concentration of vitamin B12 and ts is defined to be the time at which

the maximum is reached. These values have been computed directly from the model

(4.4) - (4.5) and can also be identified from the experimental results. After that, the

growth reached the saturation level and the growth remained as the maximum value

of the previous phase. This value is named as ODts . It is clear that Pmax and ts vary

with the change of Btub degradation rate ξ . Figure 4.4 shows Pmax corresponding to

different values of ξ . Changing the bacterial strain will also change Pmax, and this is

demonstrated both from simulation and experimental results, as shown in Fig. 4.5.

Simulations were carried out by solving (4.4) - (4.5) and applying the simulation

results in the growth equation. It is seen that by increasing the concentration of

vitamin B12, the absorbance at OD600 will increase and the time required to reach

the steady-state value will decrease. The time needed to reach the stationary phase
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Figure 4.3: Experimentally measured E. coli growth curves with varying vitamin B12 con-
centration (50pM to 1nM)

(a) 0.8 × 10−2 (b) 1.8 × 10−2

Figure 4.4: The concentration of Vitamin B12 when changing the Btub degradation rate ξ

from 0.8 × 10−2 to 1.8 × 10−2

and the absorbance at OD600 for both simulation and experimental results for all

concentrations is shown in Table 4.3 and Table 4.4. Fig. 4.3 shows the experi-

mentally measured growth curve of E. coli with varying B12 concentration between

50pM and 1nM across three growth phases. In the lag phase, there is no change

between the curves, even when the concentration is changed. That is because the

system requires time to detect the environment and synthesise components neces-

sary for rapid growth while in the exponential phase. By changing the concentration

of vitamin B12, the growth curve changes. From Fig. 4.3, it is seen that the OD600

during the lag phase is 0.1 and ts is 400 minutes. These two values vary from one

plate reader to another as they are dependent on the number of bacteria present

when the experiment is initialised and the atmospheric conditions in the laboratory,
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(a) Growth curve for 75pM when E. coli strain is used ε = 25

(b) Growth curve for 75pM when Salmonella enterica strain is used ε = 21.5

Figure 4.5: Comparison between the experimental and the simulation results when chang-
ing the value of bacterial strain ε

which may change. The exponential phase starts from 400 minutes to reach ts. The

value of ts has a negative relation with the concentration of vitamin B12, so when the

concentration of vitamin B12 increases, the value of ts decreases. In the stationary

phase, bacterial growth stops, and there is no net increase or decrease in the number

of cells. Varying the concentration of vitamin B12 will change the steady-state value

of absorbance. For example, when the concentration of vitamin B12 is 50pM, the

value of absorbance at OD600 is 0.53, and when the concentration of vitamin B12

is 100pM, the value of absorbance at OD600 is 0.61 as shown in Fig. 4.6.

4.3 Discussion
To validate the model, a comparison has been made between the experimental re-

sults and the simulation results as shown in Fig. 4.5. Table 4.3 shows a com-

parison between the time required to reach the stationary phase in simulation and
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Table 4.3: Comparison between the time required to reach the stationary phase experimen-
tally and the time required for the concentration to reach zero mathematically.

Concentration of Time required to reach Time required to reach
Vitamin B12 the stationary phase the stationary phase

in E. coli Fig. 4.5 (mins) in E. coli Fig. 4.5 (mins)
Simulation Results Experimental Results

50 pM 1330 1497
75 pM 1170 1170
85 pM 1140 1135

100 pM 1090 1061

experimentally while varying the concentration of vitamin B12. It is clear that by

increasing the concentration, growth is faster, and it reaches the stationary phase

more rapidly. In addition, by increasing the concentration, the maximum value of

the simulated concentration will increase and thus the absorbance at 600 nm will

increase, as shown in Table 4.4. Growth reaches the stationary phase when the con-

Table 4.4: Comparison between the absorbance at OD600 in the experiment and in the
simulation.

Concentration of vitamin B12 Simulation Experiment

50 pM 0.503 0.532
75 pM 0.57 0.53
85 pM 0.61 0.57

100 pM 0.66 0.61

centration of vitamin B12 goes to zero. By increasing the concentration, the time

to reach the stationary phase decreases. Fig. 4.6 shows a comparison between the

experimental results and the simulation results for the growth curve when the con-

centration of vitamin B12 is 50pM, and when it is 100pM. The simulation results

have a similar trend to the experimental observations in terms of bacterial growth,

peak values and steady-state values. The value of ε is related to the strain for each

bacteria that has been used. Here, E. coli and S. enterica are used and have different

growth curves, as shown in Fig. 4.5. The experiments correspond to the wild-type

E. coli and 375 mutant strain S. enterica [74]. The values of ε employed in these

simulations are as follows: ε = 25 (wild-type strain), ε = 21.5 (375 mutant strain).

The value of absorbance at OD600 increases when the value of ε increases. From
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(a) 50pM (b) 100pM

Figure 4.6: Comparison between the experimental and the mathematical growth curve with
different concentration of Vitamin B12 when growing E. coli

Figure 4.7: Comparison between the simulation and experimental growth curve for E. coli
with concentration of 25pM

Fig. 4.5, the absorbance at OD600 is 0.63 when ε = 25 and it decreases to 0.52

when ε = 21.5.

After the model has been validated, an expected growth curve when the con-

centration of vitamin B12 is 25pM has been generated based only on the mathemat-

ical model. Experimental results were then obtained to verify the predictions. Fig.

4.7 shows the comparison between the simulated and experimental growth curve

for E. coli with a concentration of 25pM. The model parameter tl in (4.6) is zero

and OD600 at the lag phase is 0.15. This setting is based on the plate that has been

used for the experiments where it should be noted that results vary between plates.

It can be concluded that there is a positive relationship between the concentra-

tion of vitamin B12 and bacterial growth, as when the concentration of vitamin B12



4.3. Discussion 60

increases, the growth curve increases. Moreover, when the concentration of vitamin

B12 increases to a certain level, it should be noted that bacterial growth will satu-

rate. Comparing simulation and experimental results, it can be seen that the value of

the concentration when the growth saturates is 1 nM; increasing the concentration

of vitamin B12 by more than 1 nM, produces no change in the growth curve. Us-

ing the experimental results shown in Fig. 4.8a which are the experimental growth

curve results for E. coli when the concentration of vitamin B12 is between 1nM and

100 µM, the experimental results agreed with the observed simulation results. In

addition, this shows that for all the concentrations (1nM - 100 µM ), the bacterial

growth curve is approximately the same.

(a) Time evaluation of OD600 when applying high vitamin B12 concentration

(b) Time evaluation of OD600 when applying low vitamin B12 concentration

Figure 4.8: Bacterial growth curve when the concentration of vitamin B12 are high and low

Fig. 4.8b shows the growth curve for E. coli when varying the concentration of

vitamin B12 between 1pM and 10 f M. It also shows that when the growth is in the

exponential phase, the growth is increasing slowly, and the absorbance at OD600 is
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low. This also accords with the simulation results, as when the concentration is low,

the amplitude of the output is low. The growth curve remains in the exponential

phase. When the concentration is decreased further, the absorbance at OD600 will

also decrease to reach the same value as in the lag phase, as shown in table 5.2.

Table 4.5: Simulation results for absorbance at OD600 with low vitamin B12 concentration.

Concentration of vitamin B12 Simulation results

10 pM 0.2
5 pM 0.16
1 pM 0.11

4.4 Conclusions
In this chapter, the effect of the vitamin B12 riboswitch has been tested at the cellular

level. The concentration of btub mRNA, the concentration of the BtuB and the con-

centration of vitamin B12 have been studied to determine how they affect the cells

during transcription and translation. The dynamics of the vitamin B12 riboswitch

have been incorporated in a model with E. coli bacterial growth. The effect of vary-

ing the concentration of vitamin B12 has been tested on the bacterial growth curves

of E. coli. The same analysis has been performed with different bacterial strains,

the simulation results fit with the experimental results and the mathematical model

worked well. The effect of changing the concentration of vitamin B12 in bacterium

S. enterica has been tested. The results have been linked, and the simulation results

obtained replicated the experimental results. The next chapter will discuss the effect

of vitamin B12 riboswitch in the population level and how it affects the co-culture

of bacteria and algae.



Chapter 5

Growth Dynamics of Algal-bacterial

Cocultures: A Control Engineering

Perspective

5.1 Introduction

Despite internal complexity, algae and bacteria have coexisted since the early stages

of evolution. This co-evolution follows relatively simple laws that can be expressed

using mathematical models. This chapter performs quantitative analysis, motivated

from the perspective of control theory, of a classical model from the literature. The

model has been developed using data from an in vivo experimental two-species sys-

tem where the bacterium M. loti supplies the vitamin B12 required for growth to

the freshwater green alga L. rostrata and where the action of the B12 riboswitch



5.1. Introduction 63

is known to be a determinant of system behaviour. This model was created by

Matthew et. al [19] and analysis of the model both before and after the add-back of

nutrients is carried out, which is the case where the nutrients are added externally to

the system. A focus is on exploring the robustness of the system when varying the

parameters and check the steady state values. The chapter first describes a simple

model of algal-bacterial growth and analysis is undertaken. The effect of system pa-

rameters and control mechanisms is quantified. Motivated by the inherent switching

action within the biology, a sliding mode interpretation of the control mechanism is

hypothesized based on knowledge of the maximum carrying capacities for growth.

The results of a range of experiments reported in the literature are used to validate

the assertions.

The co-evolution between algae and bacteria has revolutionized life on earth.

Amin et al. [75] studied the interaction and signalling between a cosmopolitan phy-

toplankton and associated bacteria and they proved the linkage in growth between

the two populations.

A study performed by Croft et al. [76] investigated how algae acquire vitamin

B12 through a symbiotic relationship with bacteria. It is important to understand

these interactions from an evolutionary and ecological standpoint. Many studies

have shown that algal and bacterial growth are coupled. Rhee et al. [77] showed

that the growth of Scenedesmus algae increases exponentially, hitting a saturation

level of 40×106 when growing alone without Pseudomonas bacteria. When Pseu-

domonas bacteria is added, the steady-state population of algae reduces to 15×106.
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This is because the population of the bacteria is determined by the number of bacte-

ria required to reach half the maximum carrying capacity. Haines et. al [78] exper-

imentally measured the algal growth with and without bacteria. The algal growth

without bacteria was 5× 104, and the algal growth increased to 106 with bacteria

added.

The most critical parameters regulating algal and bacterial growth are nutrient

quantity and quality, light, pH, turbulence, salinity and temperature [79] and the

interaction is complex [80]. For growth, bacteria require nutrient supply and organic

matter which are produced by plants and algae.

In comparison, the stoichiometry of plants and algae is more flexible [81]. Al-

gae take up nutrients such as phosphorus and nitrogen from the water, thus growing

in open water, and capture their energy from sunlight. Dissolved organic carbon

(DOC) is essential for bacteria and provided by algae to maintain energy and car-

bon. In exchange, over 50% of microalgae are dependent on an exogenous source

of cobalamin synthesized by bacteria only for growth [19].

Systems models are required to associate the input effects on such a complex

biological system, as well as capture the factors that affect the quality of the final

product. A recent survey paper [82] has emphasized the importance of developing

such models which can contribute to understanding ecosystems as varied as oceans

to lichens as well as processes in biotechnology. The interaction between algae and

bacteria is often considered as contamination during commercialization. However,

some recent studies have shown that bacteria not only enhance algal growth but also
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help in flocculation, both essential processes underpinning algal biotechnology.

Models underpinning algal growth [83] [84], bacterial growth [85] [86] [87]

and growth of an algal-bacterial co-culture in the literature [88] include that of

Matthew et al. [19]. This model describes the behaviour of the co-culture L. rostrata

and M. loti including the B12 riboswitch. As the vitamin B12 riboswitch changes

between ON and OFF behaviours, the output will be stabilised, thus influencing

the vitamin B12 concentration. Therefore, in this case, depending on the switching

mechanisms, the supply of bacteria for algal growth will be determined. This re-

liance on switching mechanisms motivates this work, which considers the control

process for the perspective of discontinuous control theory.

The organisation of the chapter is as follows: first, a preliminary analysis for

the model of algal and bacterial growth before the add-back of nutrients is con-

ducted, the steady-state analysis, the robustness and the analytical analysis for a

sliding mode control perspective, in this case, will be considered. Next, the same

analysis is considered when the carbon and vitamin B12 are added as nutrients.

5.2 Analysis of a Simple Model Before the Add-back

of Nutrients
This section will consider the algal and the bacterial growth equations before the

add-back of nutrients such as vitamin B12 and carbon, which is the first step to-

wards the analysis of the feedback control mechanisms inherent in the biology. The

model of Matthew et. al [19] is considered, which describes the behaviour of the L.
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rostrata / M. loti co-cultures. A model containing a minimal set of terms, which

will elucidate the main processes is described as:

ȧ = α a
[
1−a

( Ka b
bc + b

)−1]
, (5.1)

ḃ = β b
[
1−b

( Kb a
ac +a

)−1]
. (5.2)

where α and β are the growth rate of L. rostrata and M.loti respectively, a and b

are the algal and the bacterial growth respectively, Ka is the maximum number of

algae that the bacteria can support, Kb is the maximum number of bacteria that the

algae can support, bc is the number of bacteria required to reach half the maximum

carrying capacity and ac is the number of algae required to reach half the maximum

carrying capacity. Comparing equations (5.1), (5.2) with the logistic equation (2.2),

it is clear that α and β are the growth rate, a and b are the algal and the bacterial

growth respectively and
(

Ka b
bc+b

)
and

(
Kb a
ac+a

)
are the carrying capacity for the algae

and the bacteria respectively. This means that the rate of change in the algal pop-

ulation with respect to time will have a limitation defined by the carrying capacity(
Ka b
bc+b

)
. From this carrying capacity, as the maximum value for b

bc+b = 1 when

b>>bc, the maximum carrying capacity in the algal growth equation will be Ka,

which is named as the maximum number of algae that the bacteria can support as

shown in Table 5.1. The same thing applies in the case of bacterial growth. The

carrying capacity is
(

Kb a
ac+a

)
and, as the maximum value of a

ac+a = 1 when a>>ac,

the maximum carrying capacity in the bacterial growth equation will be Kb. This
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is also shown in Table 5.1 as the maximum number of bacteria that the algae can

support.

The biological meaning of the parameters in (5.1) - (5.2) is shown in Table 5.1.

The values in Table 5.1 were taken from the literature where possible [19], with the

Table 5.1: Parameters in the mathematical model (5.1) - (5.2)

Symbol Biological Meaning Value [19]

α Growth rate of L. rostrata 1.5 log2 days−1

Ka Maximum number of algae
that the bacteria can support 4 × 106 ml−1

bc Number of bacteria required
to reach half Ka 104 ml−1

δa Fractional decrease in carbon
production by algae when vitamin

B12 is provided externally 0.4
Kv Maximum number of algae when

vitamin B12 is provided externally 4 × 106 ml−1

β Growth rate of M. loti 4 log2 days−1

Kb Maximum number of bacteria
that the algae can support 107 ml−1

ac Number of algae required
to reach half Kb 5 × 103 ml−1

δb Fractional decrease in vitamin
B12 production by bacteria when

carbon is provided externally 0.9
Kc Maximum number of bacteria

if carbon is provided externally 2 × 108 ml−1

remainder being established to achieve a satisfactory qualitative fit to experimental

data [89]. From (5.1) and (5.2), it is seen that the algal growth is affected by Ka and
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b
bc+b . The bacterial growth is affected by Kb and a

ac+a . The switches present in the

system are b
bc+b and a

ac+a . In biological terminology, the switch represents positive

or negative feedback depending on the system conditions. If the switch corresponds

to increasing the value of the output, it is denoted as positive feedback with:

X(t)
δ +X(t)

(5.3)

where δ is a constant value. This switch will increase the value of the output,

and it will enforce a steady-state value depending on the value of δ and X(t). The

corresponding negative feedback is given by :

δ

X(t)+δ
(5.4)

where δ is a constant value. By increasing the value of X(t), the output of the

switch will go to zero, and this switch decreases the value of the desired output. In

the algal and bacterial growth equations, X(t) is the value of b and a respectively and

the corresponding value of δ is bc and ac respectively. Robustness is the ability of

the closed-loop system to be insensitive to component variations and disturbances.

It is one of the most useful properties of feedback, and it is useful to understand the

robustness properties of systems. From (5.1) and (5.2), the system is affected by

two different types of parameters. These may be characterised by those parameters

that are included in the effective control signal (5.2) or (5.2) and those that are not.

The parameters that determine this control are Kb, Ka, ac and bc and the parameters
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that impact on the remaining dynamics are α and β . The algal growth rate has been

determined experimentally in many studies and different algae. Original experi-

mental conditions frequently differ in work reported across the literature. To enable

comparison, work that has applied conditions corresponding to a temperature of 25
◦C and light intensity of 2500 Lux is considered here. Harris et al. experimentally

found the L. rostrata growth rate to be 1.03 divisions per day [90], and under the

same conditions, Fogg et al. found the growth rate of XanthophyceaeMonodus sub-

terranean and BacillariophyceaeAsterionella japonica to be 0.3 and 0.52 respec-

tively [91]. As the variation in the algal growth rate appears in the same channel as

the switched control, the effect of such changes on the dynamics can be expected to

be small by appealing to well-known robustness properties of switched control sys-

tems in engineering [92]. Section 5.2.3 will show the exact components that affect

the growth and will show that varying some parameters will not affect the control

system.

5.2.1 Steady-state analysis

The first step towards the analysis of a closed-loop control system is the preparation

of a mathematical model suitable for analysis. For ease of analysis, frequently a

model is selected that is linear over a satisfactory range of operating conditions.

Linear model is design to use the system in different applications such as, finding

the exact time required to reach the steady state value. In this thesis , the non-linear

system was enough as the sliding mode control theory is used.

To investigate the dynamic behaviour, an appropriate steady-state operating
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condition is first identified. Setting the derivatives equal to zero in equations (5.5)

and (5.6) whereby ȧ = ḃ = 0, and denoting U1 =
(

Ka b
bc+b

)
and U2 =

(
Kb a
ac+a

)
so that

they are considered to be control signals within the closed-loop system (5.1)-(5.2).

The mathematical model (5.1), (5.2) can now be rewritten as:

ȧ = α a
[
1− a

U1

]
, (5.5)

ḃ = β b
[
1− b

U2

]
. (5.6)

The following equilibrium conditions are obtained:

U1 = x̄1 (5.7)

U2 = x̄2 (5.8)

where x̄ denotes the steady-state value, x̄1 = ass and x̄2 = bss. The corresponding

state matrices are found to be:

A =


∂ ȧ
∂a

∂ ȧ
∂b

∂ ḃ
∂a

∂ ḃ
∂b

=


α− 2α ass

U1
0

0 β − 2β bss
U2

 (5.9)
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B =


∂ ȧ

∂U1

∂ ȧ
∂U2

∂ ḃ
∂U1

∂ ḃ
∂U2

=


2α a2

ss
(U1)2 0

0 2β b2
ss

(U2)2

 (5.10)

After substituting the values of a and b with their steady-state values ass and bss in

matrices A and B, the corresponding matrices become:

A =


−α 0

0 −β

 (5.11)

B =


2α 0

0 2β

 (5.12)

The stability of the system can be determined by calculating the poles of the linear

system (5.11). The system is stable as it has negative open-loop poles located at

[−α,−β ]. It is clear from the structure of the equations (5.11) and (5.12) that the

parameters are all matched to the input signals and thus any parameter variations

belong to the class of matched uncertainty to which a well-designed feedback con-

trol can expect to provide robustness, as in matrix A, the first line has a value related

to the first variable (−α) and the second value is 0, and the second line has a value

related to the second variable (−β )and the first value is 0. The same analysis ap-

plies to equation (5.12). From the mathematical model (5.1), (5.2), it is clear that
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there is a feedback from variable a to b and from variable b to a. Moreover, this is

a multivariable problem, because U1 is a function of b and it is controlling a and U2

is a function of a, and it is controlling b. This means the system is coupled. The

parameters used in these normalised mathematical equations with their biological

meanings and experimental values are as previously listed in Table 5.1.

Let (x̄1, x̄2) = (4× 106,10× 106). The corresponding equilibrium inputs are from

(5.7) - (5.8):

ū1 = 4×106 and ū2 = 10×106. To define the linear model, state variables are de-

fined as deviations from the equilibrium point:

δx(t) = x(t)− x̄

δu(t) = u(t)− ū

The following linearised model can be expected to be valid for small deviations

δx(t) and δy(t):

˙δx(t) = Aδx(t)+Bδu(t)

Simulation experiments are carried out to validate the performance of the linear

model when compared with the non-linear model. The non-linear differential equa-

tions (5.25), (5.26) are simulated subject to the following conditions:

x(0) =


4×106

107

 and u(t) =


4×106

107


For the linear model, the corresponding initial conditions are δx(0) =

3.9×106

9.9×106


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δu(t) =

3.9×106

9.9×106


The response of the linear and non-linear models are compared in Figure 5.1.

Figure 5.1: Comparison between non-linear and linearised growth of L. rostrata and M.loti

The relative error between the linear and the non-linear model responses is shown

in Figure 5.2, which is calculated by finding the differences between the linear and

the non-linear value, divided by the non-linear value.

In the previous simulation, the initial conditions for the system were taken close to
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Figure 5.2: The relative error between non-linear and linearised growth of L. rostrata and
M.loti

the equilibrium points. The initial conditions of the non-linear model are changed to

x1(0) = 3×106,9×106. Figure 5.3 shows the comparison between the non-linear

and linearised models. The relative error between the linear and the non-linear

models is shown in Figure 5.4.

As the initial conditions move away from the equilibrium point, the accuracy
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Figure 5.3: Comparison between non-linear and linearised growth of L. rostrata and M.loti
when x1(0) = 3×106,9×106

of the linearisation will degrade. For example, if x1(0) = 1× 106,5× 106, the

relative error is shown in Fig. 5.5. The impact of the parameters on the behaviour

of the system is now explored. From equations (5.1) - (5.2), it is seen that the algal

growth is affected by Ka and b
bc+b . The bacterial growth is affected by Kb and a

ac+a .

To understand the limitation of the switches b
bc+b and a

ac+a ,it is crucial to study how

the parameters affect the output.
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Figure 5.4: The relative error between non-linear and linearised growth of L. rostrata and
M.loti when x1(0) = 3×106,9×106.

5.2.2 Robustness analysis and the effect of varying the parame-

ters

In engineering, robustness is what makes it possible to design feedback systems

based on simplified models. In biology, control systems can be inherently ro-

bust. When robustness breaks down, this can be an indicator of, for example, ill-

health [92]. It is thus of interest to use tools from control engineering to study why
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Figure 5.5: The relative error between non-linear and linearised growth of L. rostrata and
M.loti when x1(0) = 1×106,5×106

biological control systems can be so robust as well as to understand how robustness

breaks down. As discussed in the previous subsection, equations (5.1) - (5.2) are

affected by two different types of parameter. These may be characterised by those

parameters that are included in channels implicit in the control impact and those

that are not.
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The effect of varying Kb, Ka,ac and bc on algal growth The algal growth rate

has been determined experimentally in many studies and different algae [82] [83]

[94]. As the value of the algal growth rate is small compared with the value of

the other parameters in the equation, its effect on the dynamics may be expected

to be small. This is verified in Figure 5.6a. When the algae and the bacteria are

(a) The growth curve of L. rostrata when varying the growth rate of L. rostrata α

(b) The growth curve of M. loti when varying the growth rate of M. loti β

Figure 5.6: The growth curve of L. rostrata when varying the growth rate of L. rostrata α

and M. loti when varying the growth rate of M. loti β
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growing in the same medium, the factors that affect the L. rostrata algal growth

are Ka and the switch b
bc+b where b is the M. loti bacterial growth. From the L.

rostrata algal growth equation (5.1), increasing Ka will increase the algal growth.

The algal growth is also affected by the switch b
bc+b . It is clear that by increasing the

value of bc, the overall L. rostrata algal growth will decrease. Using the parameters

provided in the original model [19], bc was 104, and the algal growth was 4×

106. By increasing the value of bc to 107, the overall growth decreases to 2× 106

as shown in Figure 5.7. The relation between b and bc will also affect the algal

population where the maximum value of b is Kb. If Kb>>bc, the algal growth will

be at the maximum value given by Ka as shown in Figure 5.8. To determine the

value of Kb that will saturate the algal growth, fix the value of bc as given in Table

5.1, bc = 104. Varying Kb, the value of Kb that saturates algal growth is Kb = 106. To

validate the result, take Kb = 108. The growth curve is the same as when Kb = 106,

as shown in figure 5.9. As Kb = 106, is set to be the saturation limit for Kb, by

decreasing the value of Kb to 104, algal growth will decrease, as shown in Figure

5.10.



5.2. Analysis of a Simple Model Before the Add-back of Nutrients 80

Figure 5.7: L. rostrata growth curve when the number of bacteria required to reach half of
the number that the algae can support to bc = 107

The effect of varying Kb, Ka, ac and bc on bacterial growth The bacterial growth

rate has been determined experimentally in many studies and different bacteria. M.

Mason [93] made a comparison of the maximal growth rates of various bacteria

under optimal conditions showing that the bacterial growth rate of Streptococcus

Liquefaciens is equal to 1.54 and the bacterial growth rate of Escherichia commu-

nior is equal to 2.6. Harris et. al [90] experimentally found the M. loti growth rate
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Figure 5.8: M.loti growth curve when the number of bacteria that the algae can support
is larger than the number of bacteria required ro reach half of algae that the
bacteria can support Kb >>bc

to be 2.7726 divisions per day. The effect of the bacterial growth rate is shown to be

small in Figure 5.11. The factors that affect bacterial growth are Kb and the switch
a

ac+a . Equation (5.2) shows that as the variable a varies which is the L. rostrata

growth, the bacterial growth will vary. Increasing Kb increases bacterial growth.

The other factor that affects the bacterial growth is the switch a
ac+a . It is clear that
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Figure 5.9: L. rostrata growth curve when the number of bacteria that the algae can support
Kb = 108

by increasing the value of ac, bacterial growth will decrease. Using the original

parameters provided in Matthew et. al [19], the value of ac is 5×103 and the bac-

terial growth is 107. By increasing the value of ac to be 4×106, the overall growth

decreases to 5×106 as shown in Figure 5.12. In addition, the relationship between

a and ac will affect the bacterial population. It is shown from the simulation that Ka

is the main factor that affects algal growth and the maximum value of a is Ka. The
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Figure 5.10: L. rostrata growth curve when the number of bacteria that the algae can sup-
port Kb = 104

main parameters that affect bacterial growth are the value of Kb and the relationship

between Ka and ac. Ka is the maximum number of algae that the bacteria can sup-

port. It affects algal growth by determining the switching behaviour. The value of

Ka that saturates the growth of the algae is Ka = 5×107. The simulation output for

algal growth when Ka = 108 is shown in Figure 5.13, and it is seen that the growth

curve is similar to the growth curve when Ka = 5×107 shown in figure 5.14.
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Figure 5.11: The growth curve of M. loti when varying M. loti growth rate β

The effect of the parameters on the dynamics when growing algae may be sum-

marised as follows:

• α: α should be positive and does not affect the steady-state value. It has a

transient effect. For example, when α = 1.5× log(2), the time required to

reach the steady-state value is 10 days and when α = 3.5× log(2), the time

required is 5 days
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Figure 5.12: M. loti growth curve when the number of algae required to rach half of the
number of bacteria that the algae can support ac = 4×106

• β : β is the growth rate of bacteria. It reduces the time required to reach the

steady-state. It has no impact on algal growth.

• Ka: Ka will increase algal growth

• Kb: Algae will grow when Kb>bc. It will continue growing until the value of

the switch reaches one when it will saturate to the value of Ka.
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Figure 5.13: M. loti growth curve when the number of algae that the bacteria can support
Ka = 108

• ac : There is no direct relation between ac and a. As long as a >>ac, the

growth will not be affected by increasing ac and the steady-state output will

be the same. To have a noticeable change in a while changing ac , the value

of ac should be similar to a and the value of bc should be similar to b.

• bc : If the value of bc is smaller than Kb, the growth of algae will decrease,

and if the value of bc is greater than Kb, the growth of algae will increase until
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Figure 5.14: M. loti growth curve when the number of algae that the bacteria can support
Ka = 5×107

it reaches the value Ka.

Table 5.2 summarizes the effect of the parameter ranges on algal growth. The effect

of the range of parameters on bacterial growth will now be summarised.

• α does not affect bacterial growth.

• β : β should be positive. It does not affect the steady-state value. It has a
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Figure 5.15: M. loti growth curve when the number of algae that the bacteria can support
Ka = 104

transient effect.

• Ka: Bacteria will start to grow when Ka >ac. Growth will continue until the

value of the switch reaches one. The number of bacteria will then saturate to

the value of Kb.

• Kb: Kb will increase bacterial growth.
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Symbol Range

1) α Any positive value
2) β Does not affect the growth
3) Ka Ka >0, Ka ↑ a ↑
4) Kb bc <Kb <Kbmax a ↑ , Kb<bc a ↓
5) ac Does not affect the growth as long as ac >b
6) bc bc>Kb a ↓ , bc<Kb a ↑ until it reaches Ka

Table 5.2: Range for parameters when growing L. rostrata

• ac : If the value of ac is smaller than Ka, the bacterial growth will decrease,

and if the value of ac is greater than Ka, the bacterial growth will increase to

the value of Kb.

• bc : As there is no direct relation between bc and b, as long as bc>b, the

growth will not be affected by increasing bc and the steady-state output will

be the same.

Table 5.3 summarizes the effect of the parameter ranges on bacterial growth. When

Symbol Range

1) α Does not affect the growth
2) β Any positive value
3) Ka ac<Ka <Kamax b ↑ , Ka<ac b ↓
4) Kb Kb >0, Kb ↑ b ↑
5) ac ac>Ka b ↓ , ac <Ka b ↑ until it reaches Kb
6) bc Does not affect the growth as long as bc >a

Table 5.3: Range for parameters when growing M. loti

α and β are negative values, the population is in the death phase. For example, when
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the bacterial growth rate is −4× log(2), both the algal and bacterial populations

will decrease to zero depending on the speed of the negative growth as shown in

Figure 5.16, and that is when it will be in the death phase. So far, the steady state

Figure 5.16: L.rostrata and M.loti growth curves when the growth rate is negative (death
phase)

analysis of the system and robustness of varying the parameters when the model is

behaving before the add-back of nutrients, those results are important to understand

the system and apply a control system to it, which will be shown in the coming
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section 5.2.3

5.2.3 A Sliding Mode Control Perspective

The simulation results in Fig. 5.6a-5.11 indicate that the system may exhibit a

natural sliding mode. Consider the corresponding candidate switching functions for

the algal and bacterial growth before the add-back of nutrients:

S1 = a −Ka (5.13)

S2 = b −Kb (5.14)

where S1 is the sliding surface for the algal growth and S2 is the sliding surface for

the bacterial growth. Surfaces S1 and S2 will become zero when the values of a

and b are equal to the values of Ka and Kb, respectively, and thus reach the carrying

capacity.

When in the sliding mode, it follows that S1 = 0 and S2 = 0 and, if the sliding

mode is to be maintained, the following must also hold: Ṡ1 = 0 and Ṡ2 = 0. The

system dynamics in the sliding mode satisfy the following:

Ṡ1 = ȧ = α a
[
1− a

Ueq
1

]
= 0, (5.15)

Ṡ2 = ḃ = β b
[
1− b

Ueq
2

]
= 0. (5.16)

where Ueq
1 and Ueq

2 represent the corresponding equivalent control signals required
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to maintain sliding as mentioned earlier in Chapter 3. Solving for Ueq
1 and Ueq

2 from

(5.15) and (5.16) yields:

Ueq
1 = a

Ueq
2 = b (5.17)

To ensure a sliding mode is attained, the so-called reaching condition (3.6) must

be satisfied. Application of the reachability condition (3.6) shows that the sliding

surfaces are reached if:

R1 = S1(α a
[
1− a

U1

]
)< 0 (5.18)

R2 = S2(β b
[
1− b

U2

]
)< 0. (5.19)

where R1 is the reachability condition corresponding to the algal sliding surface,

R2 is the reachability condition for the bacterial sliding surface, U1 =
(

Ka b
bc+b

)
and

U2 =
(

Kb a
ac+a

)
are the applied control signals.

Consider first S1 in (5.13). As a is a population, it will be positive and, given the

set-point, is the carrying capacity of the population. It follows that a≤ Ka and thus

S1 is negative. As α is a positive parameter, the reachability condition (5.18) is

satisfied if the following holds:

1− a
U1

> 0 (5.20)
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So that U1 > a if the system is to satisfy the reachability condition and attain a

sliding mode. As previously defined, the applied control signal is given by U1 =(
Ka b
bc+b

)
and for the sliding condition to be attained, it follows that:

Kab
bc +b

> a (5.21)

Performing the same computation for the reachability condition in (5.19) yields:

Kba
ac +a

> b (5.22)

If the reachability conditions (5.21) and (5.22) are satisfied, and a sliding mode

is exhibited, then the system will be insensitive to parameter variations. In this case,

knowing the parameters physical limitation, the amount of the carying capacity will

be known, and this will save time instead of doing the experiment, the simulation

results will give an approximation of the maximum growth that can be achieved.

Simulations have been performed with different values of the algal and bacterial

growth rate α , and β to test this hypothesis and the results are shown in Fig. 5.17.

Fig. 5.17A shows the algal sliding surface S1 from equation (5.13) when varying

the algal growth rate α between log2 and 10log2. It is seen that a sliding mode

is exhibited and as previously asserted the dynamics of the sliding mode is insen-

sitive to variations in the the algal growth rate. The same test is carried out for the

bacterial sliding surface S2 in (5.14) and the results are shown in Fig. 5.17B. Here

the bacterial growth rate β is varied between log2 and 15log2. Fig. 5.17C and Fig.
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Figure 5.17: Time evolution of the sliding surface S1 (5.13) and S2 (5.14) when varying the
the growth rates α , β , and the number of bacteria to reach half of algae bc and
number of algae required to reach half of bacteria ac

5.17D show the sliding surfaces (5.13), (5.14) when varying bc between 5×103 and

108 and ac between 5× 103 and 109 respectively. Both figures show that varying

ac and bc affect the ability of the system to attain a sliding mode. Equation (5.21)

shows that the reachability condition R1 in (5.18) depends on the value of bc and
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the value of bc that breaks the reachability condition is as follows:

bc > b(
Ka

a
−1) (5.23)

Once the sliding condition ceases to hold, the system becomes sensitive to all pa-

rameter variations. Performing the same computation for the bacterial reachability

condition R2 in (5.19) shows that the reachability condition is broken when:

ac > a(
Kb

b
−1) (5.24)

Simulations have been performed with different values of bc to find the exact value

of bc that breaks the reachability condition (5.18). The results in Fig. 5.18 show

that the value that breaks the reachability condition is bc = 3×106. Fig. 5.18 shows

the time evolution of the reachability condition (5.21) when varying bc between

105 and 108. It is clear from Fig. 5.18C that when bc = 3× 106, the value of a(t)

will start to be bigger than Kab(t)
bc+b(t) which breaks the reachability condition. Fig.

5.18D shows the simulation when bc = 108 which demonstrates that the simulation

for Kab(t)
bc+b(t) is bigger than a(t). The simulation results in Fig. 5.18 tie in with the

analytical results presented in equation (5.23) using the parameters values provided

in Table 5.1. Corresponding results for the reachability condition in (5.22) with the

sliding surface (5.14) are obtained by varying ac between 105 and 108. In Fig. 5.19

it is seen that ac = 9×106 will break the reachability condition (5.22). This is also

supported by the analytical results presented in (5.24) using the parameter values
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Figure 5.18: Time evolution of the reachability condition (5.21) when varying the number
of bacteria required to reach half of algae bc between 105 and 108.

provided in Table 5.1.

5.3 Model Behaviour After the Add-back of Nutri-

ents

This section will consider the algal and bacterial growth equations when add-back of

nutrients is considered. The nutrients that have been used in this system are vitamin

B12 and carbon. The mathematical model that describes the algal and bacterial

growth after the add-back of nutrients is assumed to have the following form [19]:

ȧ = α a
[
1−a

(Ka b(1− Ĥ(Kc)δb)

bc + b
+Kv

)−1]
, (5.25)
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Figure 5.19: Time evolution of the reachability condition (5.22) when varying the number
of algae required to reach half of bacteria ac between 105 and 108.

ḃ = β b
[
1−b

(Kb a(1− Ĥ(Kv)δa)

ac +a
+Kc

)−1]
. (5.26)

where a and b are the L. rostrata algal population and M. loti bacterial population

respectively, after the add back of nutrients.

The values and the biological meanings of Kv, Kc, δa and δb are shown in Table

5.1 and Ĥ is the Heaviside step function:

Ĥ(x) =

{
0 x≤ 0 (5.27)

1 x > 0 (5.28)

Previous work in the literature [89] has considered these values to be constant. Mod-



5.3. Model Behaviour After the Add-back of Nutrients 98

els are available [19] relating the concentration of vitamin B12 with bacterial growth,

so changing the concentration of vitamin B12 will change the value of Kv. Fig. 5.20

Figure 5.20: Algal and bacterial growth before and after the add-back of nutrinets

shows a comparison of both algal and bacterial growth before and after the add-back

of nutrients, using the parameter values in Table 5.1 and the system model (5.25)

and (5.26), and it shows that the amount of M.loti increased massively after adding

the nutrients.
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5.3.1 Steady-state analysis

Consider the algal and bacterial growth equations after the add-back of nutrients.

Let the inputs be the two flow rates Kv(t) and Kc(t). The equations for growth

are shown in equations (5.25), (5.26). Let the state vector x and input vector u be

defined as:

x(t) =


a(t)

b(t)

 , u(t) =


Kv(t)

Kc(t)

 (5.29)

f1(x,u) = α x1

[
1− x1

(Ka x2(1− Ĥ(Kc)δb)

bc + x2
+u1

)−1]
, (5.30)

f2(x,u) = β x2

[
1− x2

(Kb x1(1− Ĥ(Kv)δa)

ac + x1
+u2

)−1]
. (5.31)

Intuitively, any algal population ā>0 and any bacterial population b̄>0 should be

a possible equilibrium point (after specifying the correct values of the equilibrium

inputs). In fact, with ā and b̄ chosen, the equation f (x̄, ū) = 0 can be written as:

ū1 = x̄1−Ka

( x̄2(1− Ĥ(ū2)δb)

bc + x̄2

)
, ū2 = x̄2−Kb

( x̄1(1− Ĥ(ū1)δa)

ac + x̄1

)
. (5.32)

Since ui represent flow rates of nutrients, physical considerations restrict

them to be non-negative real numbers. This implies that when δb,δa <1

x̄1>Ka

(
x̄2(1−Ĥ(ū2)δb)

bc+ x̄2

)
, x̄2>Kb

(
x̄1(1−Ĥ(ū1)δa)

ac+ x̄1

)
.

Looking at the differential equations for a and b , it is seen that their rates of change

are coupled. Hence, the model is valid when:
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u1(t) < x̄1 −Ka

(
x̄2(1−Ĥ(ū2)δb)

bc+ x̄2

)
, u2(t)< x̄2 −Kb

(
x̄1(1−Ĥ(ū1)δa)

ac+ x̄1

)
. Under these re-

strictions, the state x̄ is indeed an equilibrium point, and there is a unique equilib-

rium input given by the equations above. To linearise the system, it is necessary to

consider:

A =


∂ f1
∂x1

∂ f1
∂x2

∂ f2
∂x1

∂ f2
∂x2

 ,B =


∂ f1
∂u1

∂ f1
∂u2

∂ f2
∂u1

∂ f2
∂u2

 (5.33)

where:

∂ f1
∂x1

= α−2α x1

(
Ka x2(1−Ĥ(u2)δb)

bc+x2
+u1

)−1
.

∂ f1
∂x2

= α x2
1

(
Ka x2(1−Ĥ(u2)δb)

bc+x2
+u1

)−2(Ka (1−Ĥ(u2)δb)(bc+x2)−Ka x2(1−Ĥ(u2)δb)
(bc+x2)2

)
.

∂ f2
∂x1

= β x2
2

(
Kb x1(1−Ĥ(u1)δa)

ac+x1
+u2

)−2(Kb (1−Ĥ(u1)δa)(ac+x1)−Kb x1(1−Ĥ(u1)δa)
(ac+x1)2

)
.

∂ f2
∂x2

= β −2β x2

(
Kb x1(1−Ĥ(u1)δa)

ac+x1
+u2

)−1
.

∂ f1
∂u1

= α x2
1

(
Ka x2(1−Ĥ(u2)δb)

bc+x2
+u1

)−2

∂ f1
∂u2

= 0
∂ f2
∂u1

= 0
∂ f2
∂u2

= β x2
2

(
Kb x1(1−Ĥ(u1)δa)

ac+x1
+u2

)−2

The linearisation requires that the matrices of partial derivatives are evaluated at

the equilibrium points. After selecting realistic parameters and using the values in

Table 5.1 , x̄1 = ā = Ka or Ka+Kv and x̄2 = b̄ = Kb or = Kb+Kc, four combinations

are obtained:
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• (x̄1, x̄2) = (Ka,Kb). The equilibrium inputs are:

ū1 = k̄v = 3.6× 106 and ū2 = k̄c = 9× 106.

The linearised matrices are:

A =


−1.0397 0

0 −0.9257

 ,B =


1.0397 0

0 1.2333

 (5.34)

• (x̄1, x̄2) = (Ka +Kv,Kb +Kc). The equilibrium inputs are:

ū1 = k̄v = 7.6× 106 and ū2 = k̄c = 2.04× 108.

The linearised matrices are:

A =


−1.0397 0

0 −2.7726

 ,B =


1.0397 0

0 2.7726

 (5.35)

• (x̄1, x̄2) = (Ka +Kv,Kb). The equilibrium inputs are:

ū1 = k̄v = 7.6× 106 and ū2 = k̄c = 1.94× 108.

The linearised matrices are:

A =


−1.0397 0

0 −2.7726

 ,B =


1.0397 0

0 2.7726

 (5.36)
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• (x̄1, x̄2) = (Ka,Kb +Kc). The equilibrium inputs are:

ū1 = k̄v = 3.6× 106 and ū2 = k̄c = 2.0401× 108.

The linearised matrices are:

A =


−1.0397 0

0 −2.7726

 ,B =


1.0397 0

0 2.7726

 (5.37)

Because of the large difference between the values of ka, kb and the values of kv,

kc, matrices A and B in equations (5.35), (5.36) and (5.37) have similar values

and only the matrices A and B in equation (5.34) differ. The non-linear differen-

tial equations (5.25), (5.26) will be simulated subject to the following conditions:

x(0) =


4×106

2×108

 and u(t) =


4×106

2×108


This is close to the fourth equilibrium condition shown in equation (5.37) and the

following conditions will be used:

δx(0) =


0

0.1× 108

 .

δu(t) ==


0.4× 106

−4.01× 106


The corresponding simulation results of the linear and non-linear models are shown
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in figure 5.21. To check the range of validity of the linear model, the initial condi-

Figure 5.21: Comparison between non-linear and linearised of L.rostrata and M.loti
growths after the add-back of nutrients

tions are moved further away from the equilibrium point used to define the lineari-

sation. Select x(0) =


3×106

1.5×108

 , Figure 5.22 shows the corresponding response

of the linear and non-linear models. The corresponding error between the linear and

the non-linear model is shown in Figure 5.23.
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Figure 5.22: Comparison between non-linear and linearised of L.rostrata and M.loti
growths after the add-back of nutrients when x(0) = 3×106,1.5×108 where
aL and bL represent the linarised model

Moving the initial conditions away from the equilibrium point will cause the re-

sponse of the linear model to degrade still further. For example, if x(0) =


1×106

1×108


the corresponding error is shown in Figure 5.24.
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Figure 5.23: The relative error between non-linear and linearised of L.rostrata and M.loti
growths

5.3.2 Robustness analysis and the effect of varying the parame-

ters

Kazamia et al. [89] experimentally showed that the interactions between vitamin

B12-dependent algae and heterotrophic bacteria exhibit regulation. The experiments

prove that by increasing the amount of vitamin B12, the overall growth will increase.

Moreover, Cole [94] experimentally validated the impact of adding vitamin B12
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Figure 5.24: The relative error between non-linear and linearised of L.rostrata and M.loti
growths when x1(0) = 1×106,1×108

to Thallasiosira pseudonanna algal growth. The Thallasiosira pseudonanna algal

growth before adding vitamin B12 was 9×103, and after adding vitamin B12 became

2× 106. In the previous section, the system was studied before the add-back of

nutrients. Considering equations (5.25) and (5.26), there are more parameters that

affect the switching dynamics. As an example, the first switch depends now on

the value of b, bc and δb and the second switch depends on the value of a, ac and
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δa. Before adding nutrients, there was not algal growth unless there was bacterial

growth, but now if vitamin B12 or carbon is added externally, equations (5.25) and

(5.26) show that growth is possible. Matthew et al. [89], measured the value of Kv

to be 4× 106 and the value of Kc to be 2× 108. The simulation result for algal

growth shows that the algal growth will be the summation of [(Ka × (1-δb)) and Kv]

as shown in Figure 5.25. For bacterial growth, the amount of the bacteria will be the

summation of [(Kb × (1-δa)) and Kc] as shown in Figure 5.26. If the value of Ka

decreases, the number of algae will decrease, and the value of the switch ( a
ac+a ) will

decrease. In this case, the algal growth will reduce below the saturation level. From

the constants in [19], the values of Kv and Kc are much bigger than Ka and Kb, so

the overall growth will not be significantly affected by the switch, in this case, if the

switch increased the value of the growth by 10%, this increment will not increase

the overall growth by much. The effect of the additional parameters on algal growth

is first described.

• δa: To determine the effect of δa on a, select Kc close to Kb and Kv close to

Ka. Let the number of bacteria be close to bc. In this case, changing δa will

affect a

• δb: As δb has a value between 0 and 1, the algal growth will not be affected

unless the values of Kv and Ka are close to each other. For example, if Kv =

108 and Ka = 107, then the value of δb will not affect the output as the value of

a will be Ka(1−δb)+Kv, but if the value of Kv is close to Ka, then increasing

δb will decrease the value of a.
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Figure 5.25: L.rostrata growth curve when the number of algae when vitamin B12 is pro-
vided externally Kv = 4×106

• Kv: Changing Kv will affect the algal growth as by increasing Kv, the total

number of algae increases.

• Kc: Changing Kc will not affect the algal growth unless the value of Kc is

close to the value of bc. If the value of Kc is equal to bc, the total amount of

algae will reduce to half of its original population.

The effect of the parameters corresponding to the add-back of nutrients on bacterial
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Figure 5.26: L.rostrata growth curve when the number of algae when carbon is provided
externally Kc = 2×108

growth is now outlined.

• δa: As δa is a fraction and its value between 0 and 1, the system will be stable

whatever was the value of it. The bacterial growth will not be affected unless

the value of Kc and Kb are close to each other. For example, if Kc = 108 and

Kb = 107, then the value of δa will not affect the output as the value of b will

be Kb(1− δa)+Kc, but if the value of Kc is close to Kb, then increasing δb
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will decrease the value of b.

• δb: To determine the effect of δb on b, the value of Kv is selected close to Ka

and Kc should be close to Kb. The number of algae should be close to ac. In

this case changing δb will affect b.

• Kv: Changing Kv will not affect the growth of bacteria unless the value of Kv

is close to the value of ac. If the value of Kv is equal to ac, the total amount

of bacteria will reduce to half of its original population.

• Kc: Changing Kc will affect the growth of bacteria as by increasing Kc, the

total number of algae will increase.

Table 6.1, 5.5 summarize the effects of the additional parameters correspond-

ing to the add-back of nutrients; δa, δb, Kv and Kc.

Symbol Range

1) δa When Kb is close to Kc and b is close to bc, δa ↑ a ↓
2) δb When Ka is close to Kv , δb ↑ a ↓
3) Kv When Kv>0, Kv ↑ a ↑
4) Kc When Ka is close to Kv and b is close to bc, Kc ↑ a ↑

Table 5.4: Range for parameters when growing L. rostrata after the add-back of nutrients
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Symbol Range

1) δa When Kb is close to Kc , δa ↑ b ↓
2) δb When Ka is close to Kv and a is close to ac, δb ↑ b ↓
3) Kv When Kb is close to Kc and a is close to ac, Kv ↑ b ↑
4) Kc Kc>0, Kc ↑ b ↑

Table 5.5: Range for parameters when growing M. loti after the add-back of nutrients

5.3.3 A Sliding Mode Control Perspective

Consider the following switching functions for the algal and bacterial growth after

the add-back of nutrients:

S3 = a − (Ka(1− Ĥ(Kc)δb)+Kv) (5.38)

S4 = b − (Kb(1− Ĥ(Kc)δa)+Kc) (5.39)

where S3 and S4 are the sliding surface for the algal and bacterial growth after

the add-back of nutrients respectively. Note that add-back of nutrients effectively

modifies the carrying capacity. The surfaces S3 (5.38) and S4 (5.39) will become

zero when the values of a and b are equal to the new carrying capacities. When

in the sliding mode, it follows that S3 = 0 and S4 = 0 and, if the sliding mode is

to be maintained, Ṡ3 = 0 and Ṡ4 = 0. From (5.38) and (5.39), a and b are the only

variables that vary with time if Kv and Kc are assumed constant. This yields Ṡ3 = ȧ

and Ṡ4 = ḃ. Going back to (5.25) and (5.26), and denoting U3 = Ka b(1−Ĥ(Kc)δb)
bc+b ,

U4 = Kb a(1−Ĥ(Kv)δa)
ac+a so that they are considered to be control signals within the
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closed-loop system (5.25) - (5.26), the system dynamics in the sliding mode satisfies

the following:

Ṡ3 = ȧ = α a
[
1− a

Ueq
3

]
(5.40)

Ṡ4 = ḃ = β b
[
1− b

Ueq
4

]
. (5.41)

Where Ueq
3 and Ueq

4 represents the corresponding equivalent control signals required

to maintain sliding. Solving for Ueq
3 and Ueq

4 from equations (5.40) and (5.41) yields

Ueq
3 = a

Ueq
4 = b (5.42)

Note that the value of Ṡ3 and Ṡ4 will be different if the amount of vitamin B12 and

carbon varies with time as the derivative of S3 and S4 will involve the derivative of

Kv and Kc. Application of the reachability condition (3.6) shows that the sliding

surfaces after the add-back of nutrients are reached if:

R3 = S3(α a
[
1− a

U3

]
)< 0 (5.43)

R4 = S4(β b
[
1− b

U4

]
)< 0. (5.44)

where R3 and R4 are the reachability conditions for the algal and bacterial growth

after the add back of nutrients, respectively.

Consider first (5.43). As a is a population, it will be positive and, given the set-point
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is the maximum value of cells following the add back of nutrients, it follows that

a < (Ka(1− Ĥ(Kc)δb)+Kv) and thus S3 in (5.43) is negative. As α is a positive

parameter, the reachability condition (5.43) is satisfied if the following holds:

1− a
U3

> 0 (5.45)

so that U3 > a if the system is to satisfy the reachability condition and attain a

sliding mode. As previously defined, the applied control signal is given by U3 =(
Ka b(1−Ĥ(Kc)δb)

bc+b +Kv

)
and it follows that

Ka b(1− Ĥ(Kc)δb)

bc + b
+Kv > a (5.46)

for the sliding condition to be attained. Performing the same computation for the

reachability condition in (5.44) yields:

Kb a(1− Ĥ(Kv)δa)

ac + a
+Kc > b (5.47)

If a sliding mode is reached, the dynamic behaviour will be independent of varia-

tions in the algal and bacterial growth rate α and β . Equations (5.46) and (5.47)

show that the reachability conditions after the add back of nutrients are affected by

more parameters than in the case before the add back (5.21),(5.22). Note that when

Kv = Kc = δa = δb = 0, the reachability conditions before and after the add back of

nutrients will be the same, as expected.
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First consider (5.46). The parameters that affect the reachability conditions are δb

and Kv. Note that the value of δb is between 0 and 1 [19]. The values of bc that

breaks the reachability condition R3 satisfy:

bc > b(
Ka (1−δb)

a− kv
−1) (5.48)

The system then becomes sensitive to all parameters variations. Performing the

same computation for the bacterial reachability condition R4 (5.44) yields that the

values of ac that breaks the reachability condition satisfy:

ac > a(
Kb (1−δa)

b− kc
−1) (5.49)

The value of Kv that breaks R3 is as follows

kv < a− (
Ka b(1−δb)

bc +b
) (5.50)

Performing the same computation for the bacterial reachability condition (5.47)

yields that the values of ac that break the reachability condition satisfy:

kc < b− (
Kb a(1−δa)

ac +a
) (5.51)

Performing the same analysis on the reachability condition corresponding to the al-

gal sliding surface after the add-back of nutrients (5.46) yields that Kv = 0.604×106

is the value that breaks the reachability condition and the results of the simulations
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are shown in Fig. 5.27. These results match with the analytical results presented in

(5.50) using the same parameters values provided in Table 5.1.

Figure 5.27: Time evolution of the reachability condition (5.46) when varying the number
of algae when vitamin B12 is provided externally Kv between 0.4× 106 and
4×106

5.4 Conclusions
In this chapter, mathematical models for the growth of L. rostrata algae and M. loti

bacteria have been studied both before and after the add-back of nutrients. The spe-
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cific nutrients studied are vitamin B12 and carbon. The physical limitations on the

parameters have been identified, and simulations show how the growth saturates.

Linearised models have been identified and the degree to which they are useful to

represent the dynamics explored. Sliding mode analysis has been carried out to

quantify the action of the control mechanisms and the system robustness explicitly.

Robustness is the distinctive feature of the sliding mode control as the control can

merely be switching between the two states. In this model, switches of the algal and

bacterial growth between exponential or saturation phases demonstrated a natural

sliding mode. This case was studied in the chapter by checking the reachability

condition and finding the physical limitations on growth both before and after the

add-back of nutrients. The next chapter will study the mathematical model of vi-

tamin B12 presented in chapter 4 and will use a sliding mode observer to estimate

the concentration of BtuB. The results of this chapter demonstrate the use control

engineering methods in the analysis of biological systems. The reachability con-

dition and be used to determine the carrying capacity without the need to perform

experiments. This chapter demonstrates how sliding mode control paradigms can

be applied to systems that exhibit inherent switching mechanisms. The analysis

directly determines the physical limitations of the systems.



Chapter 6

Using sliding mode observers to

estimate BtuB concentration from

measured vitamin B12 concentration

6.1 Introduction

Successful metabolism in gram-negative bacteria requires many cofactors that can-

not be synthesised within the cell. These bacteria must obtain these metabolites and

nutrients from their surrounding environment to survive. BtuB exist as part of the

phospholipid bilayer that composes the outer shell of bacteria. The primary func-

tion of BtuB is that of a transporter; it binds with several molecules to carry them

into the cell. This is an essential part of the bacterial cell, and experimentally, scien-

tist found it hard to measure the dynamics of it. Hence, techniques from the control
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engineering field will be used to find a way of measuring the dynamics.

In control theory, a state observer is a dynamic system that provides an estimate

of the internal state of a given physical system, from measurements of the input and

output (the available measurements) of the real system as described in details in

Chapter 3.

Many studies show the impact of using observation methods in linear and non-

linear systems in industry [95], [65]. There may be difficulty in measuring quanti-

ties in biological systems. It may be expensive to perform measurements or the act

of taking a measurement may unduly affect the process. Observers or soft sensors

can be used as seen for example in the work of Gonzalez et al. [96]. Equations (4.2)

- (4.3) present a direct relationship between the concentration of vitamin B12 and the

concentration of BtuB. This motivates the use of observation methods to estimate

BtuB concentration based on measurement of the vitamin B12 concentration.

6.2 Analysis of a Simple Model of a BtuB Observer
In this section, two observer candidates will be presented. Before developing the

observers, in the Luenburger observer, it is necessary to verify that the model is ob-

servable. A system with an initial state, x(t0) is observable if and only if the value of

the initial state can be obtained from measurements of the system output that have

been obtained over a finite time t0 < t < t f . If the initial state cannot be obtained,

then the system is unobservable. A straightforward observability check is to pro-

duce the input-output form of the system. The input-output form is a mathematical

model of a physical system as a function of the input and output and the derivatives
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of the input and output. In equations (4.4), (4.5), the product φ(p)θ(p) is set to be

the input signal and p is set to be the output. The corresponding input-output form

is given by:

¨p(t) = δ ξ [ε(Pext) [U− e(t)]− ˙p(t)] (6.1)

where U = φ(p)θ(p) = Kφ

Kφ+p
Kθ

Kθ+p . The system state can be observed from a

knowledge of the output measurement p(t) and the corresponding control inputs.

The objective is to formulate a soft sensor to reconstruct BtuB concentration based

on measurements of the concentration of vitamin B12. The observation methods that

are presented in Chapter 3 will be discussed in details here, the first observer strat-

egy is based on an unknown input observer formulation and uses a first-order model

representation. The second observer uses a second-order model representation to

estimate the concentration of BtuB directly.

6.2.1 An Unknown Input Approach to Estimate BtuB using Lu-

enberger and Sliding Mode Observation Mechanisms

This observer will use the measured concentration of vitamin B12, p(t) as the known

output and use the corresponding dynamical equation (4.5) to reconstruct BtuB con-

centration. An unknown input observer technique will be used [49]. Referring to

Eq. (4.5), [δ ε(Pext)e] will be considered as the unknown input as the value of p in

the equation is measured and considered as the output. The assumed observer is as
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follows where µ is an observer injection to be designed:

˙̂p =−δ p+µ (6.2)

Define the error between the plant and observer by

e1 = p̂− p (6.3)

The error dynamics is then given by

ė1 = ˙̂p− ṗ = µ−δ ε(Pext) ê (6.4)

where ê is the observed concentration of BtuB. The injection must be designed, so

the error is driven to zero. When this holds (ė1 = 0), the designed injection com-

pensates for the unknown input and the BtuB concentration can then be estimated

as follows:

ê =
µ

δ ε(Pext)
(6.5)

µ can be designed using numerous techniques. Appealing to sliding mode concepts,

define:

µ = Qsgn(e1) (6.6)

Q should be greater than δ ε(Pext) in magnitude to enforce a sliding mode, whereby

e1 = 0. This selection ensures the error becomes zero infinite time. An alternative
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approach is to use a Luenberger observer paradigm:

µ1 = Q1 e1 (6.7)

Figure 6.1 shows a comparison between the first order sliding mode observer and

the first order luenburger observer when Q = 1 and Q1 = 10. It is seen that the

sliding mode observer behaves better in terms of accuracy and response to the BtuB

results from the original system (4.2).

The performance of the first order Luenberger observer can be expected to ap-

proach that of the first order sliding mode observer when Q1 is selected to be very

large so that a high gain observer results. Figure 6.2 shows the performance of the

first order Luenberger observer when Q1 = 1000 and when Q = 10. In practice,

the observer dynamics is an approximation of the system dynamics. The observer

performance will now be considered in the presence of a realistic range of the pa-

rameter variations in the system dynamics (4.4), (4.5). The sliding mode observer

is expected to exhibit greater robustness than the Luenberger observer; infinite gain

Q1 would be required for the Luenberger observer to achieve the same performance

as the sliding mode observer in the presence of parameter variations. The first pa-

rameter variation considered is the bacterial growth rate which will be bacteria de-

pendent. The growth rate of E.coli cultured in a minimal medium can be calculated

from:

µ =
ln(2)

td
(6.8)
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Figure 6.1: Comparison between the first order sliding mode observer and the first order
Luenberger observer with the original BtuB from equation (4.2)

where td is the time required to double the number of cells. The bacterial growth

rate can be calculated in practice using OD600 data, as shown in Fig. 4.3 when the

vitamin B12 concentration is 100pM and using equations:

lnOD− lnOD0 = µt (6.9)
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Figure 6.2: Comparison between the first order sliding mode observer and the first order
Luenberger observer with the original BtuB from equation (4.2) when Q1 =
1000 and Q = 10

lnOD2− lnOD1 = 2.303× (logOD2− logOD1) = µ(t2− t1) (6.10)

µ =
2.303× (logOD2− logOD1)

t2− t1
= 0.008 (6.11)

The full set of parameter ranges considered for the model are as given in Table

6.1. The growth rates of different types of bacteria are compared in [93]. The

btuB and vitamin B12 degradation rates depend on the bacterial growth rate and a
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realistic range for both rates is shown in Table 6.1. The assumed range for ε(Pext) is

based on the work of Santillan et al. [6] which demonstrates that the wild-type, 375

mutant, 434 mutant, 343 mutant strains are represented by 25,21.5,15.75 and 5.8,

respectively. The dissociation constant at the transcriptional and translation level

should be small, and the selected range is based on the results reported in [97], [98]

and [99]. In the tests that follow the model used to represent the physical system

which generates p(t) and the model used to define the observer are assumed to take

different parameter values from the defined ranges. This test is replicating the fact

that the parameters used to define the observer will be an approximation of any

physical system.

Table 6.1: Range for parameters in the mathematical model (4.1) - (4.3)

Symbol Biological meaning Realistic Range

ξ The btuB degradation rate [0.693 - 0.4 × 10−2]
δ The B12 degradation rate [0.693 - 0.4 × 10−2]

ε(Pext) Represent the type of the strain [25 - 5.8]

Kφ

The dissociation constant
at the transcriptional level [2×10−9 - 2×10−4]

Kθ

The dissociation constant
at the translation level [2×10−9 - 2×10−4]

Figure (6.3) shows the comparison between the first-order sliding mode ob-

server and the first order Luenberger observer when Q1 = 1000, Q = 10 and ξ

changes from 0.008 to 0.2. It is seen from the figure that both observers behave

well in estimating the original BtuB.
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Figure 6.3: Comparison between the first order sliding mode observer and the first order
Luenberger observer with the original BtuB from equation (4.2) when Q1 =
1000 and Q = 10 and ξ = 0.2

6.2.2 A Full Order BtuB Observer

In this section, a second-order observer will be implemented using equations (4.4)

and (4.5) to determine the model. Luenberger [100] and Utkin [54] injection signals

will be used to force the observation error to zero. This observer will be studied to

make sure that any disturbance for each variable can be observed as this system can
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observe the full order of the system instead of only observing the unknown signal.

The corresponding Luenberger observer is given by:

˙̂e = ξ [φ(p)θ(p)− ê]+L1(p̂− p) (6.12)

˙̂p = δ [ε(Pext) ê− p̂]+L2(p̂− p) (6.13)

If the error between the plant and the observer is defined by:

e1 = e− ê

e2 = p− p̂ (6.14)

the error dynamics between the plant and the observer may be expressed by:

ė1 = −ξ e1 +L1e2

ė2 = δ ε e1−δ e2 +L2e2 (6.15)

The poles of the closed-loop error dynamics (6.15) using the technique mentioned

in Chapter 5 are the roots of the following characteristic equation:

s2 + s(−L2 +δ +ξ )+ξ (δ −L2)−L1δε (6.16)

Appropriate adjustment of the gains L1 and L2 enables the closed-loop poles of the

observer to be placed in any desired location. With the parameter values from Table
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5.1 and ε = 25, the selection L1 =−1000 and L2 =−30 yields closed-loop observer

poles at −10 and −20.

The second observer will be based on an Utkin observer formulation discussed

in Chapter 3. The observer is defined based on the nominal model in equations (4.4)

and (4.5) as follows:

˙̂e = ξ [φ(p)θ(p)− ê]+Lµ (6.17)

˙̂p = δ [ε(Pext) ê]−µ (6.18)

where µ and L define the observer injection to be designed, so the error between the

measured and the observed concentration of vitamin B12 is driven to zero. Using

the error definitions in (6.14), the error dynamics are given by:

ė1 = −ξ e1−Lµ

ė2 = −δ ε e1−δ e2 +µ (6.19)

To induce a sliding motion on the output error e2 so that the sliding condition e2 = 0

is enforced, it is necessary to ensure e2 and ė2 have opposite signs. Consider µ

defined by:

µ =−Msign(e2) (6.20)

It follows that for sufficiently large M, e2 and ė2 have opposite signs and e2 = 0 will

be satisfied. When this sliding mode is attained, it follows that e2 = 0 and ė2 = 0.
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Using the principle of the equivalent injection it follows from (6.19) that on average,

the effect of the applied injection signal (6.20), denoted µeq, is given by:

µeq =−δ ε e1 (6.21)

To complete the observer design, it is necessary to ensure the e1 subsystem in (6.19)

exhibits stable dynamics in the sliding mode. Substituting (6.21) in (6.19)

ė1 =−(ξ −Lδ ε)e1 (6.22)

It follows that for stability of (6.22)

L <
ξ

δ ε
(6.23)

The Utkin observer (6.17)-(6.18) with the injections defined by (6.20) and (6.23)

will ensure stable evolution of the error trajectories as shown in Figure (6.4). The

parameters are selected as M = 1 and L =−100.

To test the robustness of the observers in the presence of parameter uncertainty,

two tests have been performed. The first considers variation in the parameter ξ . ξ

is the btuB degradation rate, and from [6], it is determined by the summation of

the bacterial growth rate and the BtuB degradation rate. The value of the BtuB

degradation rate is assumed negligible in [6] and because of that, the value of ξ is

set equal to the bacterial growth rate, which is 0.008 for E.coli. In this robustness
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Figure 6.4: Time evaluation for measured and observed BtuB dynamics when applying
Utkin and Luenburger observation methods with no disturbance

test, the BtuB degradation rate is not neglected, and an additional value will be

added to the bacterial growth rate to define ξ . Fig 6.5 compares the dynamics of

BtuB obtained from the model with ξ = 0.016 as well as the estimates obtained

from the Utkin and Luenberger observers, wherein the observers ξ = 0.008.

It is seen from Fig. 6.5 that varying the parameter ξ does not affect the esti-

mate of the BtuB concentration. Despite the uncertainty, both observers converge to
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Figure 6.5: Comparison between the estimated and the actual value of BtuB when btuB
degradation rate ξ changes between the system and observer from 0.016 to
0.008

observe the correct value of the BtuB concentration based only on knowledge of the

concentration of vitamin B12 in less than 1 minute. The second test assumes that

the parameters of the observer have been configured for a different bacteria than

is present in the real system. This corresponds to changing all the parameters in

equations (4.4) and (4.5). Previously, E.coli was used as a bacterial strain in the
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system model. This test uses the parameters for salmonella in the system model

presented in Chapter 4; the observers remain parametrised as for E.coli. In the sys-

tem model the growth rate is 0.007 and thus δ = ξ = 0.007; bacterial strain changes

to ε = 21.5 based on the results which were found earlier in Chapter 4. In the ob-

servers the model parameters are as in Table 5.1. The corresponding observation

Figure 6.6: Experimentally measured S.enterica growth curves with varying vitamin B12
concentration (50pM to 1nM)

results after changing the bacterial type are shown in Fig. 6.7-6.8.
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Figure 6.7: Comparison between the estimated and the actual value of BtuB when the bac-
teria changes between the system and observers - steady-state performance

It is seen from Fig. 6.7 that the steady-state performance is reasonable with

the observers requiring around 200 minutes to track the BtuB signal from the sys-

tem model. From Fig. 6.8 it is seen that the Utkin observer has a better transient

performance that the Luenberger observer as has been observed in the nominal sim-

ulations.
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Figure 6.8: Comparison between the estimated and the actual value of BtuB when the bac-
teria changes between the system and observers- early transient

6.3 Experimental Validation of Observer Results

Observers have been presented for estimation of the concentration of BtuB from

measurements of the concentration of vitamin B12. The robustness and performance

validation has thus far been based on results from experimentally validated math-

ematical models. Validation of the estimates of BtuB concentration obtained from
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the observers against experimental measurements is desirable. It is, however, diffi-

cult to measure the concentration of BtuB directly experimentally. Fig. 6.9 shows a

comparison of the variation in the concentration of vitamin B12 against the construc-

tion of a plasmid in which green fluorescent protein (GFP) production is controlled

by a vitamin B12 riboswitch. This is an alternative way of viewing BtuB production

experimentally. GFP is used because its levels can be readily detected after the

reaction is completed by the use of anti-GFP antibodies and detection on a western

blot. When this plasmid is subject to transcription/translation (in an in vitro protein

synthesis kit), in the absence of B12, GFP production will occur as usual. However,

if B12 (the preferred riboswitch ligand being adenosylcobalamin) is present, it is

thought that this will bind to the riboswitch and change its structure so that the ribo-

some can no longer bind and translation can no longer occur. Therefore, using this

method, various B12 variants have been tested by adding them to the in vitro protein

synthesis reactions, at increasing concentrations, to see the effect on the vitamin B12

riboswitch and in turn, on GFP production.

It is desirable to be able to directly compare the relationship between the evolu-

tion of the observed BtuB and the concentration of vitamin B12 and the relationship

between GFP and the concentration of B12. In particular, it is required to find

the relationship between GFP production and BtuB production, as in the experi-

ments, the GFP gene replaces the BtuB gene. It follows that the concentration of

GFP should correlate with the concentration of BtuB. Certain factors will affect the

absolute values of GFP. Figure 6.9 contains two curves, one obtained with adeno-
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Figure 6.9: Experimental results to show the relation between GFP and vitamin B12 for
AdoCbl, AdoRbl

sylcobalamin AdoCbl and the other using adenosylrhodibalamin AdoRbl. The only

difference between the variants is that in AdoRbl, the central cobalt ion is replaced

with rhodium [101]. The plot shows that increasing vitamin B12 concentration will

decrease the GFP concentration and changing B12 variants will affect the magni-

tude of the response. To validate the observer results experimentally, the observed

concentration of BtuB, ê(t) is plotted against the concentration of vitamin B12, p(t)
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for the case of the Utkin observer. The observer was parameterised using the strat-

egy reported in [102] by considering the evolution of the concentration of vitamin

B12 over time from the bacterial growth curve. A comparison between particular

forms of vitamin B12 variants in [103] found that each vitamin B12 analogue has

a specific degradation rate. In this case, each degradation rate will give a specific

concentration of vitamin B12. Fig. 6.10 shows the relation between the observed

concentration of BtuB and the concentration of vitamin B12. The simulation re-

sults were computed when δ in (4.5) was δ = 0.008 for AdoRbl and δ = 0.0054

for AdoCbl. The simulation results in Fig. 6.10 show that the BtuB concentration

decreases when the concentration of vitamin B12 increases in line with the observa-

tions from the experimental results. The rate of decay is noted to be similar. The

experimental set-up will impact the initial conditions for the experimental observa-

tions. The size of each protein will influence the experimental results. If one was

30kDa and another 15kDa, then it may be expected that twice the amount of the

smaller one may be produced because the RNA polymerase and protein translation

apparatus can only work so fast. As both figures have the same dynamics, a factor λ

has been introduced to adjust the magnitude observed in Fig. 6.10. Effectively it is

assumed that a relationship GFP= λ ê(t). Figure 6.11 shows a comparison between

the simulation and experimental results when λ = 2.5. The comparison between the

BtuB experimental results and the estimate of the concentration of BtuB obtained

by the observer is reasonable. The experimental results further validate that the

presented observer approach can estimate the concentration of BtuB.
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Figure 6.10: Simulation results to show the relation between BtuB and vitamin B12 for
AdoCbl and AdoRbl

6.4 Conclusions

This chapter shows an example of using the observation method in a biological

application, Luenburger and sliding mode observers are used to estimate the value of

BtuB using a measured concentration of vitamin B12 concentration. A comparison

is also shown between different observers, and it is shown that the sliding mode

observer behaves the best to observe BtuB protein. The technique and the theory
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Figure 6.11: Comparison between the simulated and experimental GFP for AdoCbl and
AdoRbl.

used in this chapter can also be used to estimate the gene btuB concentration, and

this is set as one of the future work targets.



Chapter 7

General Conclusions and Future

work

7.1 General Conclusions
As a general conclusion for this thesis, It has been proven from each chapter that

using VSC is a novel and efficient means to study the control mechanism in bac-

terial growth. VSC is used to link the bacterial growth with the concentration of

vitamin B12, simulation results and experimental results proved that the switching

mechanisms that happen inside the mRNA affect the bacterial levels, as when the

switch is on, the bacterial growth be in the exponential phase and it goes to the

saturation level when the riboswitch switches off. These results have been proven

using simulation results and in vivo experiments using two types of bacterial strains.

Both results using E. coli and S. enterica showed that the vitamin B12 controls the

bacterial growth, and both reached the saturation level when the riboswitch turned
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off.

Also, VSC is used in bacterial and algal co-culture, this was a moving step

from a cellar to a population level, the reachability condition is used to find the

saturation level of bacterial and algal growth by finding the reachability condition

of each growth and using sliding mode control techniques. Linearisation methods

are used to simplify the mathematical equations and to find real-time growth.

Robustness analysis is also performed in each chapter to check the effect of

varying the parameters in each model, and it is found that all the systems are ro-

bust. The co-culture growth is studied before and after the add-back of nutrients,

which are carbon and vitamin B12. The analysis shows that vitamin B12 riboswitch

saturates the growth.

Sliding mode observation methods are also used in this thesis to estimate the

concentration of BtuB using the measured concentration of vitamin B12. BtuB con-

centration is known to be hard to be measured experimentally and hence was the

reason to use this method. Two first-order and two second-order observers, Luen-

berger observer and sliding mode observer, are used in this thesis to find and esti-

mate BtuB. GFP production is used to validate the BtuB estimated by the observers,

and the outcomes were promising. The simulation results show that the second-

order sliding mode observer provides the best performance concerning robustness

and accurate estimation.

This thesis provides an excellent tool to study the effect of vitamin B12 ri-

boswitch in cell growth in general and can be used in several applications such as
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controlling the growth of algae or in finding the carrying capacity of each growth.

Also, the observation technique presented in this thesis will be used as a tool in bio-

engineering to estimate variables that are hard to be estimated experimentally, for

example, the concentration of btuB will be estimated using the same method shown

in chapter six.

7.2 Future Work
This thesis brought to the attention that using VSC is efficient in understanding the

dynamics of bacterial growth; the results were studied by analysing a mathematical

model that represents the bacterial growth dynamics by linking it with the vitamin

B12 riboswitch. One of the future work is to consider the system if it is inhibited by

vitamin B12 analogues.

Vitamin B12 analogues are molecules which have a very similar chemical struc-

ture to that of vitamin B12, but which should not be substituted for consumption. On

the contrary, they are potentially harmful, since these molecules replace the impor-

tant B12 transport molecules within the body, thus hindering the absorption of actual

vitamin B12.

During the initial research phase on vitamin B12, it was difficult to differentiate

between vitamin B12 analogues and real vitamin B12, as the tests used were carried

out using both forms. However, today, it is unequivocally possible to identify vita-

min B12 analogues in many foods through the use of paper chromatography. This

changes the idea for many foods which were previously thought to be rich in vita-

min B12, but in fact, have now been proven to contain nothing more than pseudo
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vitamin B12. Having a mathematical model that can distinguish between the active

vitamin B12 and vitamin B12 analogues will provide an important tool in vitamin

B12 deficiency and efficiency.

Observation techniques have proved to be useful in biological applications;

previously, chapter 6 showed that using sliding mode observer or Luenburger ob-

server can estimate the concentration of BtuB.

Equations (4.1) - (4.3) can be used in the future to build second-order observers

to estimate and observe the concentration of btub. This will be helpful as it is hard

to measure btub experimentally. Multiple observers will be used, and a comparison

will be made to achieve the best observation.

Vitamin B12 riboswitch showed a play a role in the control mechanism of the

algal growth; the mathematical model will be studied to analyse the effect of the

riboswitch on algal growth and study the robustness of the system with different

strains.



Appendix A

Defining Time Domain Equations

and Differentiator

A.1 Time Domain Equations

To find the time evolution for p(t) and e(t), it is easier to deal with equations (4.4)

- (4.5) when they are linearised using the linear approximations equation:

d f (y,x)
dt

= f (yss,xss)+(y− yss).[
∂ f
∂y

]y=yss,x=xss

+(x− xss).[
∂ f
∂x

]y=yss,x=xss

f (y,x) is linearised by a Taylor series expansion, using only the first two terms.

After applying the linear approximations for equations (A.6), (A.7), p(t) and e(t)
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will be:

e(t) =
k

k+1
+

e−ξ t

k+1
(A.1)

p(t) = δε[
εk

k+1
(1− e−δ t)+

e−β t− e−δ t

(δ −ξ )(k+1)
] (A.2)

Equations (A.1), (A.2) show that the concentration of BtuB depends on the bacte-

rial growth rate and the dissociation constant and the concentration of vitamin B12

depends on the dissociation consent, bacterial growth rate and the bacterial strain.

The relation between p(t) and e(t) after solving equations (A.1), (A.2) is:

e(t) =| δε2k
δε2k− p(t)

| (A.3)

Equation (A.3) has a limitation when it was formed, which is p(t) > δε2k, this

means that the concentration of BtuB will not be affected unless the concentration

of vitamin B12 become more than the multiplication of the bacterial growth rate and

the dissociation constant and the constant that represents the bacterial strain that has

been used. A new equation is created based on the dynamics of the bacterial growth

as shown bellow:

ȧ = α a
[
1−
( a

Pmax

)]
, (A.4)

The output of this equation gives similar results as the experimental results.

Pmax was found using linearisation and it is as shown bellow:

Pmax =
ε(Pext)

k+1
(k+(

δ −ξ k+δ k
ξ

)
( ξ

ξ−δ
)
) (A.5)
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A.2 Differentiator
The differentiator is a model that is used to find the derivative of the output signal

and construct other signals from the system, this is another way to show that the

system is observable. Recall:

ė = ξ [φ(p)θ(p)− e] (A.6)

ṗ = δ [ε(Pext)e− p] (A.7)

Equation (A.7) shows that e can be constructed from p and its derivative as shown

bellow:

e =
ṗ

ε(Pext)δ
+

p
ε(Pext)

(A.8)

Figure A.1 shows that the error goes to zero, this means that Btub can be estimated

from the output and its derivative.
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Figure A.1: Btub error between the model (4.4) and the differentiator (A.8)



Appendix B

Simulink models

In this appendix, all the models and the files that are used to create the observers are

presented. Before simulating the model, the values of the parameters are calculated

in MATLAB as:

K = 2.25e−6,α = 0.071,ξ = 0.008,δ = 0.008,ε = 25, p0 = 0,e0 = 1.

Figure B.1 shows the mathematical model (4.4) - (4.5).

Figure B.2 shows an unknown input approach to estimate BtuB using sliding mode.

Figure B.3 shows a second order sliding mode observer to estimate BtuB.

Figure B.4 shows a second order luenberger observer to estimate BtuB.
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Figure B.1: Plant

Figure B.2: Sliding mode observer using an unknown input approach
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Figure B.3: Second order sliding mode observer

Figure B.4: Second order luenberger observer
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