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Through C+L band transmission experiments and theoretical modelling, we investigate the impact of
channel symbol rate (30, 40, 60, and 85 GBd) on the performance of DCI, metropolitan and core network
distances. Two different transponder architectures are investigated: (a) single-carrier receiver and (b)
multi-carrier receiver, where multiple subcarriers are received together in a single wideband receiver.
Both receivers architectures experience a reduction in the achievable information rate as channel sym-
bol rate increases due to dominating transceiver noise; this holds over all tested transmission distances.
However, the multi-carrier receiver shows a weaker performance dependency on symbol rate, as receiver-
related impairments dominate. When testing the single-carrier receiver after 630 km we find that by
increasing channel symbol rate from 40 to 85 GBd gross capacity decreases by 16%; however, the required
number of transceivers to fill the transmission window decreases by 52%. Using the multi-carrier receiver
reduces receiver count further. This potentially impacts the cost and complexity of deploying fully-loaded

transmission systems.
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1. INTRODUCTION

In today’s hyper-connected world, it is vital to maximise data
throughput while reducing the cost per bit. The cost per bit
can be reduced by increasing the channel symbol rate; this max-
imises the amount of information sent over one channel and,
therefore, reduces the number of transceivers required in a given
transmission bandwidth. As CMOS technology has evolved,
commercial transceiver improvements have increased channel
bandwidth from 28 to 66 GBd, and >96 GBd is expected for the
next generation of transponders [1].

On the other hand, extensive studies have shown the benefit
of using very low symbol rates for nonlinearity mitigation. In [2]
it was found that 2.4 GBd is the optimum channel symbol rate for
standard single mode fibre systems to minimise nonlinear effects.
In [3] a real time record spectral efficiency of 6.21 bit/(s.Hz)
over 6,644 km was achieved by using commercial transponders
with Nyquist subcarriers at 8 GBd. This holds for ultra-long-
haul transmission systems where the system performance is
dominated by nonlinear interference noise, imposed by the Kerr
effect.

However, to date, no comprehensive analysis have been car-
ried out for short/medium distances, where the system perfor-
mance is dominated by the transceiver subsystem constrained
signal-to-noise ratio (SNR) [4] [5]. In [4], it was experimentally
demonstrated, in a back-to-back configuration, that the SNR
and achievable information rate (AIR) decreased as the channel
symbol rate increased; i.e., the SNR of a DP-256QAM signal de-
creased from 26 to 18 dB, for an increase in the symbol rate from
15 to 70 GBd, respectively. This upper limit on the achievable
SNR in a transceiver subsystem is mainly due to the resolution
of the digital-to-analog converter (DAC) and analog to digital
converter (ADC). The SNR of an ideal DAC / ADC is defined
by the number of bits which sets the quantisation noise floor
[6]. In practical converters, other distortion sources will add to
this noise floor, leading to an effective number of bits (ENOB)
lower than the stated bit resolution. Additionally, mainly due to
clock jitter, the ENOB decreases as frequency increases, which
consequently diminishes the SNR as the channel symbol rate
is increased [7]. It appears, therefore, that increasing channel
symbol rate is only beneficial to overall data throughput if it
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outweights the associated transceiver-constrained SNR penalty.

As well as ENOB, other noise sources also constrain the
transceiver SNR. At the transmitter, the linear amplifiers used
to drive the IQ-modulator, as well as the TIA amplifiers used to
amplify the received signal, both have an associated noise fig-
ure which also typically increases with frequency. Furthermore,
non-ideal digital signal processing (DSP) at both the transmitter
and receiver has an associated penalty that also constrains the
transceiver SNR [8]. A detailed study of the relative impact of
transceiver noise vs transmission-related impairments in a high-
capacity transmission system can be found in [9], where analysis
was carried out on 312x35 GBd channels. However, until now,
the impact in performance of using high symbol rate channels
compared with low symbol rate channels in such a system has
been unexplored.

This paper is an extension of the work presented in [10]. We
investigate the symbol rate dependence of transceiver SNR in
the context of high capacity short- to mid-distance transmission
links. We achieve this by experimentally and theoretically quan-
tifying the impact of transceiver constrained-SNR and channel
symbol rate on the performance of data centre interconnection
(DCI), metropolitan and core network transmission distances.
The trade off between channel performance and cost is further in-
vestigated by comparing two receiver architectures: (a) a single-
carrier receiver and (b) a multi-carrier receiver, where multiple
subcarriers are simultaneously received in a single 126 GHz
optical bandwidth receiver.

The remainder of the paper is organised as follows. Section 2
describes the experimental system under investigation: a fully
loaded, continuous 90 nm bandwidth transmission window
using hybrid Raman-EDFA amplifiers and 70 km fibre spans.
Section 3 describes the analytical model used to predict SNR
degradation with distance, and includes the parameters needed
to apply this model. Section 4 reports our experimental results
in four parts. 4.A. measures the back-to-back performance of
the single-carrier receiver at different symbol rates. 4.B. reports
the back-to-back performance of the multi-carrier receiver and
quantifies the variance in subcarrier performance. 4.C. compares
transmission results against modelled predictions up to 630 km.
Finally, 4.D. reports the achievable information rates of both
receiver architectures with distance, and discusses the trade-offs
between complexity, performance, capacity and cost.

2. EXPERIMENTAL SYSTEM UNDER INVESTIGATION

The experimental configuration used for this work is shown in
Fig. 1. 30, 40, 60 and 85 GBd signals were tested. The multi-
level drive signals for 256QAM were generated offline and dig-
itally filtered using a root raised cosine filter with a roll-off of
0.01. Digital pre-emphasis was applied to the signal to com-
pensate for the frequency response of the transmitter compo-
nents. The resulting in-phase (I) and quadrature (Q) signals
for each polarisation were output using four CMOS-based 8 bit
DACs with typical 3 dB analog bandwidth at 32 GHz, operat-
ing at 92 GSa/s. The signals was subsequently amplified using
four linear amplifiers with 55 GHz electrical bandwidth, before
being applied to a high bandwidth dual-polarisation (DP) IQ-
modulator (from Oclaro). The four carriers were connected to
two independent IQ-modulators before being optically ampli-
fied to form four Nyquist shaped DP-256QAM signals. The
modulated signals were subsequently combined with 90 nm
of continuous spectrally-shaped amplified spontaneous emis-
sion (SS-ASE) noise [11] [12], used to emulate interfering chan-

nels. A band stop filter (BSF) was used to create a notch within
the SS-ASE noise, within which the modulated channels were
positioned. Fig. 2(a) illustrates the 4 carriers with all symbol
rates considered in this experiment, plus the SS-ASE, covering
11.25 THz of bandwidth.

The transmission link is comprised of a straight-line link of
9 spans, with 70 km of single-mode fibre and hybrid distributed
Raman/EDFA amplifier (HRE). In [13], a schematic of the HRE
amplifier is illustrated. The HRE provides a continuous gain
from 1524.4 nm to 1615.5 nm and used two counter-propagating
pumps at 1427 and 1495 nm with output powers of 300 mW
and 310 mW into the transmission fibre, delivering a total signal
power of 19.5 dBm to the EDFA stage. The single stage EDFA
followed by a 90 nm gain flattening filter (GFF), designed to
equalise the gain across the entire HRE bandwidth, boosted
the signal to a total output power of 22 dBm. As described in
detail in [13], each 70 km fibre span is comprised two fibre types;
40 km followed by 30 km with effective core area of 149 pm?
and 81 pm?, respectively.

Coherent detection was carried out using a phase- and
polarization-diverse coherent receiver incorporating 70 GHz
bandwidth photodetectors, and the signal was digitized using a
real-time 8 bit oscilloscope with 63 GHz bandwidth, sampling at
160 GSa/s. Digital signal processing was performed as described
in [13], which included matched filtering, chromatic dispersion
compensation, blind adaptive equalision, frequency offset com-
pensation and decision directed carrier phase estimation.

Two different receiver architectures were investigated: (a) the
single-carrier receiver, and (b) the multi-carrier receiver. In (a),
only one carrier is received using an intradyne receiver. In this
configuration the performance of 30, 40, 60 and 85 GBd chan-
nels were tested. For each symbol rate, four carriers with 30.5,
40.5, 60.5 and 85.5 GHz channel spacing were used, respectively.
The carrier wavelengths were set such that the second carrier
was always at 1552 nm. At the receiver a bandpass filter (BPF)
centered on 1552 nm was used to filter out just this carrier (the
channel under test). The transmitted spectrum for this test case
is illustrated in Fig. 2(a).

In receiver architecture (b), a multi-carrier receiver is investi-
gated by receiving multiple neighbouring channels simultane-
ously on a single heterodyne receiver with 126 GHz of optical
bandwidth [14-16]. In this case the BPF is widened to receive all
126 GHz. Each individual carrier is digitally down converted
to baseband before receiver DSP is applied. To fill the receiver
bandwidth, three cases are tested: 4x30 GBd, 3x40 GBd and
2 %60 GBd, with channels separated by 0.5 GHz in all cases. This
receiver configuration is illustrated in Fig. 2(b).

3. ANALYTICAL MODEL

The theoretical analysis of the system under investigation was
modelled using the parameters of the experimental system de-
scribed above. The signal-to-noise ratio was used to estimate the
system performance. After chromatic dispersion compensation
the SNR¢, can be expressed as

p

SNRowl = 57 NPpsg + N1+eyp3’

1

where P is the launch power per channel and N is the number
of spans. x = m, where SNRTRrx is the maximum SNR that
can be achieved in a given transceiver sub-system, and can be
measured in a back-to-back configuration. Pag is the ASE noise
power within the channel bandwidth and can be calculated as
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Fig. 1. Experimental configuration. When testing the single-carrier receiver 4 ECL lasers are used at the transmitter. When testing
the multi-carrier receiver the number of ECL lasers varies with the symbol rate under test. The local oscillator is set to 1552 nm in

all cases. The modulated data channels are co-propagated with 90 nm of SS-ASE noise to emulate a fully loaded C+L band.
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Fig. 2. Transmitted signals for the two receiver architectures under test. In setup (a) the single-carrier receiver is tested by propagat-
ing four modulated channels, the second of which is fixed at 1552 nm. Just this channel is optically filtered then digitised. In setup
(b) the multi-carrier receiver is tested by receiving 126 GHz of optical bandwidth. Subcarriers are then digitally down converted.

Pasg = GNFhvB, where G is the channel-dependent gain, NF
is the effective noise figure, h is the Planck’s constant, v is the
channel center frequency and B is the signal bandwidth. In order
to estimate the HRE amplifier gain G across the entire 90 nm
bandwidth, the frequency dependent signal power profile was
calculated by numerically solving the Raman equations [17]. The
amplifier NF was experimentally measured and is illustrated
in [13] and [9] for the whole spectrum (with an average NF
of 1.4 dB). Analysis of G, NF and Pagg and their linear noise
contributions to this transmission setup can be found in [9].

The nonlinear interference (NLI) coefficient for one span,
1, and the coherence factor, €, were calculated using the inter-
channel stimulated Raman scattering (ISRS) Gaussian noise (GN)
model [18]. The ISRS GN model accounts for arbitrary, wave-
length dependent signal power profiles along fibre spans, which
is vital for the modeling of ultra-wideband transmission, par-
ticularly for hybrid Raman-amplified links. The application of
this model to the transmission system under consideration is
described in [9], along with figures illustrating the wavelength
dependence of 77 and €. The extended GN model predicts that
the NLI is only weakly dependent on symbol rate for symbol
rates 2 30 GBd [2]. We therefore expect transmission related
impairments to affect all the tested symbol rates in this paper (30,
40, 60, 85 GBd) roughly equivalently. It follows that, as transmis-
sion distance increases, the performance of all the symbol rates
under test should converge (see Eq.1). A modelled prediction of
this is illustrated at the end of [9]. Here we seek experimental
verification by measuring SNR degradation with distance at 30,
40, 60 and 85 GBd and comparing this to modelled predictions.

4. RESULTS

In this section we used SNR and achievable information rate
(AIR) to evaluate system performance. The SNRtrx was evalu-
ated as the ratio between the variance of the transmitted symbols
E[|X|?] and the variance of the noise ¢%, where 0 = E[|X — Y|?]
and Y represents the received symbols after DSP is applied. The
mutual information or AIR was estimated from the received data
via Monte Carlo integration and provides an upper bound on the
performance for any coded system using DP-mQAM signals [19].
Within [19], it is shown that DP-256QAM is of sufficiently high
order to correctly assess the upper bound of AIR for systems
with an SNR of 24 dB or less, independent of specific forward
error correction (FEC) schemes. As all the SNRs considered here
are below this value, we use DP-256QAM throughout this paper
without loss of generality.

This section is organised into four subsections. Firstly, the
single-carrier receiver architecture is tested in the back-to-back
configuration. Secondly, the multi-carrier receiver is tested, also
in back-to-back. Thirdly, the transmission results of both archi-
tectures are presented alongside the analytical model. Finally,
the impact of transceiver architecture and symbol rate on the
AIR and overall transmission throughput is evaluated, and the
resulting implications on system cost discussed.

A. Single-carrier receiver performance: back-to-back

To evaluate the single-carrier receiver performance, the trans-
mitter was set to the configuration shown in Fig. 2(a). Fig. 3
illustrates the SNRrx versus the optical signal-to-noise ratio
(OSNR) for the channel under test modulated at 30, 60 and
85 GBd, respectively. The experimentally measured SNRTrx
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Fig. 3. Single-carrier receiver: Transceiver SNR vs OSNR, measured in a back-to-back configuration for 30 GBd (a), 60 GBd (b) and
85 GBd (c). As symbol rate increases, the maximum achievable SNR and OSNR decreases.

was recorded by connecting the output of the GEA amplifier
straight to the BPF filter (see Fig. 1) and then adding ASE noise to
the signal to vary the OSNR. The theoretical calculation of OSNR
in 0.1 nm of bandwidth is also displayed to provide a perfor-
mance reference relative to the experimental results. This linear
relationship is given by OSNR = SNRtgrx; + 10log;,(Rs/B),
where R is the symbol rate and B is the noise bandwidth. It can
be seen that the highest measured SNRTrx on this back-to-back
subsystem was 21.4, 19.5 and 17.1 dB for 30, 60 and 85 GBd,
respectively. The primary noise sources that determine SNRtrx
are the limited ENOB of the DACs and ADCs, the noise figure
from the linear amplifiers used to drive the modulators, and
non-ideal digital signal processing (DSP) [4] [5]. It can also be
seen that the maximum OSNR achieved by the system decreases
as the carrier symbol rate is increased (37.8, 34.5 and 32.0 dB
for 30, 60 and 85 GBd, respectively). This is expected behav-
ior: as the same maximum signal power is shared across larger
modulation bandwidths the signal power per 0.1 nm of noise
bandwidth decreases. This reduction in maximum achievable
OSNR consequently impacts the transceiver SNRTrx.

Fig. 4 illustrates SNRrx for 30, 40, 60, and 85 GBd channel
symbol rates. This SNRyrx was measured in a back-to-back
configuration without ASE noise loading. Each point in Fig. 4
represents the upper bound in achievable SNR for each symbol
rate (for this sub-system). The AIR is also labelled. We observe
that as channel symbol rate is increased both the SNRtrx and
the AIR decrease. For instance, SNRtrx decreases by 4.3 dB
(from 21.4 to 17.1 dB) when the channel symbol rate is increased
from 30 GBd to 85 GBd. Similarly, the AIR is observed to drop
by 2.7 b/sym for the same change in symbol rate. The drop
in transceiver performance can be attributed to the frequency
dependency of the transceiver ENOB. Frequency dependent
variations in electrical amplifier NF and DSP will also have an
effect. Although these absolute values are specific to our system,
the principle of this trade off holds generally.

B. Multi-carrier receiver performance: back-to-back

To evaluate the multi-carrier receiver performance, the transmit-
ter was set to the configuration shown in Fig. 2(b). The SNRtRrx
was measured in the back-to-back configuration without ASE
noise loading. Three test cases were considered to ensure an
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Fig. 4. SNR vs channel symbol rate for the single-carrier receiver, measured in
a back to back configuration without noise loading. AIR is calculated for each
point by Monte Carlo integration.

aggregate signal bandwidth of 120 GHz: 4 channels x 30 GBd,
3x40 GBd and 2x60 GBd. After reception, the full signal band-
width was digitised and the SNR of each subcarrier was calcu-
lated separately by digitally down converting to baseband. The
dependency of each subcarrier’s SNR on its frequency offset
from the centre of the receiver is shown in Fig. 5. We observe
that as subcarriers are received further away from the centre of
the receiver’s electrical bandwidth the SNR of the subcarrier de-
creases. This is caused by the decreasing ENOB of the receiver as
frequency is increased. Again, these absolute values are specific
to our system, though similar penalties will be observed for any
receiver whose ENOB decreases with frequency.

Separately from the frequency offset performance depen-
dency, we note that the central 40 GBd channel incurs a 0.9 dB
penalty compared to the 40 GBd single carrier receiver, which
has decreased from an SNR of 21.4 dB in Fig. 4 to an SNR of
20.5 dB in Fig. 5. This is because the multi-carrier receiver must
share the ADC dynamic range among all the incident signal
channels. Therefore, the multi-carrier receiver’s ENOB per chan-
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nel is reduced, impacting all received channels independently of
their frequency offset. This absolute receiver penalty is highest
for the channels with the lowest symbol rates, as these channels
experience the largest proportional reduction in ADC dynamic
range per channel.
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Fig. 5. SNR vs frequency offset from the centre of the multi-carrier receiver.
All three test cases occupy the same 120 GHz of optical bandwidth. the SNR
of the subcarrier decreases as frequency offset increases, mainly due to the
frequency dependency of the receiver’s ENOB.

The average SNRTrx for the multi-carrier receiver was cal-
culated by taking the mean of all the subcarrier SNRs in linear
units. These are plotted in Fig. 6 against channel symbol rate
for the three symbol rates under test. The AIR of each multi-
carrier/single-receiver test case is labelled. The SNRtrx of the
single-carrier/single-receiver are also displayed for compari-
son. As before, we observe that as symbol rate increases both
SNRtrx and AIR decrease. Both the 30 and 40 GBd results
suffer ~3.6 dB penalty when received using the multi-carrier
receiver; this penalty is only 2.6 dB for the 60 GBd case. This is
because the multi-carrier receiver is dominated by receiver-side
impairments, making the transmitter’s ENOB-related penalties
incurred by increasing the symbol rate less significant.
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Fig. 6. SNR vs symbol rate for the multi-carrier receiver, in a back-to-back
configuration and without ASE noise loading. These results are an average
of subcarrier results presented in Fig. 5. Single-carrier results from Fig. 4 are
included for comparison.

C. Transmission performance

Here we investigate the impact of transceiver-constrained SNR
after optical fibre propagation in a fully loaded C+L band trans-
mission system, when linear noise of the optical amplifier and
nonlinear interference noise due to fibre nonlinearity are added
to the signal. Fig. 7 illustrates the received SNRp,, for each
channel symbol rate for the single-carrier receiver, transmitted
between 70 and 630 km. The lines are the modelling predic-
tion and the markers are the experimental data (for each ex-
perimental result, we report the polarisation average SNR of
4 measurements). After a transmission distance of 210 km the
SNR7t, decreased by 4.3 dB (from 20.9 dB to 16.6 dB) by in-
creasing the channel symbol rate from 30 GBd to 85 GBd. After
increasing the transmission distance to 630 km, the reduction
in SNRpy decreased to 3.5 dB ( from 19.5 dB to 16.0 dB) for
an increase in the channel symbol rate from 30 to 85 GBd. This
reduction of the delta SNR (among the different channel symbol
rates) with the increase of the transmission distance is because
system performance becomes increasingly dominated by am-
plifier and nonlinear interference (NLI) noise power at longer
distances; this diminishes the impact of transceiver SNRyrx on
the overall system performance. If the transceiver subsystem
was ideal (SNRtgrx = ), the SNR,) would be (approximately)
symbol rate independent as the ASE noise power is the same
(total power of 22 dBm was maintained for all studied case),
and the variation on the NLI noise power is negligible for the
studied symbol rates [2]. Therefore, the differences in SNRyyy
are fully attributed to variations in SNRtrx (see Fig. 4). This is
reinforced by the experimental data’s agreement with the ISRS
GN model, which predicts the performance convergence of the
different symbol rates as distance increases.

Model — 30GBd — 40GBd — 60GBd — 85GBd|
22 Experiment O 30G6Bd [J 40GBd A 60GBd () 85GBd

SNR; 4 [0B]
=
(o]
T ”

I O
16| Yoo
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210 280350 490 630
Distance [km]

Fig. 7. Single-carrier receiver: SNR vs distance for different channel symbol
rates. As distance increases nonlinear noise becomes significant, and hence the
SNR gap between high and low baudrates (determined by SNRrrx ) decreases.

Fig. 8 illustrates the received SNRyyy, for the multi-carrier re-
ceiver, tested over the same distances as in Fig. 7. Single-carrier
receiver data is included in Fig. 8 for comparison. As observed
for the single-carrier receiver, the performance of the different
symbol rates for the multi-carrier receiver converge with dis-
tance. Explicitly, at 70 km the 4 x30 GBd result outperforms the
2x60 GBd result by 0.9 dB; this decreases to 0.7 dB by 630 km
(a convergence of 0.2 dB). We note that over the same distance
the single-carrier receiver suffers a larger penalty: the 30 GBd
result outperforms the 60 GBd result by 2.1 dB at 70 km, but
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this decreases to 1.5 dB by 630 km (a convergence of 0.6 dB).

This comparison shows the multi-carrier performance converges
with distance more slowly than the single-carrier. This is because
all symbol rates and all receiver types incur similar amounts of
linear and NLI from transmission, but the multi-carrier receiver
begins with much lower SNRtrx. Therefore the relative effects
of the transmission impairments are lower (see Eq. 1).

Singlecarrier Rx () 30GBd [] 40GBd Z\  60GBd
29 [Multi-carrier Rx_@ 4x30GBd_ Ml _3x40GBd A 2x60GBd| |
O
) O
g 20 2.1dB B a |
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16 $ A 1.1 Y
0748 A
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Fig. 8. Multi-carrier receiver: SNR vs distance for different channel symbol
rates. Single-carrier receiver results are included for comparsion. Nonlinear
interference from transmission closes the performance gap between high and
low symbol rates, though more gradually for the multi-carrier receiver.

This is also why the multi-carrier performance decreases

more gradually with distance than the single-carrier results.

For example, between 70 and 630 km the single-carrier 30 GBd
channel drops from 21.2 dB to 19.5 dB (a penalty of 1.7 dB). Over
the same distance, the multi-carrier 4x30 GBd channel(s) drops
from 17.5 dB to 16.3 dB (a smaller penalty of 1.2 dB). Because
the starting SNRtrx of the multi-carrier receiver is lower, the
introduction of amplifier noise and NLI has a relatively smaller
impact.

D. Achievable Information Rate

Ultimately, in order to quantity the trade-off between transceiver
symbol rate and the achievable throughput, Fig. 9 illustrates the
single-carrier receiver AIR as a function of distance for each
channel symbol rate under investigation. As expected, we see

E Single-carrier receiver
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Fig. 9. Single-carrier receiver: AIR over both polarisations as a function of
distance. The relative difference between symbol rates decreases with distance.

that the lower the symbol rate, the higher the AIR for any trans-
mission distance. After 70 km, the AIR for 30, 60 and 85 GBd
was 13.3,12.0 and 10.6 b/sym; raising the symbol rate from 30
to 85 GBd therefore incurs a penalty of 2.7 b/sym. After 630 km,
the AIR for 30, 60 and 85 GBd was 12.2, 11.2 and 10.0 b/sym
respectively; this represents a reduction of 2.2 b/sym caused by
increasing the channel symbol rate from 30 to 85 GBd. There-
fore, consistent with the results presented in Fig. 8, the delta
AIR between best and worst performing symbol rate decreases
with distance. As before, this is due to increasing dominance
of transmission impairments (which are roughly symbol rate
independent) over the transceiver impairments. We note that
as transmission distance increases and AIR decreases, lower
order modulation formats than DP-256QAM could provide an
absolute increase in capacity by achieving a higher SNRy,; .
However, for the short- to mid-distances considered here, the
relative impact of symbol rate on capacity is applicable to any
modulation format capable of a target AIR.
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Fig. 10. Multi-carrier receiver: AIR over both polarisations as a function of
distance. The relative difference between symbol rates decreases with distance.

The multi-carrier receiver shows a similar trend, though with
reduced severity. These results are shown in Fig. 10. Single-
carrier results of matching symbol rates are included for compar-
ison. After 70 km, the AIR for 4x30, 3x40 and 2x60 GBd was
10.6, 10.6 and 10.1 b/sym, respectively; raising the symbol rate
from 3 x40 to 2x60 GBd therefore incurs a penalty of 0.5 b/sym.
After 630 km the AIR for the 4x30, 3x40 and 2x60 GBd was
9.91, 9.95 and 9.51 b/sym, respectively; this represents an AIR
penalty of 0.4 b/sym incurred by increasing the symbol rate
from 3x40 to 2x60 GBd. Therefore, these results also show a
reduction in delta AIR with distance (0.1 b/sym). Over the same
distances, the single-carrier receiver delta AIR decreases from
1.3b/symto 0.9 b/sym.

Comparing the convergence of the signal-carrier AIR from
70 to 630 km (0.4 b/sym) to the multi-carrier convergence
(0.1 b/sym), we again observe that the multi-carrier converges
more gradually. As with Fig. 8, this is because the receiver-
related impairments for the multi-carrier receiver are large, and
so transmission impairments have a proportionally lower im-
pact. However, for both the single-carrier receiver and the multi-
carrier receiver the conclusion is the same: increasing symbol
rate per channel negatively impacts total transmission capacity.

Although it is clear that using a higher symbol rate reduces
overall system capacity, it is worth noting that the data rate per
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Table 1. Achievable information rates (AIR) after 630 km, and corresponding impact on capacity and transceiver count. These
results are specific to the DACs, ADCs, amplifiers and DSP used in this system; however the analysis is applicable to any system

where ENOB decreases with frequency.

Single-carrier

Multi-carrier

Channel rate (GBd) 30 40

AIR @ 630km (b/sym) 12.2 12.1
Capacity/ch (Gb/s) 3654 4844
Gross capacity (Tb/s) 134.8 134.6
# Transmitters 369 278
# Receivers 369 278

60 85 4x30 3x40 2x60
11.2 10.0 9.91 9.95 9.51
675.0 853.4 2973 398.0 570.6
1256 1126 1107 1106 106.1
186 132 369 278 186
186 132 93 93 93

channel does still increase. Similarly, when using a larger sig-
nal bandwidth per channel, fewer channels are required to fill
a given bandwidth. To illustrate this, Table 1 summarises the
transceiver count and channel bit rate for the system tested in
this paper using the AIR results after 630 km of transmission.
The capacity per channel is obtained by multiplying the AIR
by the channel bandwidth, while the transceiver count is cal-
culated by considering the number of channels (with 0.5 GHz
spacing) needed to fill this system’s 11.25 THz of bandwidth.
This information can extended to estimate the cost-per-bit for
given transceiver costs. For example, from this data we can see
that the single-carrier 85 GBd system achieves 84% of the gross
capacity compared to the 40 GBd channel while using only 47%
of the transceivers. This is even more apparent when using the
multi-carrier receiver, which reduces the required number of re-
ceivers by 66% compared to the single-carrier 40 GBd transceiver
(though with a higher required electrical bandwidth). These re-
sults are specific to the DACs, ADCs, amplifiers and DSP used
in this system; however the analysis is applicable to any system
where ENOB decreases with frequency. Overall, the results pre-
sented in this paper show that when aiming to minimize cost
per bit a system designer must balance the transceiver count
with the relative reduction in overall bit rate, as well as the cost
per transceiver.

5. CONCLUSION

Through experiments and theoretical calculation we studied the
reduction in achievable information rate caused by increasing
the transceiver symbol rate for regional DCI, metropolitan and
core network transmission distances. Two receiver architectures
were investigated: (a) a single-carrier receiver and (b) a multi-
carrier receiver. In both cases, due mainly to the reduction of
transceiver ENOB with frequency, lower transceiver symbol
rates enabled a significant increase in overall data throughput.
This was observed to hold across 630 km of transmission, with
the experimental performance degradation agreeing with the
ISRS GN-model. However, this gain in AIR comes with an in-
crease in the number of transceivers required to maximise the
use of any given transmission bandwidth. For the 630 km trans-
mission system investigated, 85 GBd signals would require 52%
fewer transceivers than the 40 GBd transmission case, and de-
liver higher data rates per channel. However, it comes with the
disadvantage of reducing the total transmission system capacity,
as the AIR reduces by 2.1 b/sym with the increasing in the chan-
nel symbol rate. The performance impact of using higher symbol

rates decreased with distance as linear and nonlinear transmis-
sion noise was introduced. This effect was less apparent for the
multi-carrier receiver, which was dominated by ENOB-related
transceiver impairments.
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