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Abstract

This thesis reports the development of several computational approaches to predict

human disease proteins and to assess their value as drug targets, using in-house do-

main functional families (CATH FunFams). CATH-FunFams comprise evolution-

ary related protein domains with high structural and functional similarity. External

resources were used to identify proteins associated with disease and their genetic

variations. These were then mapped to the CATH-FunFams together with infor-

mation on drugs bound to any relatives within the FunFam. A number of novel

approaches were then used to predict the proteins likely to be driving disease and to

assess whether drugs could be repurposed within the FunFams for targeting these

putative driver proteins.

The first work chapter of this thesis reports the mapping of drugs to CATH-

FunFams to identify druggable FunFams based on statistical overrepresentation of

drug targets within the FunFam. 81 druggable CATH-FunFams were identified and

the dispersion of their relatives on a human protein interaction network was anal-

ysed to assess their propensity to be associated with side effects. In the second work

chapter, putative drug targets for bladder cancer were identified using a novel com-

putational protocol that expands a set of known bladder cancer genes with genes

highly expressed in bladder cancer and highly associated with known bladder can-

cer genes in a human protein interaction network. 35 new bladder cancer targets

were identified in druggable FunFams, for some of which FDA approved drugs

could be repurposed from other protein domains in the FunFam.

In the final work chapter, protein kinases and kinase inhibitors were analysed.

These are an important class of human drug targets. A novel classification proto-
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col was applied to give a comprehensive classification of the kinases which was

benchmarked and compared with other widely used kinase classifications. Drug

information from ChEMBL was mapped to the Kinase-FunFams and analyses of

protein network characteristics of the kinase relatives in each FunFam used to iden-

tify those families likely to be associated with side effects.
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Impact Statement

The thesis describes the development and application of computational protocols

for predicting drug targets and identifying druggable domain families. Proteins are

one of the most targeted molecules, and because they mostly function by interaction

with other proteins, a comprehensive network of protein interactions was analysed

to reveal network properties that could be used to identify drug targets and to char-

acterise the side effects associated with drug targets.

In the first work chapter of this thesis, druggable domain families were identi-

fied based on overrepresentation of drug targets. This revealed a subset of domain

families whose relatives can be targeted by the pharmaceutical industry. This work

was published in Scientific Reports. One major impact of this study is reporting

how drugs currently approved and marketed for targeting a particular domain can

be repurposed to other relatives within the same druggable domain family. Drug

repurposing is of considerable interest to some pharmaceutical companies to re-

channel approved drugs to other orphan targets.

Another key area with likely impact that has been addressed in this thesis is

the issue of side effects associated with drugs. Side effects arising from drug usage

is one of the major causes of death and management are quite costly.

To show the application of this study to diseases lacking drugs, the second

work chapter of this thesis reports the repurposing of FDA approved drugs in blad-

der cancer. This study therefore provides predicted targets that can be validated

experimentally.
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Chapter 1

Introduction To Thesis

1.1 Introduction
The drug discovery process is a time consuming challenge that can take up to 15

years with several stages including target identification and optimisation, lead iden-

tification and optimisation as well as the drug testing in both preclinical and clinical

phases. One of the major groups of biomolecules that are often targeted by drugs

are proteins. Drugs elicit their response through either activation or inhibition once

in complex with proteins. Proteins are complex molecules that typically interact

with proteins, DNA and other biomolecules.

The vast amount of experimental and predicted protein interaction data has

given opportunities to analyse pathways associated with various human diseases as

summarised in section 1.4. Hence, it is now possible to combine drugs with protein

network data and predict the effect of such associations in perturbing the network.

Modelling a protein interaction network is not without its challenges, which include

the assumption that protein networks are static graphs where partners interact with

each other, as opposed to the known dynamic nature of protein interactions. Another

limitation of protein networks is the incompleteness of the interaction network. Al-

though these limitations abound, the usefulness of protein interaction networks in

the study of human diseases, is now well established. Hence, this thesis reports the
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analysis of protein networks data as a means of identifying pathways and biological

processes relevant to human diseases and of identifying new drug targets for human

diseases.

1.2 Overview of protein interaction networks
The basic functional unit of life, the cell, comprises complex biological systems,

whose normal function involves interplay among multiple bio-molecular entities.

Proteins are vital components of this system and act as molecular machines, sensors,

transporters as well as structural elements. The simplified approach of isolating

proteins and studying them as single entities does not take into account the multiple

interactions associated with most of the reactions that proteins undergo [1]. Proteins

do not function in isolation but interact with other proteins and molecules such as

DNA, RNA, carbohydrates. Furthermore, various studies have shown that distinct

biological functions can only rarely be assigned to one molecule, thus emphasizing

the importance of studying protein-protein interactions using network approaches

[2, 3].

Protein-protein interactions are often identified as physical contacts between

protein molecules and described by the protein interfaces involved. This implies that

protein-protein interaction (PPI) interfaces should be intentional and not accidental

and should result in specific selected biomolecular functions. The physical contacts

between proteins can either cause static or transient effects. For example, ATP

synthase is a molecular machine comprised of static macromolecular complexes

whereas the activation of gene expression by the binding of transcription factors

and activators on the DNA promoter region of the gene is an example of protein

interactions which only occur transiently [4].

Protein-protein interaction networks are important tools for analysing and un-

derstanding hidden and known protein functions. It is important to consider pro-

tein partners to fully elucidate functional role, as some proteins may elicit their

responses based on downstream interaction with other proteins. These interactions

have a variety of roles and the perturbation of such roles may lead to phenotypic
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changes that can sometimes have a disease outcome [5].

1.2.1 Experimental and computational approaches to

constructing protein interaction networks

Due to recent advances in high-throughput technologies, there are increasing large

scale data available in various databases to aid the study and understanding of

protein-protein interactions [6]. These repositories include data on protein-protein

interactions from either experimental studies or prediction methods. As mentioned

above, interactions among proteins can occur through obligate complex formation

or transient physical contacts [7]. Experimental methods for detecting direct in-

teractions or functional associations of proteins include yeast two-hybrid (Y2H),

co-immunoprecipitation, protein complexes determined using affinity purification-

mass spectrometry. Experimental analyses to detect indirect associations include

gene co-expression and synthetic lethality. Other methods are based on the charac-

terisation of protein interactions using structural methods such as X-ray crystallog-

raphy, NMR spectroscopy, fluorescence, atomic force, and electron microscopy.

The Y2H method (described in figure 1.1) is one of the in-vivo methods that

detects a physical interaction between proteins [8]. The key to the success of Y2H

lies in the modular nature of most eukaryotic organisms. The two proteins of interest

are attached to different domains of a transcription factor. If these proteins are in

close proximity to each other, they will bring the DNA-binding domain and the

activation domain together, hence forming a functional transcription unit. Although

Y2H helps in the recognition of interacting proteins, the method is prone to false

negative and false positive interactions; a limitation, leading to the generation of

noisy data. Also, it assumes that interacting proteins are localised within the nucleus

which means that proteins which are less likely to be found in the nucleus are less

likely to activate the reporter gene.
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Figure 1.1: The yeast two-hybrid system. A functional transcription factor is reconstituted
when X and Y interact. The transcription factor activates reporter genes such
as HIS3, URAS3 and lacZ. Figure taken from [9].

Tag-tapping is another in-vitro method for identifying a protein and its part-

ners in a high-throughput manner. The procedure involves attaching an epitope tag

to the protein of interest and performing a two-stage purification process. The TAP

tag is made up of two immunoglobulins G (IgG) binding domains; Protein A and a

calmodulin-binding peptide (CBP) and these two parts are separated by a short pep-

tide which is a specific site for TEV protease. The TAP-tagged protein is initially

isolated from cell lysate by passing it through a IgG coated bead where it attaches

itself through the Protein A domain. The TAP-tagged protein and its interactors are

released by incubating in TEV protease. The protein that remains attached to the

target protein is examined and identified using sodium dodecyl sulfate polyacry-

lamide gel electrophoresis (SDS-PAGE) followed by mass spectrometry analysis

[8].

Affinity chromatography can also help in detecting protein interactions; since it
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is highly responsive, it can detect even very weak interactions [8]. There is however

a tendency for this method to pick up other proteins that are not involved in the same

cellular process, which leads to the identification of false positive interactors. Affin-

ity chromatography also involves the use of SDS-PAGE and mass spectroscopy to

generate high throughput data [10]. One of the weaknesses of mass spectrometry,

is the possibility that complexes may be missed and tagging may disrupt complex

formation and dissociate weakly associated components.

X-ray crystallography gives a complete high resolution three dimensional

structure of the protein of interest. Protein interaction complexes can be revealed

by examining the X-ray crystal structures for interactions that provide mechanistic

insights into protein function. While this method reveal the full atom coordinates

of the protein, which is highly important to understand the protein function, X-ray

crystallography is costly and time consuming [11].

Electron microscopy (EM) has aided the detection of protein complexes. Since

proteins are macromolecular complexes and dynamic in nature, cryo-EM helps in

dealing with sample heterogeneity and inherent flexibility [12]. Several develop-

ments in EM such as the invention of direct electron detection cameras, automated

data collections and powerful image processing algorithms have expanded the use

of EM in the detection of biocomplexes for a range of sizes from about 150kDa to

several hundred of megadaltons.

The increasing amount of available biological evidence and the power of math-

ematical models means that computational prediction is gaining importance to help

increase the coverage of interactions as well as to prune the noisy data from experi-

mental analyses and thereby improve data reliability. Various approaches that have

been used for computational prediction of protein interactions are mentioned below.

Gene Fusion

Gene fusion is also known as the Rosetta Stone method, and it is based on the as-

sumption that when two genes are fused together in one species, they tend to also

interact in another species even though they might be distinct proteins [8]. The se-

quences of the proteins in the different species being considered are compared to
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detect fusion events that might have occurred, and hence used as a means of predict-

ing the likelihood of the proteins interacting. (See figure 1.2 below for illustration

of gene fusion event).

Figure 1.2: Protein A and B have been shown to undergo gene fusion in species 1 which is
an indication that they are likely to interact together in species 2.

Gene fusion approach has been exploited in the chimeric protein-protein inter-

action method (chiPPI) that uses domain-domain co-occurrence score to estimate

the likelihood of a protein interaction. The chiPPI method has been used to study fu-

sion proteins in a given network and distinguish between tumor suppressors (TSG)

and oncogenes as the TSG are lost in a fusion network while the oncogenes are

brought in close proximity to other neighbours in protein network.

Orthology based approach

Orthology involves the transfer of functional annotations from one species to an-

other based on the fact that the proteins are highly similar. Orthology based ap-

proaches assume that if proteins A and B interact in a given species, the orthologs

of A and B in another species are also likely to interact with each other. This strat-

egy led to the creation of HomoMint [13] where orthologs of human proteins found

in other species were used in inferring interacting pairs in human. DIOPT (DRSC

Integrative Orthology Prediction Tool) [14] has also been designed as a tool for in-

ferring interactions based on orthology. It combines nine orthology prediction tools

and gives a confidence score to infer interactions based on the number of agreements

amongst the various methods.

Phylogenetic profiling method

This method relies on the evolutionary history of proteins to predict associations

of interacting partners. One of the most interesting methods within this field is the
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mirror tree method by Pazos and Valencia [15] in which it is assumed that proteins

showing similarity in their molecular phylogenetic protein trees exhibit similarity

in their interaction [16]. This relies on the premise that co-evolution between inter-

acting proteins is reflected in the similarity of distance matrices between their cor-

responding phylogenetic tree. The mirror tree, for instance, computes the Pearson

correlation coefficient between two distance matrices derived from the phylogenetic

trees and uses this to evaluate the extent of co-evolutionary relationship between two

proteins. The schematic representation of the mirror tree method is shown in figure

1.3 below.
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Figure 1.3: Schematic representation of the mirror-tree method. Multiple Sequence Align-
ments (MSA) of proteins A and B, constructed from orthologs of A and B,
respectively, from a common set of species, are used to generate the corre-
sponding phylogenetic trees and distance matrices. Comparison of the corre-
sponding distance matrix based on the linear correlation determines the degree
of co-evolution between protein A and B. Proteins A and B are predicted to
interact if the degree of coevolution, measured by the correlation score, is high.
Figure taken from [17]

Structure-based approaches

It is also possible to use a structure-based approach to predict protein-protein inter-

actions, based on the idea that if proteins A and B interact together, then protein

A’ and B’ with similar known or predicted structures to A and B may also pos-
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sibly interact. Structure-based approaches have been widely exploited by several

available databases such as Struct2Net [18] and InterPreTS [19]. To predict protein

interacting partners, InterPreTS usually thread sequences over protein complexes

in the protein databank (PDB) and chooses the best match. Matches are predicted

based on empirical potentials by scoring the amino-acids involved in atomic con-

tacts at the interface of the complex and comparing the scores to a background of

sequences that are unlikely to be involved in interactions [19]. Machine learning is

then used to analyse these patterns and predict whether two proteins are interacting.

The method does not rely on any external information such as the gene expression

or cellular localisation and hence remains an independent approach for structural

prediction of protein interactions.

Supervised learning approaches

Machine learning approaches have been used to facilitate integration of multiple

proteomic and genomic features. Various machine learning algorithms such as: De-

cision Tree and Random Forest (RF), K-Nearest Neighbour (KNN), Support Vec-

tor Machine (SVM) and kernel methods have been applied for the prediction of

protein-protein interactions [20]. Experimentally determined interactions are anal-

ysed to find patterns that distinguish the sequences of interacting protein pairs from

non-interacting pairs [20]. These predictions are based on protein information such

as physicochemical properties of the protein, structural information, evolutionary

information, domain information etc. For example, protein domains can be identi-

fied within sequences and matching pairs of domains found to be enriched among

known interacting proteins pairs have been used in the prediction of new interac-

tions.

Guo et al [21] for instance, combined a support vector machine (SVM) with

auto covariance to predict protein interactions from protein sequences. Auto covari-

ance takes account of the interactions between amino acids in the protein sequence

that are far apart and takes into consideration neighbouring effects of residues in or-

der to discover patterns in the entire sequences. Other methods integrate semantic

similarity such as Gene Ontology (GO) annotations with SVM for PPI prediction
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[22, 23].

In a related approach, Chen et al [24] used hybrid feature representation that

combines protein sequence properties and gene ontology information as well as in-

teraction network topology to predict protein interactions, a method available as

PPI-MetaGo. Physicochemical properties of the amino acids exploited include: hy-

drophobicity, hydrophilicity, polarity and solvent accessible surface area. Func-

tional annotations were also adopted from partitioning of the directed acyclic graph

(DAG) from GO, while network based features exploited topological properties of

the network. This method was benchmarked against experimental PPIs, with the

hybrid feature method having a higher performance than each individual prediction

method.

1.2.2 Network representation of protein interactions

Network analysis of biological systems provides a framework through which the

complexity of associations in relation to pathology and physiology can be studied

[25]. Graph representations (see figure 1.4) are typically used to provide an under-

standing of the binary nature of protein interactions. A biological network such as a

protein-protein interaction network can be represented as an undirected graph G =

(V, E) where G is the graph, V is the node (protein) while E is the edge (interaction)

between two nodes. The interaction represented can either be physical or functional

depending on the context in which the interaction is measured.

Nodes

Edges

Figure 1.4: Graphical representation of a protein interaction network where each letter rep-
resents a protein linked together by the green edges.
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As well as undirected graphs, the representation of interactions in a network

can also include directed, mixed, weighted or unweighted, acyclic graphs, trees

and Boolean networks. The visualization of such networks can be facilitated using

several existing software tools like Cytoscape [26], Pajek [27], visANT [28], SNAVI

[29] and AVIS [30] amongst others. The network or graph is a mathematical object

and therefore its characteristics can be described by considering some mathematical

properties. These can be applied to the nodes, edges or the entire network (global

topological properties) as well as sub-networks (modules) in the protein-protein

interaction networks.

1.2.3 Graph theory and general characteristics of networks

Connectivity

One of the most basic properties considered for a network is the connectivity of

each node in the network, which is also referred to as the measure of its degree (k).

The degree (as shown in figure 1.5) is the number of edges or connections the node

has with other nodes. The degree distribution P(k) of a network is then defined to

be the fraction of nodes in the network with degree k [31].

Figure 1.5: Node A showing different degrees as measured by the numbers of interacting
nodes.

Biological networks are considered to be scale-free and follow a power law

distribution [32]. In this type of network, most nodes have a lower degree while a

significantly few nodes have a higher degree than the mean degree of the network.

This indicates that the probability P(k) of finding a highly-connected node is lower
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than the probability of finding sparsely connected nodes. A plot of the numbers of

interactions for a given protein against the probability of observing a given protein

with such a number of interactions will give a downward sloping straight line in a

double logarithmic plot and this term is referred to as the power law distribution

in graph theory. Figure 1.6 shows the power law distribution characteristics of a

typical biological network.

Figure 1.6: Power law distribution characteristics of real and random networks. The ran-
dom network on the left follows a normal distribution (Gaussian distribution)
where most nodes are clustered around the centre as compared to the powerlaw
distribution in biological network on the right. Figure taken from [33]

Centrality

The measure of centrality identifies nodes that are important in a given network.

Some of the measures of centralities used are given below.

Degree centrality (DC)

The degree centrality (DC) provides a measure of the relative connectivity of node

i in a network, as follows;

DCi =
n

∑
j=1

Ai j (1.1)

DC is the degree centrality, i and j are nodes in the network, A represents the ad-

jacency of the network. Nodes in the network with higher degree centrality are

referred to as hubs and they tend to play important roles in the network.

Betweenness centrality (BC)

The betweenness centrality (BC) considers the number of shortest paths that contain
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any given protein and it is a measure of how often a node is present in all sets of the

shortest paths [34].

BCa = ∑
i j

na
i j

gi j
, (1.2)

BCa is the betweenness centrality of node ’a’. na
i j is the number of shortest paths

between nodes i and j that pass through node ’a’. gi j is the total number of shortest

path lengths between nodes i and j. A typical small network and the measurement

of its betweenness centrality is shown in figure 1.7 below.

In considering the robustness of a network i.e. its ability to withstand pertur-

bation, a damage to a node with a high BC has been seen to be more relevant than

the removal of nodes with high degree (k) [35].

Figure 1.7: Example of betweenness centrality (BC) scores for a small network. Node 4
has a high BC score because it lies in the path of the shortest path of many other
pairs of nodes. Node 9 has a BC score of 0 because it does not lie on the path
of any pair of the remaining nodes. Figure taken from [36].

Path-length

Another network property that can be assessed is the average path-length or diam-

eter of the network which is expected to be smaller than the size of the network.

For example, if the network size i.e. the number of nodes is “n”, the average path
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length or diameter can be in the order of “log n” or less [32, 37]. This shows that

biological networks tend to exhibit small world characteristics [37]. In such net-

works, most nodes have few links or connections whilst some have high links and

are thus referred to as the hubs. Hub proteins are known to be essential to the net-

work since their removal results in more phenotypic responses as compared to the

non-hub proteins [38]. The hub proteins have also been shown to be evolutionarily

conserved and play a highly dynamic role in the network [38, 39].

Other centrality measures

Other centrality properties that can be measured include the closeness centrality of

a network, which measures the average shortest path from one protein to another.

The eigenvector centrality [40], gives an assessment of the closeness of the highly

connected nodes. Eignenvector centrality (C) is based on the premise that each

node’s centrality is the sum of the centrality value of the nodes that are connected

to it by an edge Ai j [41].

Eigenvector is mathematically represented as:

ci = ε
−1

n

∑
j=1

Ai jc j, (1.3)

Where ε is the eigenvalue of the eigenvector c; i and j are the nodes in a graph.

The changes in some of the network properties mentioned above can be used

to assess the impact of perturbations on the network. The scale-free concept of net-

works for example, has been linked to the robustness of the network[31]. This is

associated with the hypothesis that a random removal of nodes may not influence the

network as compared to targeting hubs which disrupt the network. This was first de-

scribed by Jeong and co-workers in the centrality-lethality rule [42]. They showed

that random mutations in the yeast genome did not affect the topology of the net-

work, however, computational elimination of highly connected proteins increased

the network diameter (average path length) and the mutations affecting these hubs

were associated with diseases [42].

In contrast, Yu and Das [43] showed, using high throughput data, that disease
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genes are usually non-essential and occupy peripheral nodes in the human inter-

actome. However, this observation was not reproducible using literature curated

data or predicted protein interactions. Kar and colleagues reported that hub proteins

were associated with both essential and non-essential genes within an organism but

the essential genes are mainly involved in diseases [39].

Hub proteins can be further classified as ”party hubs” and ”date hubs” where

the former interact with partners simultaneously while the latter interact with part-

ners at different times and different locations (see figure 1.8). More recently, a new

class of hubs was identified by Paci et al., called ”Fight-club hubs” which are char-

acterised by causing a negative correlation with their first neighbours [44]. These

sorts of genes are upregulated while their neighbours are downregulated.

Figure 1.8: Typical network with examples of date and party hubs. Proteins are coloured
according to the similarity in their mRNA expression patterns. Date hubs in-
teract with different proteins at different times and different locations whereas
party hubs interacts with partners at the same time and same location. Figure
taken from [45]
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1.3 Identification of Network Modules
The interaction of proteins can either be transient or permanent. Interacting proteins

can belong to protein complexes or modules which are associated with a particu-

lar biological role. The network can therefore be clustered into sub-networks or

modules (also called sub-graphs), which are the densely-populated regions in the

network separated by more lowly populated areas. The complexity of a typical

protein network can generate ambiguity which can be resolved by examining it in

smaller and more manageable modules. However, rather than a simple division of

the networks, modules reflect functional associations and biological processes and

can also be used in predicting functions for uncharacterised proteins or genes which

belong to a module containing proteins with known functions [46].

There are several types of clustering approaches that can be used for the mod-

ularisation of protein networks. Pizzuti and Rombo highlight several algorithms

and tools that are of interest [47]. They classify clustering approaches into two

types; topology-free approaches, and graph based. The topology free approach

does not take into consideration the network topology but simply relies on the mea-

surement of the distance between proteins whereas the graph-based approach takes

into consideration the topology of the network and is widely used. The graph-based

approach can be classified into five categories i.e. Local neighbourhood Density

search (LD), Cost-based Local search (CL), Flow Simulation (FS) and Link Clus-

tering (LC) described in more details below.

1.3.1 Local neighbourhood density search

The local neighbourhood density search method (LD) is based on the detection of

dense subgraphs within a network. Examples of some local density search meth-

ods include; MCODE [48] which detects dense and connected regions by weighting

the nodes based on the local neighbourhood densities. It involves three steps; node

weighting, complex prediction and optional post processing. The MCODE algo-

rithm first selects the top weighted node (seed node) based on the local neighbor-

hood density and incrementally adds neighbouring nodes provided they are within a
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given threshold defined by the user. In the post-processing operations, MCODE re-

moves less dense subgraphs which can be added back by the user, if needed. How-

ever, MCODE cannot guarantee the modules are highly interconnected as highly

weighted nodes may not necessarily mean high connectivity within the cluster.

Another approach similar in principle to MCODE is DPClus [49] which also

uses node weight and cluster property. The cluster property describes how com-

pactly connected a node must be before it can be added to a cluster. As a rule of

thumb, the more edges a node is connected to, the more compact they are and the

more likely they would be part of a complex. DPClus accesses the minimum density

value and the minimum clustering property to determine the insertion of neighbours

into the cluster.

SWEMODE (Semantic WEight for MODule elucidation) by [50] also uses

the node weighting and clustering property. However, the definition of weight in

this case is linked to functional similarity between nodes which is obtained based

on Gene Ontology (GO) terms (Gene Ontology is discussed further in section).

Lubovac and colleagues [51] showed that modules obtained by incorporating GO

semantic similarity into the network topology seem to be advantageous over using

only topology information. Other LD-algorithms include CFINDER [52] which

extracts cliques (maximal complete subgraphs) in the network, and uses criteria for

the minimum numbers of nodes expected in the clique. A clique-clique overlap

matrix is built to allow identification of cliques with common nodes and as such

CFINDER generates overlapping modules.

1.3.2 Cost-based local search

One of the widely used module detection methods based on cost-based local search

is MODULAND [53]. MODULAND is an integrative method for determining net-

work modules (”hills”) of a community landscape. MODULAND examines the

regions where nodes influence each other more than the rest of the network. The

influence function is estimated by considering the impact of removal of nodes on

the links and the entire network and this influence is based on the measurement of,

for example, density or any other network weighting approach that can be explored.
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The performance of this method in generating non-overlapping modules has been

compared to graph clustering method by Lancichinetti et al [54], and consistency

in the identification of non-overlapping modules was observed.

1.3.3 Flow simulation

The flow simulation (FS) approach mimics the information spread on a network us-

ing random walk or biological knowledge of neighbouring proteins to detect clusters

in the network. One of the widely used flow simulation approaches is the Markov

Cluster Algorithm (MCL) [55] which simulates random walk within the graph by

alternative expansion and inflation operations and then separates the graph into dif-

ferent segments. MCL is a fast, scalable approach and the inflation parameters

influence the numbers of clusters observed from the network.

1.3.4 Link Clustering

The link clustering method is based on sets of edges rather than sets of nodes and

detects modules based on the strength of the edges. Ahn and colleagues [46] pro-

posed an agglomerative link clustering that clusters edges into topologically related

communities since networks tend to comprise communities with overlaps in which

the nodes belong to more than one group. This is one of the major advantages of the

link clustering approach since it allows the automatic clustering of nodes into mul-

tiple communities without the necessity of performing multiple clustering of the set

of edges. The performance of this method is dependent on the edge similarity mea-

sure. Link clustering was shown to outperform three widely used methods: Clique

percolation, Greedy modularity optimisation and Infomap [46]. The application of

this algorithm to 11 different networks revealed that the link communities are fun-

damental building blocks that reveal biologically meaningful overlaps as well as the

hierarchical organisation of networks [46].

1.4 Protein Networks application to Human Diseases
Biological networks are useful tools to model the complexity associated with

genotype-phenotype relationship underpinning diseases [56]. They can help with

the understanding of disease network properties, identification of disease sub-
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networks and network based classification of diseases. Protein networks may also

help with unraveling disease progression which may in turn lead to the identification

of novel disease genes and disease pathways as well as targets for drug discovery

[2].

There are several databases containing human disease information such as the

Online Mendelian Inheritance in Man (OMIM) [57], Comparative Toxicogenomics

Database (CTD) [58], Malacards [59], and DisGeNet [56] which can be used to

identify disease genes in a network to understand association of the known disease

genes with other genes.

Genome-wide association studies (GWAS) [60] give information on genome

regions containing genes likely to be associated with disease and can be used to

identify genetic variations associated with diseases. Analyses of genetic variations

such as non-synonymous single nucleotide polymorphism (nSNPs) have been car-

ried out in a wide range of diseases including cancer, diabetes, Parkinson, Crohn’s

diseases. Human genes are made up of coding sequences (exons) and non-coding

units (which are around 20 times larger) called introns. At the level of the amino

acid sequence, disease causing mutation often lead to changes in the physicochemi-

cal properties such as charge, hydrophobicity and geometry of amino-acids. Similar

observation was also found in structural analysis of disease causing variants which

lead to changes in hydrogen bonding and salt-bridges formation when compared to

silent/harmless mutations [61].

Several methods have been developed to understand how disease genes behave

in a biological network. One technique that has been used to uncover the causal

path linking perturbed causal genes to other affected genes in the network is the

network propagation technique [62]. This tests whether a given genetic perturba-

tion might affect the expression of a specific gene or gene of interest [63]. It uses

this influence function to predict candidate genes that are associated with the known

disease genes. Other studies have included patient’s clinical data into sub-networks

to identify the most frequently perturbed sets of genes. This approach has been

adopted in HOTNET and HOTNET2 algorithm [64]. The HOTNET method anal-
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yses the local network topology and computes the influence of mutated genes on

the network based on a diffusion process from the source of heat (mutated genes)

within the network to the surroundings. This has helped to identify cancer driver

genes and the pathways within the network associated with the disease [64].

Several studies have revealed that disease genes possess distinctive network

topological properties [65, 2, 5, 56]. For example, it has been shown that cancer

genes tend to be central in a biological network. This may not be the case for other

disease genes and has been suggested that the observations in cancer are biased by

the fact that some genes have been more extensively studied than others. Research

by Goh and colleagues showed that if essential genes are excluded from the analysis

of Mendelian diseases, disease genes do not show the tendency to occupy the hub

positions in the interactome [65], suggesting no precise conclusion can easily be

drawn.

1.4.1 Tissue specificity of Diseases

The actions of genes are dependent on the cellular or tissue specific location in

the organism [66]. Disease genes tend to be expressed in tissue-specific patterns

and tend to have higher mutation rates over evolutionary time. It is hoped that the

analyses of tissue specificities, disease pathologies and gene-disease associations in

biological networks will give a clearer understanding of disease mechanisms.

Projects such as ENCODE (ENCyclopaedia Of DNA Element) and The Can-

cer Genome Atlas (TCGA) provide comprehensive genomic profiles for cell lines

and cancer respectively. The Human Protein Atlas Map (HPA) is another resource

comprising data on the mapping of proteins using various OMICs methods includ-

ing antibody-based imaging, proteomics, transcriptomics and system biology ap-

proaches [67] . The Human Protein Atlas Map has three atlases: the tissue atlas

which contains information on expression profiles of human tissues at the mRNA

and protein level; the cell atlas provides information on the spatial distribution of

proteins within cells, while the pathology atlas provides information on several

types of cancer obtained from about 8000 patients [67, 68]. Other useful infor-

mation is the GTEx project [69], which provides information on >50 non-disease
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tissue expression profiles across 900 postmortem samples. The analysis of such

data could aid understanding how genetic variations affect normal gene expression

in human tissues to enable identification of genetic variations leading to human dis-

eases.

TissGDB [66] combines multiple tissue specific expression resources includ-

ing the Human Protein Atlas (HPA), Tissue-specific Gene Expression and Regula-

tion (TiGER) and Genotype-Tissue Expression (GTEx). TissGDB currently con-

tains 2461 curated genes across 22 tissue types and 28 cancer types from TCGA.

It provides seven categories of annotations: TissGeneSummary, TissGeneExp,

TissGene-miRNA, TissGeneMut, TissGeneNet, TissGeneProg, and TissGeneClin.

Network approaches have been used to identify the mechanism of tissue spe-

cific interactions [70] and [71]. Barshir and colleagues mapped expression profiles

across 16 tissues, to show that genes involved in hereditary diseases are widely

expressed in all tissues yet enigmatically cause disease phenotype only in a few.

However, two phenotypic observations were made (i) many of the disease caus-

ing genes have elevated expression levels in their disease tissue (ii) disease causing

genes have a higher tendency for tissue specific interactions in their disease tissue.

This therefore means it is possible to identify, predict and prioritise disease genes

by annotating the protein networks with this tissue specificity information.

Kitsak and colleagues showed that disease gene expression patterns in selected

tissues cannot alone explain the observed tissue specificity. Nevertheless, it is ex-

pected that disease associated genes should be highly enriched in the affected tissue

compared to non-diseased associated genes [72]. To analyse this, they combined

expression patterns with network analysis and found that disease genes expressed

in the specific tissue tend to be localised in the same neighbourhood of the interac-

tome. By contrast, genes expressed in different tissues are segregated in different

network neighbourhoods. Overall, these results suggest that the integration of gene

expression, disease manifestations, molecular network connectivity and tissue spe-

cific data can help with the prediction of novel disease candidates.
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1.4.2 Analysis of Disease Modules

The identification of modules in a network can also help to identify coordinated bi-

ological functions that are not well captured in established canonical pathway anno-

tations. Proteins involved in diseases with similar phenotypes have also been shown

to interact together in disease modules [31]. Several other studies have shown that

diseased genes are not randomly scattered in the network but agglomerate in specific

clusters thereby suggesting specific disease modules for each disease [31, 5]. This

therefore means that other proteins in the same modules which are not currently

associated with the disease can be potential candidates of the disease.

The disease module hypothesis postulates that “the cellular components as-

sociated with disease segregate in the same neighbourhood of the human interac-

tome” [5]. In other words, there is high likelihood of disease associated proteins to

interact with each other and be clustered in the same neighbourhood of the interac-

tome, forming disease modules with properties indicating molecular determinants

of such disease. Disease modules can therefore help to identify novel disease genes,

biomarkers and therapeutic targets [2].

The closer the phenotypic manifestation of two diseases in terms of the tissue

location, system effects and drug responses, the higher the expectation of overlap in

the protein network of the modules that are associated with the two diseases [72].

Therefore, one of the most valuable ways of understanding molecular mechanisms

associated with a disease is to consider its modular representation in a human pro-

tein interactome.

Several tools have been used to analyse and identify disease modules in net-

work. The Module-Explorer package of the NetworkAnalyst algorithm [73] is one

such tool and uses random walk to identify modules of frequently visited nodes and

generate edge weighted networks. In this case, the weights are derived from quan-

titative node information such as gene expression attributes that may be associated

with the node. However, if the modules to be identified are strictly disease asso-

ciated modules, other algorithms may perform better since the disease associated

proteins do not reside necessarily in particularly dense local communities.
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Therefore, disease associated proteins may be better predicted using connectiv-

ity significance (a measure of the number of connections from a candidate protein

to other known disease “seed” proteins which should be greater than statistically

expected by chance). This approach has been implemented in the Disease Module

Detection algorithm (DIAMOnD) [5] which has been shown to take into consider-

ation the incompleteness of the human network.

Figure 1.9: Proteins associated with the same disease tend to be localised in the similar
neighbourhood (disease module) in an interactome. The blue nodes are the
predicted disease genes, while the red nodes are the known disease genes. Fig-
ure taken from [5].

DIAMOnD [5] starts from a set of known disease genes as shown in figure 1.9

and iteratively adds nodes from neighbours that are highly connected to the disease

genes to the disease module. The union of the putative disease genes identified using
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DIAMOnD and the known disease genes forms the disease module. This method of

extraction of disease modules has been carried out in networks and disease contexts

by several groups [5, 74, 75].

Analysing disease modules may also help in understanding pathobiological re-

lationships between diseases. A study by Menche et al. revealed that overlapping

disease network modules showed significant co-expression patterns, symptom sim-

ilarity and co-morbidity as compared to modules in separate neighbourhoods [5].

The analysis of modules in protein interaction networks can also help with iden-

tification of novel targets for drugs if the protein network is annotated with drug

information.

1.5 Resources used in this thesis for protein and

network annotation

1.5.1 Resources with information on protein interaction

networks

There are several publicly available databases reporting protein-protein interactions.

These use a controlled vocabulary and adopt a common format for ease of use.

Protein interaction databases used in this research are described below.

STRING database

The STRING database [76] (https://string-db.org/) is one of the most

cited protein interaction databases. STRING includes direct (physical) interac-

tions as well as functional associations. STRING incorporates available experi-

mental protein interaction data and also prediction of protein interactions using

co-expression analyses, automated text-mining, and the computational transfer of

interaction knowledge based on gene orthology. STRING consists of protein inter-

actions across multiple species and provides an annotation confidence score ranging

from 0-1000 based on the estimated likelihood that the given interaction is biolog-

ically meaningful. This score can be used as a way to filter out low scoring edges

which tend to be noise.

https://string-db.org/
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Pathway Commons

Pathway information is important as it captures the molecular knowledge of a bio-

logical process. Pathway Commons [77] (https://www.pathwaycommons.

org/) is a collection of publicly available pathway data for several organisms. Cur-

rently, the database holds information from nine sources (BioGRID, Cancer Cell

Map, HPRD, HumanCyc, IMID, IntAct, MINT, NCI/Nature PID, Reactome). It

currently gives integrated data on 1477 pathways and 687,883 interactions. Path-

way Commons is regularly updated and also well cited for pathway analysis.

1.5.2 Resources with information on drug target identification

ChEMBL-database

The ChEMBL database (https://www.ebi.ac.uk/chembl/) is a resource

providing data on protein compound associations and holds information on the bio-

activity of small molecules and bio-therapeutics. These activities have been care-

fully manually curated by consulting peer-reviewed publications [78]. ChEMBL

tends to provide a broad coverage of a diverse set of targets, organisms and bio-

activities. ChEMBL also provides information about the status of the drug/drug-like

compounds (whether approved or experimental) with a score of 4 indicating FDA

approved drugs. The current version of ChEMBL, (ChEMBL-24), contains 12,091

curated targets for 2,275,906 compounds from 69,861 publications.

ChEMBL provides structured annotation that can be used to obtain a drug of

interest. The Anatomical Therapeutic Code (ATC code) is the drug naming system

controlled by the World Health Organization Collaborating Centre for Drug Statis-

tics Methodology (WHOCC). It provides classification for drugs based on the active

ingredients as well as the organ or system through which they elicit therapeutic or

pharmacological effects, along with the drug chemical properties.

DrugBank

DrugBank (https://www.drugbank.ca/) holds comprehensive and molec-

ular information about drugs, their mechanism of action, interactions and their tar-

gets. Its latest release (version 5.1.3) contains 13,336 drug entries including 2593

https://www.pathwaycommons.org/
https://www.pathwaycommons.org/
https://www.ebi.ac.uk/chembl/
https://www.drugbank.ca/
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approved drugs, 1288 approved biotech (protein/peptide) drugs, 130 nutraceuticals

as well as over 6,304 experimental drugs. The database comprises 5,175 non-

redundant proteins which includes enzymes, transporters, carriers [79].

1.5.3 Resources with information on protein domain

classifications

Eukaryotic proteins are typically made up of one or more domains. Domains rep-

resent distinct structural and/or functional units of a protein. Evolutionary related

domains tend to have related functions and can be used to provide functional an-

notations for the whole protein sequence. Whole proteins can be decomposed into

domains either based on sequence or structure or both. Pfam [80] is a sequence

based classification of protein domains while CATH [81] is a structure based clas-

sification and is used for the analysis reported in this thesis.

PFAM

Pfam classifies whole proteins into domains using sequence information. A Pfam

entry comprises a seed alignment that forms the basis of the hidden Markov model

(HMM) using HMMER software [82]. The profile HMM is then queried against

a sequence database (pfamseq) and all matches above a certain threshold are re-

aligned back to generate a full alignment. The pfamseq database is derived from

UniProtKB [83].

Each entry in Pfam is tagged with one of six types: family, domain, motif,

repeat, coiled coil or disordered which indicates the class of the functional unit

represented by the entry. The current version (Pfam version 32) has a total of 17,929

entries with 77.2% of UniProtKB having at least one Pfam domain [80]. Pfam

contains two types of family: Pfam A which is the high quality manually curated

family and the automated derived Pfam B. Relatives in a Pfam family are thought

to be evolutionary related and share some degree of functional similarity.

CATH

CATH classifies protein domain structures using manual curation guided by var-

ious classification and prediction algorithms, including structural comparison and
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hidden-Markov models (HMM). Domains are classified into Class (C-level), Ar-

chitecture (A-level), Topology (T-level) and Homology (H-level). The Class (C) is

the first level of the hierarchy based on the content of the secondary structure such

as mostly alpha-helical (Class-1), mostly beta-sheet (Class-2), and domains with

significant amounts of both alpha and beta secondary structure (Class-3). Class-4

represents domains with very little secondary structure [84]. Class is subclassified

into architecture (A-level) where protein domains sharing similarity in their arrange-

ment in 3D space are grouped together. The next level is the topology or fold group

(T-level) which takes into account the connectivity of the secondary structures. Fi-

nally, the H-level classifies domains within the same fold group into homologous

superfamilies where there is evidence of an evolutionary relationship (based on sim-

ilarities in their structure, sequence and/or functions).

In the current version (v4.2) of CATH there are over 95 million domain se-

quences and about 400,000 domains of known structures classified into ∼6000 su-

perfamilies. The majority of the CATH superfamilies (<90%) are small in pop-

ulation and the domain relatives share similar structures and functions. However,

there are a few (<5%) superfamilies that are very highly populated and account for

about 50% of all the domains in CATH and these superfamilies exhibit large struc-

tural and functional diversity. All superfamilies are sub-classified into functional

families (FunFams) in order to understand how protein functions are modulated by

sequence and structural changes [85].

Functional Families (FunFams)

Functional families comprise groups of homologous sequences that share very sim-

ilar functions and structures. Functional subclassification is achieved through hi-

erarchical agglomerative clustering of the sequences in the superfamily using the

GeMMA algorithm [86]. This generates a clustering tree which is then partitioned

using the FunFHMMER algorithm [85] as described below.

Firstly, GEMMA clusters sequences having 90% sequence identity (S90) us-

ing CD-HIT [87] and then builds a multiple sequence alignment for each cluster

using MAFFT [88]. The sequence profiles derived from the alignments of pairs of
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clusters are then compared against each other using the COMPASS algorithm [89].

Clusters having similarity in sequence profiles above a given threshold are merged

and alignments are generated for the merged clusters. Clustering continues until

a single cluster is left creating a hierarchical clustering tree in a bottom-up format

which is built from leaf nodes to the root.

Figure 1.10: Schematic representation of sub-classification of domain sequence and struc-
tural relatives of a CATH superfamily into functional families (FunFams).
Figure taken from [90].

To determine how to partition the tree, the FunFHMMER algorithm [85] iden-

tifies highly conserved positions and specificity determining positions (SDPs) that

distinguish clusters from each other, based on their likely functions and therefore

ensures functional coherence of relatives within a given cluster. Residues conserved

across the multiple sequence alignments of both clusters are likely to be important

for structural stability and folding whereas residues that are differentially conserved

between the two clusters are likely to be specificity determining residues (SDPs)

important for function. FunFams have been shown to be functionally pure and the

performance in the CAFA (Critical Assessment of Functional Annotation) assess-

ment protocol, gave an independent validation to the utilisation of CATH-FunFams

to provide functional annotations to uncharacterised sequences [91]. In CAFA3,

FunFHMMER was ranked the top method for predicting molecular function and

the second best for predicting biological processes [92].
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1.5.4 Sequence profiling tools

BLAST

Sequence search algorithms are used to search for evolutionary related sequences

that share some degree of similarity. Basic Local Alignment Search Tool (BLAST)

[93] is one of the most popular methods for performing sequence similarity

searches. BLAST uses an heuristic method to find short matches between two se-

quences and attempts to start an alignment from these matches. BLAST can be

applied in different modes depending on the application. For example, BLASTP

[93] and PSI-BLAST [94] are frequently used for protein sequence compari-

son [95]. BLASTP performs a local protein-protein sequence comparison, PSI-

BLAST builds profiles by collecting sequence matches from a large sequence

database like UniProt through BLASTP. These sequences are then used to build

a Position-Specific-Scoring-Matrix (PSSM) which is subsequently used to search

the databases again for matches to more distant homologues. PSI-BLAST iterates

three times or until no more matches are obtained within a given similarity cutoff.

HMMER

The requirement for a fast and sensitive sequence search method led to the develop-

ment of HMMER software suite [96]. This contains several programs that carry out

protein sequence similarity searches based on probabilistic methods called ’Profile

Hidden Markov Model’ (Profile HMM). Related sequences are first aligned to build

a profile from a multiple sequence alignment (MSA) using ’hmmbuild’ program.

The profile is then used in searching large databases (such as UniProtKB) to find

families or domains present in the sequences.

CD-HIT

The CD-HIT [87, 97] method is based on short word filtering and is a greedy incre-

mental clustering program. Similarities between sequences are estimated by com-

mon word counting using word indexing and counting tables. The method first sorts

sequences in order of decreasing length. The longest sequence is taken as the rep-

resentative of the first cluster and the remaining sequences are compared. If a query
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sequence is similar to the representative in the cluster (based on chosen criteria),

the query sequence is added to the cluster. Otherwise, a new cluster is generated for

which the query sequence becomes the representative sequence.

1.5.5 Structure comparison approaches

Several approaches have been used for comparing protein structures. The structural

clustering approaches used in this work are discussed below.

SSAP

SSAP (Sequential Structural Alignment Program) by Orengo and Taylor [98] uses a

double dynamic programming algorithm to compare the internal geometry between

proteins. SSAP first compares the structural environment of residues. Equivalent

pairs of the residues are selected based on the secondary structure, local conforma-

tion of the residues as well as the solvent accessibility. The structural environments

are based on the Cβ atoms of the residues. The ’view’ from each Cβ i.e. the dis-

tances to all other residues in the protein is represented as a vector.

Comparison of vectors is performed to score a 2D score matrix. Dynamic pro-

gramming is then employed to find the optimal path through the matrix which is

then added to a 2D summary scoring matrix. Another layer of dynamic program-

ming is performed on the summary scoring matrix to determine the optimal path

which gives the equivalent residues between the two proteins [98]. Figure 1.11

illustrates the SSAP algorithm.
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Figure 1.11: SSAP algorithm. Figures taken from [98]

ProFit

ProFit, developed by Andrew Martin [99], is a least squares fitting program that

identifies the optimal superposition between protein structures given an alignment

of proteins. It then calculates Root Mean Square Difference (RMSD) value as

RMSD =

√
1
N

N

∑
i=1

d2
i (1.4)

where the mean is carried out over ”N” pairs of equivalent atoms and di is the

euclidean distance between two atoms in the i-th pair. The lower the value, the

higher the structural coherence between the structures. ProFit is incorporated in

the cath-superpose tool used to compare domain structures within a given family.

In cath-superpose, the alignment from SSAP is used as input in ProFit which then

generates the RMSD values.
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1.5.6 Resources providing functional annotation and pathway

information

Several resources are used in this thesis to functionally annotate genes and provide

information on pathways associated with clusters of genes. Enrichment studies are

carried out to associate a given cluster of genes to a pathway or GO-term.

Gene Ontology

Gene Ontology provides a structured controlled vocabulary for gene products to be

classified based on their function and cellular location [100]. Gene Ontology takes

the form of a directed acyclic graph in which a functional term (child node) is sub-

classified under one or more other general categorical terms called the parent terms.

The branches within Gene Ontology are therefore a set of parent terms and all of its

progeny. The Gene Ontology is made of three components/categories: Biological

Process, Molecular Function and Cellular Component. A typical example is shown

in figure 1.12 below.

Figure 1.12: The three categories of GO terms: Molecular Function (MF); Biological Pro-
cess (BP) and Cellular Component (CC). The dark black arrow shows ’is a’
relationship.
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Biological process refers to the biological objectives to which the genes or

gene products contribute. Molecular function is defined as the biochemical activity

carried out by the gene or gene products. Cellular components on the other hand

refers to the place where the processes are carried out in the cell. There is one-to-

many relationship between genes (or gene products) and the Gene Ontology terms

associated with them which indicates the diversity of functions associated with each

gene.

Kyoto Encyclopedia of Genes and Genome (KEGG) Pathway

The KEGG database is a comprehensive resource for assisting with biological in-

terpretation of genes and gene products [101]. It provides annotation for genes such

as Gene Ontology terms, pathways, diseases and drugs. Mapping of pathways to

a gene set is done through the KEGG Object (KO) or KEGG identifier system in

which each unique function or reaction is assigned to a given KO identifier and

placed in an appropriate KEGG pathway map, BRITE hierarchy or KEGG-module

based on experimental validation [102] and each gene is assigned to a given KO.

KEGG has been widely used for interpretation of different data types including

genomes, transcriptomes, metabolomes and metagenomes, for a variety of organ-

isms.

1.6 Overview of Thesis
This thesis aims to predict disease genes and identify novel drug targets. Several

novel computational protocols were used based on in-house structurally conserved

domain functional families (CATH-FunFams).

The first work chapter of this thesis reports the mapping of drugs to CATH-

FunFams to identify druggable CATH-FunFams based on statistical overrepresen-

tation of drug targets within the CATH-FunFams. 81 druggable CATH-FunFams

were identified and their propensity to be associated with side effects was predicted.

In the second work chapter, novel drug targets for bladder cancer were iden-

tified using a novel computational protocol that expands a set of known bladder

cancer genes with genes highly expressed in bladder cancer and found to be linked



1.6. Overview of Thesis 51

to the known bladder cancer genes by protein network analyses. 35 new druggable

targets were identified with FDA-approved drugs available for repurposing subject

to experimental validation.

In the final work chapter, a comprehensive classification and analysis of protein

kinases was carried out to determine druggable kinase families (Kinase-FunFams)

and their likelihood of being associated with side effects.



Chapter 2

Domain based approaches to drug

polypharmacology

2.1 Introduction
The concept of one drug targeting multiple sites is known as polypharmacology

and is gaining importance in the drug discovery process of the pharmaceutical in-

dustry. There is also considerable interest in repurposing clinically approved drugs

furthermore to meet therapeutic requirements in diseases different from those they

were initially designed for [103, 104, 105]. This concept is often referred to as drug

repositioning or refocusing.

It has been found retrospectively, that most of the approved drugs elicit their

therapeutic effects through a complex polypharmacological pathway [106]. This

concept has been considered in targeting many complex diseases such as cancer and

Central Nervous System (CNS) disease which have a wide target network compris-

ing multiple cellular pathways. Drugs designed to target multiple proteins include

the kinase inhibitors which have been considered of high efficacy in cancer therapy

and about 37 FDA approved drugs are ATP directed protein kinase inhibitors used

in the treatment of malignancies [107].

Other protein families successfully targeted through the concept of polyphar-
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macology include the poly(ADP-ribose) polymerases (PARP) which are involved in

the ADP-ribosylation of target proteins resulting in the regulation of several cellular

mechanisms such as DNA repair, protein degradation and apoptosis [108]. Another

prominent target family is the GPCR family. This family is of interest as a target

in the treatment of some CNS diseases. CNS drugs such as anti-psychotics and an-

tidepressants elicit their effects via a complex pattern of biological activities from

multiple receptors [104]. Although the intrinsic promiscuity of a drug is partially

responsible for its unintended side effects, these studies suggest that FDA approved

drugs can be utilized for large scale repurposing [109, 110].

Studying protein networks is therefore valuable for the prediction of polyphar-

macological effects as networks can provide information on disease associated pro-

tein modules in which multiple proteins may share common domains which could

be a target of the same drug [39]. Targeting protein modules in disease networks

could help in selecting drugs with fewer side effects and the discovery of treat-

ments for new diseases [39]. In selecting targets of polypharmacological drug, the

approach should be directed towards identifying multiple targets within a disease

module sharing a common domain and avoidance of promiscuous effects arising

from off-targets. One of the key aims in the field of polypharmacology is, therefore,

the development of pipelines to predict off-target activities and thus inform a better

and safer approach in multitarget therapeutics.

Furthermore, Moya-Garcia and Ranea have also shown that drugs target do-

mains in a more specific way than they target proteins partly because drug binding

sites tend to be contained within conserved domains [111]. In this chapter, CATH-

FunFams will be used to analyse the involvement of different domains in protein-

protein interactions associated with disease networks. Domain information from

CATH-FunFams will also be used to explore the importance of domains as a tool

for understanding and exploiting the multi-target nature of drugs and their value in

polypharmacology since domains represent the targeted entity in target identifica-

tion during the drug discovery process.
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2.1.1 The druggable Genome

For several years, researchers have been interested in mining proteins implicated in

diseases whose modification through drug therapy can aid the treatment of such dis-

eases. The druggable genome therefore represents a subset of the 30,000 proteins

coded by the human genome that are able to bind drug/drug-like molecules [112].

Based on the review of pharmacological profiles, Drews identified 483 targets and

further estimated there could be between 5000-10000 potential targets based on the

estimation of the numbers of disease related genes [113]. However, this analysis did

not focus on the properties of drugs that bound to those targets, and there are sug-

gestions that focusing on ligand binding domains might even increase this number

more than the 10,000 estimated [114].

Hopkins and Groom analysed the sites on the proteins binding with an endoge-

nous small molecule. They identified some proteins targeted by experimental drugs

(i.e. drugs that have not yet been approved but exhibit drug-like potential) and elim-

inated targets that lack activities based on the Lipinski Rule-of-Five (RO5)[115].

The RO5 was developed to set druggability guidelines for new molecular entities

that can be considered as drugs. The RO5 revealed that poor permeation or absorp-

tion of compounds are likely to occur when there are more than five hydrogen-bond

donors, the molecular mass is more than 0.5kDa, high lipophilicity (expressed as

cLogP > 5); and the addition of nitrogen and oxygen atoms greater than 10. Their

analysis of the sequences of the drug-binding domain as obtained from InterPro,

revealed about 130 protein families that are associated with known drug targets.
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Figure 2.1: Gene-family distribution of the druggable genome as identified by Hopkins and
Groom. Figure taken from [112].

Relatives in protein families tend to share sequence and functional similarities

and this is generally indicative of conserved binding sites and conserved domain

architecture of members of a given family. Using this approach of transferring drug

binding information across families, about 3000 genes were predicted as druggable

genes coding for proteins that bind drug-like molecules [112].

It is of note that the druggability of proteins does not indicate that they are

drug targets. Drug targets have been identified as those druggable proteins that are

linked to diseases and currently, there are less than 700 such drug targets targeted

by FDA approved drugs [116]. Santos and colleagues also analysed all the human

and pathogen derived biomolecules upon which about 1500 drug molecules act.

They revealed the privileged target families which have a known long history in

drug discovery processes. G-coupled protein receptors (GCPRs), nuclear receptors,

protein kinases and ion channels were shown as the privileged families associated

with the therapeutic effects for more than 70% of small molecules [116].
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2.1.2 Assessing druggability

The term druggability goes beyond a strict adhesion to the Lipinski rule of five as

these criteria are largely applied to oral drugs [117] i.e. the absence of compliance

to the RO5 does not make a target undruggable. Druggability reflects the ability of

a protein to bind a drug and drug-like compounds. Since this is a complex process,

several approaches have been used in determining a druggable protein. Some of

these approaches employ structural methods as well as machine learning in which

several features are used to distinguish druggable targets from non-druggable ones.

Structure based approaches in target druggability assessment rely on the fol-

lowing procedure (i) Identification of potential binding sites; (ii) Exclusion of pock-

ets based on physico-chemical properties; (iii) Using a reference set to then label

the outcome and access performance [118]. Such physicochemical properties are

used in training and also for reporting the quantitative assessment of druggability of

a given target. The methods of assessing druggability can also involve calculating

the energetics of protein-ligand binding through the use of docking procedures or

molecular simulations. Although, these techniques are computationally expensive,

they do not require any training and can be used in detecting unexplored targets.

2.1.3 Drug side effects

Targeting proteins by drug molecules, can sometimes lead to side effects. These are

generally defined as a non-therapeutic, undesired, phenotypic response as a result

of treatment with drugs. Side effects are often ranked as one of the leading causes

of death and potentially a great threat to the pharmaceutical industry and drug de-

velopment process. They are observed to occur as a result of the interaction of small

molecules and the complex biological systems. Experimental profiling of side ef-

fects remains a challenge mainly because it is costly, tedious and time consuming.

Computational techniques are therefore relied upon to help in predicting side effects

associated with the drugs.

Duran-Frigola and Aloy, (2013) carried out enrichment studies to reveal fea-

tures associated with side effects, using data obtained from biomedical resources
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[119]. Although the prediction of side effects of drug is not straight forward as it in-

volves an interplay between biological and chemical entities. Their studies revealed

features associated with drug targets and off-target pathways, molecular function

and biological processes account for about half of the cause of side effects. Their

studies also revealed molecular fingerprints, scaffolds and other chemical entities

accounts for roughly 6% of the side effects associated with drug compounds. This

information was made available in the IntSide database where catalogs of the vari-

ous proteins, cellular processes and chemical features that might be associated with

undesired responses from chemical treatment [120] are made available.

SIDER is another side effect resource containing information on side effects

extracted from the package insert of the drug using a Natural Language Processing

approach [121]. Its current version (SIDER-4) has 1430 drugs, 5880 adverse drug

reactions (ADRs) and 140,064 drug-ADR pairs.

There have also been studies on similarity in drug side-effects using protein

interaction networks. In their approach, Brouwer and colleagues showed that the

percentage of drug pairs with significant similarity in side effects was larger in those

drug pairs sharing common targets in a protein network than those of drug pairs with

non-overlapping proteins in the protein interaction network [122]. Their studies also

revealed that side effects for a number of drugs can be explained by the subnetwork

being targeted by the drugs which invariably means that common side effects are

found in drug targeting similar subnetwork.

2.1.4 Systems polypharmacology

Systems pharmacology addresses the potential limitation of viewing drug actions

from the perspective of a single magic bullet hitting a specific target. Thus, it ex-

ploits the multifaceted effect of drug binding to multiple targets which are involved

in several biological processes and functions [111]. System pharmacology there-

fore combines several data including clinical observations and molecular pathways

to gain insight into how drugs act and the possible side effects associated with drugs.

The concept of polypharmacology is often initially recognised as an unin-

tended phenomenon as most drugs were designed without taking this into consid-



2.1. Introduction 58

eration [105, 104]. However, drugs are currently intentionally developed in case of

multifactorial diseases, to interact with multiple targets in order to give therapeutic

advantage towards the treatment of the disease condition[123]. There are several

pieces of evidence indicating that complex pathologies are polygenic in nature, in

which extended networks of proteins are involved in driving the disease.

There is therefore considerable interest in polypharmacology. One area of in-

terest concerns the negative side effects caused by the unintentional and unwanted

interactions with off-targets (adverse polypharmacology). The second involves the

positive synergistic effects of a drug hitting multiple targets (beneficial polyphar-

macology) while other areas of interest involve the redirection of drugs towards

another valuable hit or lead for which it was not designed but has beneficial effects

(drug repositioning). There are several computational approaches available to study

the polypharmacological nature of a drug for targets [124]. Statistical analyses or

data modelling approaches use machine learning to learn features of the ligands and

targets and predict other possible targets. Structure-based approaches use methods

such as docking, protein-ligand interaction, pharmacophore analysis, calculation of

free-energy as well as binding site analysis and comparison to predict novel targets

for a ligand. The third approach is a ligand-based method that carries out 2D and

3D analysis of the ligand and targets, calculating similarities between the ligands

and targets to aid the prediction of novel targets for a given ligand. For effective out-

comes, these three approaches can be combined together and the predicted targets

can then be validated experimentally.

2.1.5 Objectives of chapter

Most drug targets in humans are proteins that are composed of more than one do-

main. Domains within families are evolutionary conserved and frequently combine

to form different proteins in which some have different overall functions. Domains

are involved in protein-protein interactions and also mediate interactions between

drugs and targets. Previous studies have shown that drug binding sites are contained

within protein domains [125, 126] and that protein domains mediate the drug-target

interactions which indicates that protein domains are a major factor in the polyphar-
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macology of FDA-approved and not yet approved (experimental drugs) [111]. This,

therefore means that drug-binding proteins can be grouped based on the associated

domain families aiding the redefinition of the druggable genome (a set of genes

considered to be important pharmacological targets) [112, 127].

The in-house CATH domain resource classifies functionally similar homo-

logues into functional families called the CATH-FunFams. Therefore, it is possible

to hypothesise that CATH-FunFam domains contain the binding sites of drugs and

mediate the interaction between proteins and drugs. A calculation of the statistical

overrepresentation of drug-targets was carried out amongst the relatives of CATH-

FunFams in such a way that if the targets of a drug belong to a CATH-FunFam, the

CATH-FunFam was deduced to contain the binding sites for the drug and thus the

drug was associated with the CATH-FunFam. This follows the similarity principle

that drugs with similar structures have the same target whether in proteins or CATH-

FunFams and this philosophy was used to classify druggable CATH-FunFams. This

chapter describes an analysis of the association between drugs and CATH-FunFams

and harnesses the study of these structurally and functionally coherent families for

drug-target identification and possibly drug repurposing. Network dispersion of the

relatives of the druggable CATH-FunFams was also carried out and was used to re-

veal the likelihood of druggable CATH-FunFams being associated with side effects.

2.2 Materials and Methods

2.2.1 Drug-proteins dataset

Human drug targets were obtained by querying ChEMBL release 21 [78] a database

that links chemical and biological targets. FDA approved drugs was selected from

the ChEMBL database which provides a scoring scheme from 1-4 where 4 indicates

”Approved drugs”. Filtering of the drug-protein interaction data was such that all

weak interactions of activity less than 1µM were removed. ChEMBL gives a value

of the activity of the drug as the half-maximal response potential on a negative

logarithm scale where activity includes IC50, EC50, Ki, Kd. For instance, an IC50

of 1nM would be given as pChEMBL of 9. Therefore, the drug off-targets were
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classified as those with low affinity of pChEMBL <6 while drug targets were those

with pChEMBL ≥ 6.

2.2.2 Identifying CATH-FunFams with overrepresentation of

drug targets (Druggable CATH FunFams)

Protein domain information from the CATH-FunFams v4.1 from CATH-Gene3D

v12.0 [128] was used for this analysis. The targets T [T1, ...Tn] of drug d were

evaluated to determine whether they are significantly overrepresented among the

relatives of a CATH-FunFam P [P1, ...Pn]. This simply means that CATH-FunFams

were tested for enrichment of targets of drug d. A list of all drug targets was ob-

tained and each was annotated according to whether the drug target was a member

of a CATH-FunFam. From this list, the expected probability value that any drug

target is a relative of the CATH-FunFam was compiled.

The overrepresentation of the targets of a drug among relatives of a CATH-

FunFam depends on the expected probability that a protein belongs to the CATH-

FunFam. This probability is defined for each CATH-FunFam as the fraction of

drug targets that belong to the CATH-FunFam. For example, let’s assume there are

10000 drug targets and 200 of them are relatives of CATH-FunFams, the expected

value is 0.02 i.e. 2%. If 100 proteins are the targets of a drug, it means that 2 of

them are expected to be CATH-FunFam relatives but if more than 2 of the drug

targets were relatives of the CATH-FunFam, the targets of the drug are said to be

overrepresented in the CATH-FunFam.

A p-value (Benjamin-Hochberg correction of multiple testing) was calculated

to determine whether each observed overrepresentation is statistically significant

by means of a binomial test. The binomial test evaluates the statistical significance

of deviations from the binomial distribution of observations that fall into two cate-

gories: (i) the protein is a relative of the CATH-FunFam under consideration, or (ii)

the protein is not a relative of the CATH-FunFam under consideration. The bino-

mial distribution is the discrete probability distribution of the number of successes

in a sequence of independent yes/no experiments each one with defined success

probability. In this case the sequence of independent experiments is T , the targets
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of drug d; a success is that a protein from T is a relative of the CATH-FunFam

under evaluation. Each individual success has a probability value PFF which is the

expected probability that a protein is a relative of FF

PFF =
nFF

N
(2.1)

where nFF is the number of relatives of the CATH-FunFam FF and N is the total

number of proteins that are relatives of all CATH-FunFams (i.e. all human proteins).

The null hypothesis is that the proteins in T are sampled from the same general

population as the proteins in CATH-FunFams P, and thus the probability of observ-

ing a target of d as a relative of FF is the same as observing any protein as a relative

of FF i.e. PFF . Therefore, the p-value of the binomial test indicates if observing

proteins from T in the test list P is likely to happen by chance. A confidence level of

0.95 was used in this study, hence, if p-value <0.05, the null hypothesis is rejected

and it is considered that the probability of observing the targets of d among the rela-

tives of FF is different from the probability of observing any set of proteins among

the relatives of FF . Therefore, the p-value reported indicates if observing the tar-

gets of d among the relatives of FF is likely to happen by chance. For p-values <

0.05, the corresponding drug-CATH functional family association was considered

to be statistically significant and not likely to happen by chance.

For example, let’s consider FF with P relatives and d with T targets, then:

• Success: number of targets from T that are in P

• Trials: number of targets of drug d in T

• Probability of success under the null hypothesis: PFF =
nFF

N

• Overrepresentation threshold: Trials x PFF

The tables below illustrate the overrepresentation of the targets of a drug with a

confidence interval of 0.95 across four CATH-FunFams in two cases. For all cases,

there are 25 total targets.



2.2. Materials and Methods 62

Table 2.1: Drug targets are only enriched in one CATH-FunFam.

FunFam nFF PFF Success Trials Overrep. Threshold p-value
FF1 6 0.24 0 7 1.68 0.28
FF2 3 0.12 1 7 0.84 0.59
FF3 7 0.28 6 7 1.96 0.003
FF4 9 0.36 0 7 2.52 0.054

From the Table 2.1 above it is observed that the targets of the drug are overrep-

resented on FF2 and FF3 but the overrepresentation is significant only in FF3.

Table 2.2: Drug targets are not enriched in any CATH-FunFam.

FunFam nFF PFF Success Trials Overrep. Threshold p-value
FF1 6 0.24 1 5 1.2 1
FF2 3 0.12 2 5 0.6 0.11
FF3 7 0.28 1 5 1.4 1
FF4 9 0.36 1 5 1.8 0.66

The targets of the drug shown in Table 2.2 are overrepresented in FF2 but with

no statistical significance.

2.2.3 CD-Hit and SSAP

Structural comparisons of relatives across each druggable CATH-FunFam were per-

formed to determine the structural coherence of the FunFam. This was done using

the SSAP algorithm [98]. Since SSAP is computationally expensive, representatives

of the CATH-FunFam were compared. Relatives were clustered using CD HIT [87]

which applies a greedy incremental clustering algorithm method to cluster protein

sequences. CD-HIT was also carried out to correct the bias within the data set of

the structural representatives within the members of the druggable CATH-FunFams

since some CATH-FunFams contain many nearly identical relatives.

Relatives were clustered at 60% sequence identity. At this threshold, relatives

share significant structural and functional similarity. Structural similarity between

the representatives was measured using the SSAP alignment to superpose the rel-

atives using the ProFit algorithm [99]. An RMSD value was measured from the
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superposition and normalised using the following equation:

NormalisedRMSD =
(MaxL1,MaxL2)×RMSD
Number o f aligned residues

(2.2)

MaxL1 or MaxL2 represents the length of the longest domain between domain1

and domain2.

2.2.4 Ligand binding site conservation in the druggable

CATH-FunFam

Druggable cavities in domain relatives in a CATH-FunFam were detected using the

Fpocket method [129]. Fpocket is a fast protein pocket prediction algorithm that

helps identify cavities on the surface of a protein and rank them according to their

ability to bind drugs and drug-like molecules.

The relatives of druggable CATH-FunFam were examined to determine

whether they have similar binding pockets and similar amino acid residues when

interacting with the bound drug. Again, the structural domains from different

CATH-FunFams were pairwise structurally aligned using SSAP. SSAP scores were

used to construct a distance matrix and a maximum spanning tree was then used to

derive a multiple superposition of the structural relatives. Data on residues involved

in the binding the drugs of interest were extracted from the NCBI IBIS resource

[130] using the PDB IDs of the drug-target complex.

2.2.5 Protein interaction data

Human protein interaction data was obtained from the STRING database version

10.0 [131] and filtered based on the confidence score. The STRING database pro-

vides a scoring scheme from 0-1000 in increasing order of confidence (reliability)

of the interaction. The experimental score of 800 or above was used to limit the

number of false positive interactions. The resulting human protein network from

STRING version 10.0 contains 13,460 nodes (proteins) and 141,296 edges (interac-

tions). The edges in this case were unweighted and undirected.
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2.2.6 Transforming the protein network

A kernel transformation was carried out to create a similarity matrix on the STRING

network and this approach was used to measure the dispersion or separation of each

protein in the network. Various transformations were explored but the adjacency

matrix was found to be the most effective. The matrix constructed was used to

investigate how close the proteins are in the network. The higher the matrix simi-

larity measure, the closer the nodes are in the network. The STRING network (v10)

was downloaded and the full network was transformed into an adjacency matrix.

The value in row (i), column (j) had a STRING combined score (0-1000) between

protein (i) and protein (j). Protein interaction data from the STRING database was

chosen because it is widely used and frequently updated.

2.2.7 Network centrality measures

The network centrality is a measure of the importance of a certain node in the net-

work topology. Central nodes are important nodes around which the network re-

volves. Drug targets have been shown to exhibit differential behaviour on a molec-

ular network occupying central positions and connecting functional modules [132].

Amongst the different measures of centrality, betweenness centrality best captures

the ability of important nodes to be ‘between’ functional modules and also cap-

tures the essentiality of a protein in a biological system [133]. The betweenness

centrality (BC) represents a measure of the total number of non-redundant shortest

paths going through a certain node. Nodes with high BC are said to be central as

they control the communications amongst other nodes within the network. The net-

work betweenness centrality (BC) of the targets was measured using the NetworkX

package in python.

A random set of drug targets was generated by randomly selecting sets of 1000

proteins, 1000 times from the set of non-druggable proteins. The non-druggable

set is defined as a group of proteins excluded from the list of the selected human

drug targets in ChEMBL. The average betweenness centrality of the random (non-

druggable) targets was measured and compared to the average betweenness central-
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ity for the drug targets. The betweenness centrality of the druggable CATH-FunFam

relatives was also compared to the non-druggable FunFam relatives. In this case,

the non-druggable FunFams are other randomly chosen CATH-FunFams that do

not contain any of the targets identified from ChEMBL database. For the CATH-

FunFams, the median BC of each FunFam was considered as a representative value

of the BC of the relatives of the CATH-FunFam. This assumption was applied to

reduce the bias that might be associated by using the mean of the CATH-FunFam.

Hubs and bottlenecks in protein network

The proportion of hubs, hub-bottlenecks and non-hub bottlenecks in the network

was measured and compared with non-druggable random proteins. The hubs and

bottlenecks of the network were calculated following the method described by Ger-

stein et al which classifies hubs as proteins with 20% of the degree distribution (i.e.

those proteins having the highest numbers of connecting neighbours). The bottle-

neck nodes on the other hand represent a set of proteins described in terms of the

betweenness i.e. those proteins that are in the top 20% of interactions with a highest

node betweenness centrality measure [133].

Side-effect data and topological characteristics of the protein network

Side effect data was collected from IntSide [120] (a database that integrates the bi-

ological and chemical information associated with drugs and uses this information

to understand of the molecular mechanisms underlying drug side effects. IntSide

catalogues the side effects associated with various drugs. Side effect data was in-

cluded for all drugs involved with protein interactors (either targets or off-targets).

The CATH-FunFams which are more likely to be associated with side effects were

determined.

To do this, a logistic regression model of the probability of the CATH-FunFams

being free of drug target proteins associated with side-effect protein was built based

on the protein network median matrix similarity of these domain families. Accord-

ing to this statistical model, the probability that a CATH-FunFam, that has relatives

completely dispersed in the protein interaction network (i.e. matrix similarity = 0),

and having side effects was compared with the matrix similarity of other CATH-
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FunFams, and the number of side effects associated with them. The threshold of

matrix similarity, for which there is a high probability that 50% of the relatives of

the CATH-FunFam are not associated with side effect, was obtained. The general

equation of logistic regression takes the form:

π(x) =
eα+βx

1+ eα+βx
(2.3)

Where π(x) is the probability of the presence of a side effect protein in a CATH-

FunFam given its median similarity (x).

2.3 Results and discussion

2.3.1 Drug-Enrichment Analysis

There are 17,229 CATH-FunFams containing 77,082 human proteins in CATH-

v4.1. The median number of relatives per CATH-FunFams is 3 but a few of them are

highly populated such as the MHC class 1 antigen FunFam (3.30.500.10.FF3475)

containing 14% human proteins amongst its relatives. A drug-target dataset was

compiled by querying ChEMBL for approved drugs and the human proteins to

which they bind directly at high affinity.

A set of 787 human proteins capable of binding drugs was identified and are

distributed in 875 CATH-FunFams. For each drug, the statistical overrepresentation

of their targets in each of the CATH-FunFams was computed. This gave a mapping

of 359 statistically significant associations (Benjamin-Hochberg false discovery rate

p-val<0.001) between 245 drugs and 81 CATH-FunFams which are therefore called

the druggable CATH-FunFams.

2.3.2 Proportion of known druggable classes in the druggable

CATH-FunFams

The distribution of protein functional classes in the druggable CATH-FunFams was

compared with the druggable genome as defined by Hopkins and Groom [112]. The

functional roles of the proteins in the druggable CATH-FunFams were obtained by

extracting the functional terms from their UniProt keywords.
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Figure 2.2: Distribution of the protein classes found in the druggable CATH-FunFams
shown in 2.2a, compared with distribution of protein families in the druggable
genome compiled by Hopkins and Groom (2002) shown in 2.2b

Figure 2.2a shows the proportion and distribution of protein classes associated

with the druggable CATH-FunFams. This can be compared with the study shown in

2.2b carried out by Hopkins and Groom, who defined protein families in the drug-

gable genome and estimated that these families represented less than 10% of the

whole human genome. As in the Hopkins and Groom study, it was found that cer-

tain classes of proteins such as the kinases, ion-channels and enzymes are enriched

with druggable CATH-FunFams. However, in contrast to Hopkins and Groom, a

high proportion of GPCRs was not found. This may be because of the smaller cov-
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erage of transmembrane GPCRs in CATH-FunFams. Rhodopsin-like GPCR, ion

channels, protein kinases and nuclear receptors were categorised as privileged fam-

ilies by Santos and colleagues because they account for close to 50% of the drug

targets with most of the others being small families with drug targets potential [116].

2.3.3 Structural similarities of the relatives in the druggable

CATH-FunFams (CD-HIT and SSAP)

To understand how structurally coherent relatives of the druggable CATH-FunFams

are, structural similarity assessment was carried out. This was done by comparing

the relatives selected as representatives of 60% sequence identity clusters within

the CATH-FunFams. Structural representatives were compared using the structural

comparison algorithm SSAP [98]. The alignment generated from SSAP was used

to calculate the Root Mean Square Difference (RMSD) by using the alignment as

input to the ProFit structure superposition algorithm [99].

The RSMD scores measure the dissimilarity between protein structure, hence,

the lower the score, the more structurally coherent the proteins within the families.

A normalised RMSD was subsequently generated and the results are shown in figure

2.3 below.
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Figure 2.3: The normalised RMSD for 30 druggable CATH-FunFams with two or more
structures.

Figure 2.3 shows the normalised RMSD values obtained for each of the drug-

gable CATH-FunFams. The median RMSD value is indicated by the black hori-

zontal line. 75% of the druggable CATH-FunFam have a median value below 3Å

reflecting the structural coherence of these families. Subsequently, conservation of

binding sites in members within the same CATH-FunFams was examined.

2.3.4 Structural superposition and conservation of drug

binding sites in CATH-FunFams

The relatives within the 81 druggable FunFams were assessed for similarity in drug

binding sites. This was done by first examining 57 CATH-FunFams that had crys-

tal structures in Protein Data Bank (PDB), for their enrichment in drug cavities.

Comparison was made with a set of 100 random non-druggable CATH FunFams

of which 63 had structures in the PDB. 75% of the 57 druggable CATH-FunFams

with structural information available have druggable cavities whereas only 66% of

the random non-druggable CATH-FunFams have cavities capable of binding drugs.

Thus, druggable CATH-FunFams have a greater proportion of cavities able to bind
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drugs and drug-like molecules (p-val<0.0001, Fisher exact test).

The conservation of drug binding in human proteins that are associated with

CATH-FunFams was analysed using selected examples of drug-target complexes

present in Protein Data Bank (PDB). Six examples of complexes between drugs

and CATH-FunFams are shown in figure 2.4.

(A)

(F)(E)(D)

(C)(B)

Figure 2.4: Conservation of the drug binding site within CATH-FunFams. Structural align-
ment of the human CATH-FunFam domains associated with: A) acetazolamide
(CATH ID: 3.10.200.10-FF1430; carbonic anhydrase II), B) nilotinib (CATH
ID: 1.10.510.10-FF78758; ABL kinase), C) Sildenafil (CATH ID: 1.10.510.10-
FF78946; Myosin light chain kinase), D) tadalafil (CATH ID: 1.10.1300.10-
FF1260; 3’5’-cyclic nucleotide phosphodiesterase), E) Tretinoin (CATH ID:
1.10.565.10-FF5060; Retinoid X Receptor) and F) vorinostat (CATH ID:
3.40.800.20-FF2855; Histone deacetylase domain) and the drug complex. The
protein domain is shaded grey except for the ligand binding residues, which
have been mapped across the domains, coloured yellow. The drug molecules
are coloured in rainbow.

The domains within the CATH-FunFams are associated with the drugs: aceta-

zolamide (3ML5), nilotinib (3CS9), sildenafil (1UDT), tadalafil (1UDU), tretinoin

(2LBD) and vorinostat (4LXZ). The human protein domains from each CATH-
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FunFam were aligned pair-wise using SSAP [98] and then superposed. The drug

binding residues were obtained from IBIS and mapped onto members of each

CATH-FunFam. The relatives of each CATH-FunFam were found to be highly

conserved in their amino acid residue types binding the drug and structural location

of the drug binding site. The mean RMSD for the aligned domains across all six

CATH-FunFams is 1.169±0.812Å illustrating considerable structural coherence.

2.3.5 Aggregation of drug targets in the human protein

functional network

Drug targets tend to be centrally located and aggregate in the protein network

[134, 126]. To measure the aggregation of targets in a protein functional network,

the STRING protein functional network was used to measure the network distance

between targets of a drug. STRING provides combined scores between proteins

and this was used in deriving a similarity matrix between proteins. The similarity

matrix values reveals how connected any two proteins are in the protein functional

network i.e. the higher this value, the more strongly connected the proteins in a

functional network.

Drug targets and off-targets were separated based on the affinity reported in

ChEMBL, classifying those with high affinity (pChEMBL≥ 6) as targets and those

with low affinity (pChEMBL < 6) as off-targets. The dispersion of the targets and

off targets in the network was also calculated based on the matrix similarity.
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Matrix similarity

Figure 2.5: The drug neighbourhood in a protein functional network. Cumulative distri-
bution of the matrix similarity of random proteins (green line), off-targets (red
line) and targets (blue line) in a human protein functional network

Drug targets have a higher matrix similarity than off-targets and both the drug

targets and the off-targets have higher matrix similarity than expected by chance.

This indicates that the drug targets tend to aggregate in functional sub-networks

forming modules. Since modules in a functional network imply proteins involved

in the same biological process or function, it is expected that the interaction of the

drugs and their targets will result in alteration of one or more biological functions.

The ability of drug targets to form modules was also measured by using the

network distance based metrics developed by Menche et al. [5]. The DS-score

measures the mean distance of the genes within a given cluster. The lower the score,

the more clustered the set of genes are relative to others. The DS-score is marginally

significantly lower (p-val = 0.01008) for the drug targets than the off-targets which

suggest that the drug targets may tend to be clustered together in the networks. It

should be noted that there is high likelihood that this significance may not hold if

the DS-score is subsampled multiple times. However, from this current analysis,
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these two measures i.e. DS-score as well as the matrix similarity score thus suggest

that the drug targets are more clustered within the network than random.

Figure 2.6: DS-score measure of off-targets and targets in a human protein interaction net-
work

2.3.6 Topological characteristics of proteins with side effects

The topological characteristics of proteins with side effect data collected from

IntSide [120] was analysed in a human protein network to determine network char-

acteristics associated with side effects and compared with drug targets. The be-

tweenness centrality captures the ability of a node to be important and ’between’

functional module and it also reveals essential nodes in a network [133].

Analysis of the betweenness centrality of drug targets and proteins associated

with side effects, revealed that proteins associated with side effects have a higher be-

tweenness centrality in the network as compared to the drug targets and non-targets.

Using a different network but a similar approach, Wang et al.[126] also showed a

positive correlation between the numbers of side effects and the betweenness of the

drug targets.
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Figure 2.7: Betweenness centrality of drug targets. The mean betweenness centrality of
drug targets (red line) and proteins associated with side effects from IntSide
(blue line) in a functional network is compared with the distribution of the
mean betweenness centralities of random protein sets.

To further establish the association between the side effects of proteins and

network topological characteristics, the proportion of side effect proteins associated

with hubs, bottlenecks and non-hub bottlenecks was measured. About 40% of target

proteins in hubs are associated with drug related side effects while 16% of proteins

found to be hub- bottlenecks are associated with drug related side effects. However,

the proportion of target proteins associated with side effects for non-hub bottlenecks

was lower, with a value of 8%. This suggests that the non-hub bottlenecks although

essential proteins within the networks, can be considered as interesting drug targets

as they would possibly lead to lesser side effects. In summary, this analysis sug-

gested that network characteristics can be used in screening for possible side effects
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associated with a given drug, by considering its possible targets in the network.

2.3.7 Proximity of druggable CATH-FunFam relatives in the

human protein network

The previous section show that drug targets tend to be clustered in the human pro-

tein functional network. This suggests relatives from druggable FunFams may also

be clustered together and thus expected to have a relatively high matrix similarity.

To test if this holds true, a similarity matrix was constructed (see methods), with

similarity scores ranging from 0-1000 and used to measured how clustered relatives

from druggable CATH-FunFams are.

Matrix similarity

Druggable CATH-FunFams
Non-druggable CATH-FunFams

Figure 2.8: Density plots of the proximity of relatives from druggable CATH-FunFams in
comparison with relatives from non-druggable CATH-FunFams

Figure 2.8 shows the matrix similarity distribution (0-1000) for pairs of rel-

atives in the druggable CATH-FunFams. The druggable CATH-FunFams tend to

be more clustered in a protein functional network and have higher matrix simi-

larity scores than the non-druggable FunFams (median matrix similarity 540 and
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230 respectively; Mann-Whitney Wilcoxon test p-val <0.01). CATH-FunFams are

designed to cluster relatives sharing similar functional determining position and it

links sequence patterns to function [135]. The observation in this analysis shows

that this does not translate into proximity in a functional network. However, it is

safe to assume that protein domains in the druggable CATH-FunFams have been re-

currently targeted in drug design because of their lower association with side effects.

Generally, CATH-FunFams whose relatives are much dispersed in the network and

associated with side effects are likely to be involved in more generic functions.

Non-druggable CATH-FunFams have mostly very low similarity scores but

there were some interesting peaks (those with matrix similarity ≥ 500). The rela-

tives of these Non-druaggable CATH-FunFams were obtained and analysed using

the DAVID Functional tool [136]. Diverse functional clusters were found: 15%

nucleotide binding proteins, 4% show EGFR-like activity, 26% indicate metallic

binding activity while others are varying functional clusters of calcium binding,

proteolytic activity, RNA-mediated gene silencing, etc. (Table 2.3).

Table 2.3: DAVID’s functional annotation tool for terms with high enrichment score

Term Count % P-Value
Nucleotide-binding 439 15.5453 9.586E-40
Extracellular matrix 87 3.0807 2.754E-16
Epidermal growth factor-like domain 105 3.7181 3.074E-28
Focal adhesion 89 3.1515 4.894E-14
Potassium channel 39 1.3810 8.553E-15
calcium-binding 29 1.0269 7.046E-17
Metal-binding 746 26.4164 1.361E-38
Zinc-finger 364 12.8895 1.230E-17
Cadherin 2 43 1.5226 7.037E-10
DNA damage 89 3.1515 4.356E-9
Laminin G domain 33 1.1685 4.338E-12
Fibronectin type-III 37 1.3101 6.095E-11

This suggests that the CATH-FunFams that were classified as non-druggable

might include some orphan druggable classes with potential drug–ligand activity but

currently lacking drug binding data or other experimental information confirming

this at present.
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2.3.8 Topological Features of CATH-FunFam relatives

The betweenness centrality of relatives from the druggable CATH-FunFams was

measured and compared with random non-druggable FunFams. The relatives within

the druggable CATH-FunFams were examined if they were more likely to form

bottlenecks or hubs in the network than relatives from random CATH-FunFams.

Proteins with high betweenness centrality are considered to be bottlenecks while

those with high degree are hubs (See method section 2.2.7).

Figure 2.9: The mean betweenness centrality of druggable CATH-FunFams (dashed line) is
compared with the distribution of the median betweenness centrality of random
sets of non-druggable CATH-FunFams in a protein functional network.

The mean betweenness centrality of the druggable CATH-FunFams (dashed
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line) was compared with the distribution of the median betweenness centralities of

random sets of non-druggable CATH-FunFams in the protein functional network.

As with the drug targets, the relatives of the druggable CATH-FunFams also exhibit

a high betweenness centrality in the human protein network.
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Figure 2.10: Proportion of relatives in druggable CATH-FunFams compared to the random
CATH-FunFams for various network topological characteristics, the red dot-
ted vertical line indicates the proportion associated with the druggable CATH-
FunFams.
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From the plot shown in figure 2.10, a higher proportion of human relatives in

druggable CATH-FunFams are hubs and bottlenecks, than for the random CATH-

FunFams. The proportion of relatives in druggable CATH-FunFams non-hub bottle-

necks was also compared to random proteins. Such proteins are considered essential

but are likely to have reduced side effects because they are less highly connected

[133]. Figure 2.10c shows that the druggable CATH-FunFams were enriched with

human relatives which are non-hub bottlenecks and hence may be a good source of

drug-targets with less potential side effects.

2.3.9 Side effects associated with druggable FunFams

A logistic regression model was applied to determine the probability of a CATH-

FunFam being free of side effects given the median similarity of its human proteins

in protein network. The result showed that for a CATH-FunFam with its relative

completely dispersed within the network, the probability it does not contain pro-

teins with side effects is 31%. Relatives in druggable CATH-FunFams with median

similarity >0.48 have a higher probability greater than 50% of their relatives not

being associated with side effects and this was significant at p-val <0.05. Therefore

relatives in druggable CATH-FunFams, having a median similarity score above this

threshold (0.48), cluster together in a functional interaction network and are less

likely to be associated with side effects. The list of druggable FunFams and their

probability of being free of side effects has been provided in appendix A.

2.4 Chapter summary
This chapter has provided some fundamental support to the idea that domains medi-

ate drug-target binding. 81 CATH-FunFams are druggable as determined by calcu-

lating overrepresentation of drug targets within the CATH-FunFam. The functional

categories of CATH-FunFams agrees with those of drug targets as identified by

other groups. Relatives of the druggable FunFams are central in a human functional

network and highly connected in protein network forming drug neighbourhood. By

building a regression model, druggable FunFams less likely to be associated with

side effects were identified.
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In summary, structurally coherent druggable CATH-FunFams, can be used as

a proxy for inheriting drugs across relatives. This identification of CATH-FunFams

as a reasonable annotation level for drug-target interactions opens a new research

direction in target identification, with potential application in drug repurposing.

2.5 Limitations and Future work
This work has identified druggable domain families based on enrichment (over-

representation) of drug targets within the CATH-FunFams. The identification of

drug targets using computational approaches can aid and hasten drug development

processes. Although, drug design by pharmaceutical companies considers the in-

fluence of many factors which amongst others include the profitability of the drug,

the process of drug repurposing could help rechannel already approved drugs to

other relatives of the same CATH-FunFam as it is assumed, they share the similar

drug binding site. The identification of druggable CATH-FunFams should be ex-

tended beyond the enrichment approach that was carried out in this study. One of

the approaches that might be considered is the use of protein-small molecule dock-

ing and molecular dynamics to characterise the binding of drugs to the relatives of

the druggable CATH-FunFams.

A caveat to consider in this study regards the fact that drugs were associated

with the entire protein i.e. all domains in the protein. Hence, domains that are

not involved in protein-drug interactions are assumed to be, and this may not be

entirely true. One possible approach to this, in the future, may be the separation

of drugs binding to single domain proteins and exploring how their characteristics

varied compared to those binding to multidomain binding proteins. Another caveat

is that the assessment of drug side effects was carried out by measuring dispersion

of proteins in a given protein functional network. The static nature and the incom-

pleteness of the human protein-protein interaction network is a further limitation

to be considered. However, ongoing experimental and computational work in this

direction will aid the improvement of coverage and better deduction of inference

using this approach.



Chapter 3

Exploiting Protein Family and

Protein Network Data to Identify

Novel Drug Targets for Bladder

Cancer

3.1 Introduction
Bladder cancer is one of the most common forms of cancer in western countries

with men having a higher ratio than women in the range of 3:1 [137]. The inci-

dence of the disease increases with age with a higher proportion found in older

individuals above 65 years [138]. The most common form of bladder cancer gen-

erally affects the epithelium (urothelium) covering the inner surface of the bladder

hence called urothelial carcinoma, it is also referred to as transitional cell carci-

noma. Other forms of bladder cancer include the squamous-carcinoma and adeno-

carcinoma, although they are rare compared to urothelial carcinoma. Environmental

pollutants and tobacco smoking have been attributed as risk factors associated with

the outcome of the disease [139, 138], however less than 10% of bladder cancers

have been attributed to these factors. Evidence from genetic studies supports ge-
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netic predisposition to bladder cancer as analysis of polymorphisms in detoxifying

genes for carcinogens, such as N-acetyltransferase2 (NAT-2) and glutathione S-

transferase (GSTM1, GSTT1), was found to increase the risk of developing bladder

cancer [137, 140].

Bladder cancer, in common with other forms of cancers, is driven by multi-

step accumulation of genetic and epigenetic alterations that lead to uncontrollable

cell growth, dysregulation and reduced apoptotic processes as well as other cancer

hallmarks [141]. Several studies have identified high rates of mutation in the tu-

mor protein 53 (P53) and single nucleotide and structural variations in other genes,

such as FGFR3, as being predictive of bladder carcinoma [141]. Other genes that

are often considered with high mutation rates in bladder cancer include CREBBP,

MLL3, ATM, NF1, FBXW7. Genes involved in bladder cancer sometimes show co-

occurrence of mutations as found in; P53 and RB1, STAG2 and FGFR3, MLL2 and

NFE2L2, KDM6A and FGFR3, and ERBB3 and ERBB4, while others show pat-

terns of mutual exclusivity in bladder cancer as found for P53 and RAS and RB1

and FGFR3 [142].

3.1.1 Bladder cancer stage and grade

Histopathological studies are often undertaken to characterise the stage and grade of

a tumour. The initial assessment of the bladder tumor stage can be done by carrying

out palpation, imaging and cytoscopic test. The pathology of the tissue can be

examined using transurethral resection of the bladder tumor (TURBT), in which a

resectoscope is used to remove the lesion, or to take a biopsy. TURBT is considered

as a diagnostic and therapeutic procedure as it can be used to remove the lesion or

take the biopsy in the bladder for further examination [138]. Depending on the depth

and spread of the invasion of bladder tissues, bladder cancer can be categorised by

the tumour node and metastasis (TNM) classification system as shown in figure 3.1

below.

Grading, on the other hand, refers to the extent to which the cells are differen-

tiated. Although the stage of the bladder cancer is important for deciding the form

of treatment to adopt, the grading also indicates the aggressiveness of cancer. There
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are several systems that are used in grading bladder cancer; the 1973 WHO method

as well as the recent 2004 WHO/ISUP grading system, is often used as also shown

in figure 3.1.

Figure 3.1: The types and stages of bladder cancer. Tis, Ta, and T1 types are confined to
the mucosa. Stage 2 (T2a/b) has invaded the muscle layers either superficially
or deeply. T3 has invaded into the perivesical layers while T4 has invaded
surrounding glands such as the prostate, uterus, bowel. Figure is taken from:
[138]

3.1.2 Molecular subtypes of bladder cancer

Broadly speaking, bladder cancer is classified into two types: muscle invasive blad-

der cancer (MIBC) and non-muscle invasive bladder cancer (NMIBC). About 75%

of the newly diagnosed cases have NMIBC while 25% have MIBC or the metastatic

stage [138]. The use of large-scale expression and sequencing data from the Can-

cer Genome Atlas (TCGA) has been fundamental in grouping bladder cancer into

sub-types based on the shared RNA expression patterns or other alterations.

Non-muscle invasive bladder cancer (NMIBC)

Two common genetic changes in the NMIBC are the deletion of chromosome 9 and

a point mutation in the fibroblast growth factor receptor 3 (FGFR3) [143]. Most

cases of NMIBC are characterised by mutation of FGFR3 which leads to activation

of the RAS-Mitogen activated receptor protein kinase (MAPK) pathways [144]. Ac-

tivation of FGFR3 also occurs through chromosomal translocations to form fusion

proteins with TACC3 (transforming acid coiled-coil containing protein 3) and some-

times BAIAP2L1 (brain specific angiogenesis inhibitor 1-associated protein 2 -like
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1) which are potent activating oncogenes. Activation of the RAS-MAPK pathway

contributes to more than 80% of the cases of NMIBC. The inactivation of tumour

suppressor gene TSC1 contributes to about 15% of the cases of NMIBC [145]. The

tuberous sclerosis complex 1 (TSC1)-TSC2 complex controls the mTOR branch of

the PI3K pathway. Hence, loss of TSC-genes in NMIBC leads to the upregulation

of mTOR which then becomes a major factor to consider in NMIBC.

Other tumour suppressor genes whose inactivation has been thought to lead to

NMIBC include STAG2, as well as chromatin-modifying genes such as KDM6A,

CREBBP, EP300 and ARID1A. This is due to the significantly higher frequency of

mutation of these genes in NMIBC compared with other cancer types [138].

Muscle invasive bladder cancer (MIBC)

Analysis of the genome of MIBC has shown some similarities with other types

of cancers. One such is the loss of the key tumour suppressor genes leading to

the escape from the cell cycle check points and dysregulation of several signalling

pathways. TP53 and RB1 were found to be frequently mutated and the regulators

of their pathways such as MDM2 and E3F3 are also altered. Mutation of other

genes, encoding the components of the PI3K pathways, including TSC1, AKT1,

PIK3CA are disrupted in MIBC. FGFR3 activating point mutation is less frequent

in MIBC than NMIBC. The switching to isoforms of FGFR3 and FGFR1 also gain

prevalence in MIBC [146]. RAS mutation and inactivation of the NOTCH pathway

genes also contributes to the MAPK pathway activation. Upstream activation of

HER2 is also found in some cases of MIBC. Some of the altered genes in the KEGG

pathway for bladder cancer are shown in the figure 3.2 below.
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3.1.3 Current therapeutic approaches for bladder cancer

Traditional treatment of bladder cancer involves surgery, chemotherapy and radio-

therapy. The surgical approach involves the removal of the tumour around the blad-

der a process referred to as TURBT, which involves the insertion of resectoscope

through the bladder urethra. This is often followed by the administration of drugs

and sometimes radiotherapy or both. Some of the drug administration techniques

currently employed in the management of bladder are listed in table 3.1 below.

Table 3.1: Drugs administered for the treatment of bladder cancer. This ta-
ble was adapted from (https://www.cancer.net/cancer-types/
bladder-cancer/types-treatment.)

Treatment options Description Types Adverse effect
Chemotherapy Chemotherapy involves

drug administration to
help in destroying the
cancerous cells

1. Intravesical chemotherapy involves
local drug delivery to the organ of in-
terest. Commonly used drugs include:
mitomycin, thiotepa. Others are cis-
platin, doxorubicin, gemcitabine, valru-
bicin. 2. Systemic chemotherapy, on
the other hand, is also used for the treat-
ment of bladder cancer and this involves
passing the chemotherapeutic agent into
the blood stream or through oral adminis-
tering. Common examples include com-
bination therapy of cisplatin and gem-
citabine, carboplatin and gemcitabine,
MVAC (Methothrexate, vinblastine, dox-
otubicine and cisplatin) as well as dose
dense (DD)-MVAC.

Common side effects
include nausea,and
vomiting, hair loss,
appetite loss and
diarrhea.

Immunotherapy This uses biologic
agent to trigger the
body’s immune re-
sponse.

1.One of the earliest standard im-
munotherapeutic drugs is Bacillus
Calmette-Guerin (BCG). This is another
example of intravesical therapy as the
BCG is placed directly on the bladder.
2. Interferons are another immunother-
apeutic approach and can sometimes
be combined with BCG. 3. Immune
checkpoint inhibitors, on the other hand,
are monoclonal antibodies that are cur-
rently considered because bladder cancer
has shown over expression of immune
checkpoint protein PD-1. Currently FDA
approved drugs include Atezolizumab,
nivolumab, avelumab, durvalumab,
pembrolizumab

Possible side effects in-
clude fatigue, nausea,
loss of appetite, fever,
urinary tract infections,
rash, diarrhea, and con-
stipation.

3.1.4 Targeted therapy for the treatment of bladder cancer

As highlighted in table 3.1 above, the currently approved therapeutic treatments of

bladder cancer are delivered either through immunotherapy or chemotherapy. In

addition, these options have only helped in increasing the median survival outcome

https://www.cancer.net/cancer-types/bladder-cancer/types-treatment
https://www.cancer.net/cancer-types/bladder-cancer/types-treatment
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of patients with metastatic bladder cancer to only about 15 months [148]. However,

the cost of bio-engineering antibodies and their bulkiness, which renders them less

soluble limiting their excretion from the kidney of the patient, alongside the toxicity

of chemotherapy necessitates research into small molecules that could be used for

targeted therapy in the treatment of bladder cancer.

Targeted therapy was introduced in the early 90’s, as a new approach for treat-

ing cancers. The aim of this therapy is to interfere with cellular processes that

are driving oncogenic transformation of normal tissues into cancerous ones. This

might involve inhibiting oncogenes or activating tumour suppressor genes. Several

signalling pathways such as: FGFR, PI3K/AKT/mTOR, EGFR2 have been sug-

gested as targets to improve the outcome of patients with bladder cancer and some

encouraging preliminary results have been reported in the review by Ismaili and

colleagues [149] which describes some currently used monoclonal antibodies and

small molecules for targets such as VEGFR, EGFR, mTOR and HDAC. Other ther-

apeutic targets currently being studied include the cell cycle regulation genes, heat

shock proteins as well as genes involved with the immune system.

Fibroblast growth factor as a target for bladder cancer

The high frequency of FGFR mutation in bladder carcinoma indicates its signif-

icance in driving bladder cancer and a potential interest as a therapeutic target.

FGFR3 has been described as the most commonly altered receptor with activating

mutations and amplification through fusion with TACC3 protein (FGFR3-TACC3).

Antiproliferative activity of FGFR inhibitors has been shown in several pre-clinical

studies [150, 151]. There are also several small molecule inhibitors of FGFR avail-

able in clinical trials for the treatment of bladder carcinoma [152]. Although most of

these inhibitors are in the phase 1 and 2 clinical phase, the encouraging results might

help in the progression into further phases. An example of such small molecule is

BGJ398, a FGFR-1-3 antagonist that is currently in trials in patients who showed

relapse after undergoing chemotherapy, with positive responses obtained in such pa-

tients [153]. Others include TKI258 and ENMD2076 which are in phase II clinical

trials [154].
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PI3K/AKT/mTOR signalling pathway as a target for bladder cancer

PI3K/AKT/mTOR pathway is known as the cell survival pathway and is disrupted

in the majority of cancers. This pathway is also involved in cell motility and

metabolism. As a result of the influence in cancer, several drugs have been designed

to target this pathway. One such is buparlisib which is being investigated as a sec-

ond line treatment of patients with metastatic urothelial carcinoma [137]. There

have been limited successes achieved by targeting the PI3K/AKT/mTOR pathways

and this may be due to the cross talk or feedback activation of alternative signalling

pathways such as the MAPK and JAK-STAT pathways. Several compounds are

currently undergoing trials for the treatment of bladder carcinoma with the aim of

achieving positive responses by focusing on patient stratification i.e. the selection

of patients that show high expression profiles for genes implicated in bladder cancer

such as HER2 relative to other genes.

Epidermal growth factor 2 (EGFR2/HER2) as target for bladder cancer

The overexpression and amplification of the EGFR2/HER2 genes in bladder cancer

have been reported [152]. Also, several EGFR2/HER2 mutations have been sug-

gested to be involved in differentiating the bladder cancer into subtypes. Hence,

there are treatments currently available to target patients having urothelial carci-

noma with over-expression and amplication of HER2. One such is the combination

therapy with trastuzumab, paclitaxel, carboplatin and gemcitabine [155]. These pa-

tients were reported as having a remarkable response rate and an overall survival of

about 14 months. Successful outcomes of targeting of this gene for bladder cancer

will rely on clear identification of the subtypes associated with EGFR2/HER2.

Other targets available for treatment of bladder cancer include cell cycle reg-

ulation genes such as the Aurora kinases, polo-like kinase-1, cyclin-dependent ki-

nase4 (CDK4); heat shock proteins as well as those involved with the immune sys-

tem such as the checkpoint PD-1 pathway, anti-cytotoxic T lymphocyte associated

antigen , and IL-2/T lymphoctye receptor fusion protein targeting p53 epitope.
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3.1.5 Techniques used in identifying disease proteins

Various studies have aimed to improve the diagnosis and treatment of bladder can-

cer by assessing the impact of mutations in the protein sequence and likely mod-

ification of functions for proteins implicated in bladder cancer [156, 152, 149].

However, there are challenges in analysing disease driving proteins as most cur-

rent approaches have difficulties filtering out passenger mutations. WGCNA [157]

and MutFams [158] are methods which use different approaches to help with the

identification of driver mutations in disease conditions.

Network-based approaches for finding cancer driver genes

One of the approaches currently in use to detect causal genes for a given disease is

the analysis of protein associations and complexes (modules) driving disease con-

ditions. The construction of gene co-expression associations helps to determine

connections in a human protein network. Weighted Gene Co-expression Network

Analysis (WGCNA) method generates co-expression networks of genes and identi-

fies modules of interest. WGCNA has been used in the study of many complex dis-

eases such as breast cancer ([159]), schizophrenia ([160]) and osteosarcoma ([161]).

Many of the driver gene prediction methods using biological networks apply

guilt by association in which phenotypically similar genes are expected to be co-

located in a given network. Measurement of local properties in the network such as

the shortest path length between known disease genes and neighbouring genes have

been used to predict cancer-associated genes [162]. However, using local network

properties can be challenging because of the incompleteness of the human inter-

actome data. Other approaches measure global network topology and explore the

overall network using algorithms such as random walk with restart (RWR), kernel

diffusion, network propagation and also transformation into a probabilistic model,

to predict putative genes for a given disease condition [163].

Methods applying these approaches include; MUFFINN, a pathway-centric

method that identifies driver genes by analysing the mutation information of the

genes and neighbours in a functional protein network [164]. NetSig, similarly un-

covers driver genes by considering mutations in neighbours of a disease gene [165].
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DIAMOnD is another disease driver detecting algorithm that assesses the neigh-

bourhood of disease proteins and identifies disease modules that include the known

disease protein. It ranks the predicted disease proteins based on the connectivity to

the disease proteins [166]. (Review on DIAMOnD in section 1.4.2).

Mutationally enriched domain families (MutFams)

CATH-FunFams are evolutionarily coherent domain families in which relatives

have very similar structures and functions. MutFams are mutationally enriched

CATH-FunFams. MutFam genes have been shown to be significantly enriched with

known cancer driver genes from the Cancer Genome Census (CGC) and were used

in this study to identify putative bladder cancer genes [158]. Details about MutFams

are provided in the method section.

3.1.6 Objectives of the chapter

The aim of this chapter is to study the molecular and pathway mechanisms that

drive bladder cancer and to identify novel targets for therapeutic purposes using the

in-house CATH druggable domain families. A gene co-expression network was first

constructed using expression data from TCGA following an established WGCNA

protocol [157]. Known bladder cancer genes from the Cancer Genome Census

(CGC) were combined with putative driver genes from COSMIC and from mu-

tationally enriched domain families (MutFams). This seed set of driver genes was

then extended with highly expressed genes from the modules of the co-expression

based network. Further expansion of the seed set was carried out by running a dif-

fusion (DIAMOnD) algorithm on a comprehensive human protein network built by

combining the Pathway Commons and the gene co-expression network.

Gene enrichment analyses were carried out on this expanded set of putative

disease genes using Gene Ontology (GO-terms), cancer-hallmarks signature and

KEGG pathway analyses. Drugs associated with these genes were identified by

querying the ChEMBL database for approved drugs. Using a similar strategy to that

described in the previous chapter on ”Domain based approaches to drug polyphar-

macology” which explored the association of drugs with functional domain families

(called druggable FunFams), the putative bladder cancer proteins were mapped to
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these druggable FunFams and the network characteristics of the druggable family

relatives were assessed in a protein network. Finally, modules enriched in known

cancer genes and targets from druggable CATH-FunFams with few side effects were

identified to be of interest for follow up studies and analysis. In summary, this study

was able to combine co-expression and protein interaction network analyses to iden-

tify putative bladder cancer genes and drug targets.
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3.2 Materials and Methods

3.2.1 Study Design

The figure below summarises the workflow employed for the study.

Identify initial set of known and pu-
tative bladder cancer genes (SET1)

Expand SET1 with highly di↵er-
entially expressed genes (SET2)

Build a consensus network and ex-
pand SET2 by identifying neighbor-

ing proteins to generate SET3 (SET3)

Network, pathway and survival-
outcome analysis of genes in SET3

Drug mapping to SET3 and us-
ing the druggable FunFam to
identify putative drug targets

Figure 3.3: Protocols for identifying putative bladder cancer driver proteins
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3.2.2 Identification of known and putative driver genes from

public resources

A set of 105 known bladder cancer genes (SET1) was compiled from the Cancer

Genome Census (CGC) [167], Catalogue of Somatic Mutation in Cancer (COS-

MIC) [168] and the in-house mutation enriched domain families (MutFams). Each

data source is described below

Cancer Genome Census (CGC)

The CGC curates genes that are highly annotated with mis-sense mutations and for

which there is evidence that the mutations are causally implicated in driving the

oncogenesis. CGC genes specifically associated with bladder cancer were selected.

CGC genes are classified into two tiers (tier 1 and 2) [168]. Those classified as tier

1 have comprehensive evidence of a mutation that changes the activity of the gene

product in a way that promotes oncogenic transformation. Tier 2 have less extensive

evidence but have a strong indication of a role in cancer. Both tier 1 and tier 2 genes

were considered for this study.

Catalogue of somatic mutations (COSMIC)

COSMIC is one of the largest repositories of data for exploring the impact of so-

matic mutations in cancer. Missense mutations associated with bladder cancer were

obtained from COSMIC-version 84. This was done by searching for keywords such

as ”UROTHELIAL” or ”BLADDER”. COSMIC provides numbers of observed

mutations in each sample for each gene. For each gene, the mutation ratio (MR)

was calculated as :

Number of observed mutations
Numbers of samples tested ×100(%) (3.1)

The obtained data was filtered and only those genes with an MR above 3% were

added to SET1.

Domain families enriched in cancer mutations (MutFams)

Predicted putative cancer driver genes were extracted from CATH domain func-

tional families enriched in cancer mutations, termed MutFams [158]. Bladder
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cancer MutFams were identified by analysing mutations (non-synonymous SNVs)

found in whole-exome sequencing studies of bladder cancer tumours, obtained from

the COSMIC database (v71) [168].

The MutFam algorithm tests for statistically significant enrichment of muta-

tions found within CATH-FunFam domain boundaries compared to the gene as a

whole.

Figure 3.4: Mutfam approach to finding mutationally enriched domain families

Figure 3.4 shows the method for identifying a mutationally enriched family

(MutFam). The three human proteins are paralogs (Human protein1, Human protein

2 and Human protein 3) comprising domains belonging to CATH-FunFam-1, 2 and

3 (FF1, 2, 3). Functional family 1 (FF1) is enriched in cancer associated mutations

compared to the remaining domain regions of the proteins in which these FunFam

domains occur.

The enrichment is based on the numbers of observed mutations(Mf), which in-

cludes all mutations in all domains within a CATH-FunFam divided by the expected

number of mutations. The expected mutations count (Me) is calculated as the total

number of mutations observed in the proteins containing the FunFam; taking into
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account the fraction of amino acids within the CATH-FunFam compared to the total

length of the protein.

enrichment f actor(E f ) = observed mutations (Mf)
expected mutations (Me) (3.2)

Me = fraction of amino-acids×number of domains in the FunFam

A permutation test is subsequently carried out to determine whether the observed

number of mutations is greater than expected by chance i.e. the observed muta-

tions were compared against randomly estimated mutation counts. The Benjamini-

Hochberg correction for multiple testing was applied to the permutation derived

p-value at FDR ≥5%. Only MutFam proteins expressed in bladder cancer were se-

lected. Tissue expression data was obtained from Human Protein Atlas [67]. The

top quartile (by mutation count) of mutated genes from each MutFam was selected,

resulting in 40 genes that were then added to the known bladder cancer genes from

TCGA and COSMIC giving SET1.

3.2.3 Bladder cancer RNA-seq data

RNA-sequencing data from the Cancer Genome Atlas (TCGA) repository was

downloaded from the Genomic Data Commons (GDC) data portal [169]. The ”get-

FirehorseData” method from the RTCGAToolbox R package [170] was used for

obtaining different cohorts within the TCGA data. The most recent data for blad-

der cancer was obtained (dataset=“BLCA” and run date =”20160128”, level = ”3”).

TCGAbiolinks [171], another R package was used in processing and visualisation

of the gene expression data from TCGA as described below.

Identification of differentially expressed genes (DEGs)

A total of 427 samples was obtained from the TCGA database. 408 of these samples

were from bladder cancer patients while 19 samples were from healthy patients.

The gene expression data was analysed to identify genes differentially expressed

in bladder cancer using the ”TCGAanalyze DEA” method from the TCGAbiolinks

R package [171]. This applies the EdgeR quantile-adjusted conditional maximum

likelihood (qCML) to detect differentially expressed genes. The p-values generated
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were corrected using Benjamini-Hochberg (BH) multiple test at FDR of 5%.

The differentially expressed genes (DEGs) were then filtered by fold change

(FC) to obtain those genes with log2FC above 4 and with a corrected p-value≤0.01.

These genes were called the highly differentially expressed genes (Hi-DEGs).

3.2.4 Building a bladder cancer gene co-expression network

In building the gene co-expression network, the genes are the nodes while the edges

connect co-expressed genes. The RNA-seq expression data for bladder cancer ob-

tained from TCGA was used in the construction of the co-expression network using

the Weighted Gene Co-expression Network Analysis (WGCNA) algorithm [157].

The 19 normal samples (patients) and expression estimates with counts in less than

20% of cases were excluded as a quality control step to obtain only genes that

strongly associated with bladder cancer.

Genes from the 408 samples were ranked based on the fold-change value and

the top 5000 were chosen in the construction of the co-expression network. This

filtering step has been routinely applied in studies using WGCNA, because of the

high computational demand when considering all genes and has been shown to be

optimal in previous studies [172, 173]. To build the co-expression network, an adja-

cency matrix was first constructed where the connection between the genes (xi,x j)

was captured using the bi-weight mid-correlation values between their expression

counts. The similarity between node i and j is thus:

Si j = |bicor(xi,x j)| (3.3)

The bi-weighted mid correlation measure was chosen as a measure of similarity

over Pearson correlation as it is more robust to outliers. Furthermore, the similarity

(Si j) was transformed into a weighted adjacency matrix ai j by raising Si j value to a

power (β ≥1).

ai j = Sβ

i j (3.4)

The co-expression network constructed through this method gave rise to a scale-

free network topology for a value of β=8 as shown below. Since many studies have
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suggested that biological networks tend to be scale free [32, 31], this value of β was

selected for building the co-expression network used in this study.
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Figure 3.5: Analysis of the scale-free fit index and mean connectivity for various soft-
thresholding powers (β shown in red numbers) following the WGCNA ap-
proach.

Module detection in the co-expression network and identification of modules

enriched with putative bladder cancer proteins

WGCNA uses the ”TOMsimilarity” library to calculate the topological overlap ma-

trix (TOM) from the weighted gene co-expression network. TOM uses unsuper-

vised hierarchical clustering to define modules based on the dissimilarities (DISS)

measured between clusters i.e.

DISS = 1−TOM. (3.5)

TOM similarity is a co-expression measure that is not limited to gene pairs but

considers gene relationships across the whole weighted gene network. Genes within

the same module are densely inter-connected.

The WGCNA package provides a cutree-Dynamic function that allows pre-

setting the ”minimum module size” expected. The minimum module size expected

was given a value of 30 as this threshold has previously been reported to define an
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optimum number of genes belonging to a module [157, 174]. WGCNA has a graph-

ical display in which each module is presented using a colour scheme. All genes that

are not significantly co-expressed were grouped into an additional module, which

was not considered for analysis. The script for generating this co-expressed network

is publicly available in (https://github.com/toluadeyelu/bladder_

project).

The over-representation of the initial driver set in each module was measured

as a probability determined by comparing the fraction of the SET1 genes belonging

to the modules with those obtained by random sampling. The p-value was cal-

culated to determine whether a given module is over-represented, by means of a

binomial test, and corrected for multiple testing using Benjamini-Hochberg (BH).

Only those modules with p-value ≤0.05 were considered enriched modules and the

highly differentially expressed genes were extracted and added to SET1 to create

SET2.

3.2.5 Construction of a consensus protein-protein interaction

(PPI) network

To derive a more comprehensive protein network than the co-expression network,

a human signalling network was generated using information from the Pathway

Commons database [77] (downloaded 15-01-2018). Pathway Commons integrates

protein interaction data from 9 different databases and robustly captures biological

information at the molecular level. It comprises information on physical interac-

tions, complexes, regulatory, phosphorylation as well as expression data. A robust

human signalling network was built by considering all interactions.

A kernel-based approached was used to extend the pathway commons network

by combining the gene co-expression network. This was done because using kernels

allow the transformation of a functional association in a protein network into a

functional similarity score which can be exploited and analysed.

https://github.com/toluadeyelu/bladder_project
https://github.com/toluadeyelu/bladder_project
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Kernel methods for combining the PPI network and the co-expression

network

Kernels use linear classifiers to solve a non-linear problem by mapping the original

non-linear observation into a higher dimensional space called the feature space and

obtaining the dot product [175].

K(x,y) = φ(x).φ(y) (3.6)

In this study, the Commute Time kernel was applied to generate a consensus net-

work by integrating the kernel obtained from the PPI from pathway commons with

that of the kernel for the gene co-expression network described in section 3.2.4.

The Commute Time kernel has been shown to be a robust method for integrating

biological data [176, 175].

The Commute Time kernel measures the topology of the network by quantify-

ing the closeness between the nodes. In other words, it counts the number of steps it

takes to randomly walk from node ”A” to node ”B” and back to node ”A” across a

connected network. This, therefore, assumes that two nodes are similar if they have

short paths connecting them. One of the assumptions made in using the Commute

Time kernel is that the network is one connected component, thus, the largest con-

nected component of each network is used. The Commute Time kernel is robust as

it is parameter-free and hence no additional tuning is required.

Any mathematical operation performed on a kernel still gives a kernel. Hence,

the PPI-kernel and the co-expression-kernel were added to generate a consensus

kernel which was then transformed to give the consensus network used in this study.

This gave a more robust network compared to the individual network from either

gene coexpression or the Pathway Common network.

3.2.6 Extending SET2 by identifying neighbours in the

consensus network using a diffusion method (DIAMOnD)

To study the pathology and pathways of diseases, the neighbourhood of the disease

gene/proteins in a network are often also taken into consideration. This idea has
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been exploited by several studies [166, 74]. For example, the DIAMOnD algorithm

developed by the Barabasi group [166] has been used to find disease associated

genes by considering the neighbourhood of the disease genes [74].

DIAMOnD identifies neighbours by considering the connectivity patterns

around the disease genes based on the connectivity significance, a scoring scheme

that also searches for distantly connected proteins. This is in contrast to the con-

nectivity density which is based on the local topology of the network which other

module algorithms use. Applying this method to the consensus network, returned

additional putative bladder cancer associated proteins, giving the final set of putative

bladder cancer proteins SET 3.

3.2.7 Pathway analysis of the bladder cancer associated

proteins

Gene enrichment analysis was performed on SET3 proteins using ClusterProfiler

[177]. ClusterProfiler incorporates several biological databases such as the Gene

Ontology, Kyoto Encyclopedia of Genes and Genomes (KEGG) [147] as well as

the cancer hallmarks signatures from the Molecular Signature Database (MSigDB)

[178]. In this analysis, a hypergeometric test was used to determine which terms

and pathways were more significantly associated with the bladder cancer associated

proteins (SET3) than expected by chance.

p = 1−∑
k−1
i=0

(M
i

)(N−M
n−i

)(N
n

) (3.7)

N-represents the total number of genes in the background distribution, M-represents

the number of genes within that distribution that are annotated with a given term or

pathway, n-is the size of the gene list being considered (i.e. SET3) while k is the

number of genes within the gene list that are annotated to the term. The terms

allocated to the gene-list were adjusted for multiple hypothesis testing and the q-

value was also calculated for the control of false discovery rate (FDR).
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3.2.8 Network analysis of putative bladder cancer proteins

The network properties of the putative bladder cancer proteins was analysed using

network topology measures such as degree and betweenness centrality. Hubs and

bottlenecks were identified as the top 20% of the proteins in the consensus network

ranked by their degree and betweenness centrality respectively. The proportion of

hubs and bottlenecks in the putative bladder cancer proteins was compared to 10000

random sets of equal numbers of proteins.

3.2.9 Mapping drugs to putative bladder cancer associated

proteins

Drugs targeting the putative bladder cancer associated proteins (SET3) were ob-

tained from ChEMBL version-23 database [179], a database holding information

on bioactive molecules and their activity data. The drug-targets selection criteria

were such that weak interactions were excluded. Drug-target sets were filtered to

obtain those interacting with an affinity above 1µM and a p-ChEMBL value ≥6.

The p-CheMBL value is the -log(concentration/affinity). The value ranges from 1-9

and a value ≥6 is considered to be of high affinity. Only drugs which had direct

binding to the target in question were selected and with a maximum phase of devel-

opment (4) (where 4 signifies FDA-approved from a range of 1-4).

3.2.10 Mapping putative bladder cancer associated proteins to

druggable CATH-FunFams

CATH-Functional Families (FunFams) from version 4.2. of the CATH database

[81] was used. Previously, 81 CATH-FunFams highly enriched in known drug tar-

gets (named druggable CATH-FunFams) were identified and shown to have value

for drug repurposing [180], as the high structural similarity of relatives supports

inheritance of drug binding affinities. Druggable FunFams have at least one relative

with drug information from drug databases such as ChEMBL. The bladder cancer

associated proteins were mapped to druggable CATH-FunFams to assign clinically

approved drugs to these putative cancer targets, through inheritance of drugs be-
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tween relatives within the FunFam.

To determine the likelihood of side effects arising from targeting a particular

CATH-FunFam, an established in-house method that performs regression analyses

was used to assess the association of known side effects for drugs bound to relatives

in a given CATH-FunFam with the dispersion of the relatives in a human protein

network (See Chapter two). This allowed the annotation of each druggable FunFam

with information on the likelihood of side effects. Further filtering of drug targets

was done by identifying those putative cancer targets with high bladder tissue ex-

pression using expression profile from Human Protein Atlas map [67].

3.2.11 Partitioning of consensus network into modules using

MCODE clustering algorithm

The MCODE clustering algorithm [48] was used for the detection of clusters in the

consensus network. MCODE uses graph density to find protein complexes and sub-

networks of highly interacting proteins. The MCODE clustering algorithm operates

in three stages: vertex weighting, complex prediction and optimal post processing.

The algorithm first assigns a weight to each node based on the local connectivity

around the node, then starting from the top-weighted node, it recursively moves out-

wards to generate cluster vertices within a given threshold. In this study, the default

parameters for MCODE were used to identify protein modules in the consensus

network.

3.2.12 Survival outcome measurement

The survival outcome of TCGA bladder cancer dataset was analysed using the

TCGAanalyze SurvivalKM function of the RTCGA-Toolbox R-program. Patients

were divided into high and low groups based on their upper and lower quartile gene

expression profiles and the prognostic correlation was measured using TCGA data

survival data. The survival outcome was compared between patients based on low

and high expression values for a given gene. Genes whose survival outcome is

statistically significant (p<0.05) were identified.
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3.3 Results and discussion

3.3.1 Generating a set of known and putative bladder cancer

proteins from public and in-house resources (SET-1)

A set of known and putative bladder cancer proteins was obtained from publicly

available resources (Cancer Genome Census (CGC) with 12 tier1 genes and 2 tier2

genes) and Catalogue of Somatic Mutation (COSMIC)) and from the in-house mu-

tationally enriched domain families (MutFams). In the latter case, proteins were

added to the set provided at least one domain mapped to a CATH MutFam. In this

study, there was no segregation between muscle-invasive bladder cancer and non-

invasive cancer so that all the mutation and expression data associated with bladder

cancer were collated and analysed.

Table 3.2: Numbers of putative bladder cancer proteins from public and in-house resources

Dataset Numbers of proteins
CGC 14

COSMIC 63
MutFams 40

Total (SET1) 105

Table 3.2 shows the numbers of proteins retrieved from public resources and

from the MutFams. A set of 105 known and putative bladder cancer proteins were

obtained, as some proteins were found in more than one resource.

3.3.2 Expanding the known and putative cancer set with genes

differentially expressed in bladder cancer

Identifying highly differentially expressed genes (DEGs) in bladder cancer to

extend the SET 1

A total of 191 highly differentially expressed genes (DEGs) were identified in the

bladder cancer gene expression data from TCGA at a fold-change ≥ 4 and p-value

≤ 0.05. Figure 3.6 below shows the plot of the highly differentially expressed genes

from the TCGA RNA-seq bladder cancer data. 72% of the DEGs were up-regulated
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genes while 28% were down-regulated.

Figure 3.6: Volcano plot of the differentially expressed genes between bladder cancer and
normal. The down-regulated genes are shown in green whilst the up-regulated
genes are shown in red

3.3.3 Identifying modules in the gene co-expression network

enriched with SET 1

Module detection in the co-expression network

Nine modules identified using the WGCNA module approach are summarised in

Table 3.3 below.
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Each module was annotated with summary GO-biological process terms ob-

tained using REVIGO [181]. Modules were found to be associated with specific

GO-biological processes such as chromatin remodelling and modification, muscle

cell differentiation, renal system process, histone modification which have been re-

ported in other studies of bladder cancer [182, 156]. Other generic terms include

protein modification in module 3 and complement receptor mediated pathway in

module 5.

Identification of gene co-expression modules enriched with initial seed set

genes (SET1)

Three of the nine modules (Mod1, Mod4 and Mod9) were found to be significantly

enriched with putative bladder cancer genes from SET1, associated with epithelial

morphogenesis, muscle cell differentiation as well as transcription regulation pro-

cesses, respectively.

All highly differentially expressed genes (Hi-DEGs) within these modules

were added to the set of known and putative genes in SET1 expanding the set of 105

genes in SET1 to 123 genes in SET2. This meant that SET2 contained both mutated

genes from CGC, COSMIC and MutFams as well as highly differentially expressed

genes (Hi-DEGs) in bladder cancer obtained from TCGA. Only the Hi-DEGs were

selected in order to minimise noise as these are more confidently associated with

bladder cancer.

3.3.4 Expanding the set of putative bladder cancer proteins by

searching for neighbours of SET2 in a comprehensive

consensus protein network

Integrating the protein interaction network and the gene co-expression

network.

In order to extend the set of putative bladder cancer driver genes, the neigbours

of the genes in a comprehensive human protein network were searched for. The

coexpression network analysed in the previous section is a subset of the complete

human protein network comprising 4,669 proteins with 970,390 interactions. This
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was therefore combined with a comprehensive human protein interaction network

from Pathway Commons, comprising 16,850 human proteins and 325,616 interac-

tions.

The two networks were first converted into individual kernels using the Com-

mute Time kernel method (See methods section 3.2.4) and then combined to obtain

a consensus network. This was then filtered to reduce noise, by removing the low

scoring edges, giving a network with 17,853 proteins and 727,786 interactions.

Identifying putative bladder cancer proteins in the region of SET2 proteins in

the consensus protein network

The DIAMOnD algorithm [166] explores the disease neighbourhood of the SET2

genes, finding genes closer to the disease genes by virtue of their connectivity

thereby retrieving other proteins likely to play major roles in the disease. DIA-

MOnD was applied to the consensus network and the top-ranked 200 proteins based

on their significantly high connectivity to the disease proteins, added to the set of

putative bladder cancer proteins, giving 323 proteins in SET3 (see Table 3.4). Net-

work and pathway enrichment studies were performed to evaluate the validity of

this set of putative bladder cancer proteins.

Table 3.4: Summary table of the number of putative bladder cancer associated proteins at
each step of this study

Seed sets Description Numbers of genes

SET 1
Mutation data
from CGC, COSMIC
and MutFams

105

SET 2
SET 1 +
Highly differentially
expressed genes

123

SET 3

SET 2 +
Neighbouring genes
based on the DIAMOnD
diffusion method

323



3.3. Results and discussion 109

3.3.5 Network and pathway analysis of the putative bladder

cancer-associated proteins

Gene-Ontology, pathway and cancer hallmarks analysis of the putative

bladder cancer proteins

Pathway and biological process analysis was performed on the 323 putative bladder

cancer proteins by using ClusterProfiler [177] (see Methods) to explore enrichment

of genes in GO terms, KEGG pathways and cancer signature hallmarks.

Figure 3.7: Enriched GO-biological processes identified for the SET3 putative bladder can-
cer associated proteins.
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From the analysis of the SET3 genes, three processes driving bladder can-

cer were identified with evidence from three independent enrichment analyses (see

Table 3.5). Cell cycle is a hallmark for several forms of cancers and chromatin re-

modelling is known to play a fundamental role in the regulation of transcriptional

processes. Lack of DNA repair mechanisms, which could occur as a result of the

remodelled chromatin, increases the chance of genomic instability, mutation, cell

senescence and cell death [183].

The observed hallmark signatures G2M checkpoints and E2F targets, are also

associated with deregulation of the cell cycle, observed generally in cancers. The

checkpoints are critical to ensuring maintenance of the genomic stability and dereg-

ulation is associated with tumorigenesis [184]. Beyond deregulation of the check-

points, the MAPK signalling pathway has also been known to contribute to cell

proliferation, differentiation and development [185], and activation of oncogenic

transformation of bladder tissues.
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Furthermore, the putative bladder cancer genes showed enrichment in pro-

cesses associated with the activation of invasion and metastasis. These are im-

portant for the transformation of non-muscle invasion bladder cancer to muscle

invasive bladder cancer. P53 is a known tumour suppressor gene, its mutation is

associated with cell migration and invasion. Wnt signalling has also been shown to

support tumour metastasis in a highly tissue-specific way [186]. The observation

of myogenesis, a process also described as the invasion of the muscle occurs in the

advanced stage of the cancer and further strengthens the identification of metastasis

and invasion as one of the hallmarks of bladder cancer.

Analysis of SET3 also showed enrichment of hormone related processes.

There has been a lot of debate about the influence of hormones in bladder car-

cinogenesis. For example, Tryfonidis et al (2015), showed that excessive levels of

androgen, observed as a result of aromatase inhibitor given to a post-menopausal

patients lacking counterbalancing hormones (oestrogen and progesterone), might

have been involved in driving the development of bladder cancer [187]. This anal-

ysis identifies many hormone-related genes, which may suggest that bladder cancer

is a hormone-dependent malignancy.

Network characteristics of the SET3 proteins

Further analysis of SET3 proteins in the consensus protein interaction network indi-

cated that they are important proteins from a network perspective as they tend to be

mostly hubs. 61.60% of the SET3 proteins are hubs and have high connectivity with

other proteins in the network. This proportion is statistically significant compared

to random proteins in the network (p-value=2.984 x 10−47). The betweenness cen-

trality was also found to be statistically significant (p-value=8.347 x10−20). Hubs

and proteins with high betweenness centrality (BC) represent groups of proteins

that are highly essential in a protein interaction network. Drug targets and disease

proteins have previously been shown to have hub-ness and betweenness in protein

interaction networks [133, 188].
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Figure 3.9: Network topological characteristics of the putative bladder cancer associated
proteins in the consensus protein network. The SET3 proteins show high cen-
trality measures compared to random.

SET3 proteins linked with survival outcome

Analysis of the information on survival prognostic outcome for genes in the TCGA

dataset revealed that 35 SET3 proteins are statistically significantly associated with

prognostic predictions in patients with bladder cancer. 11 of these genes including

CASQ2, FHL1, ACTC1, SLC2A4, FLNC as well as P2RX1 were highly differen-

tially expressed in bladder cancer. 13 genes associated with prognostic prediction

were found to be hub in protein interaction network and shown in the table 3.6

below.

Table 3.6: Survival genes and their expression count

Genes logFC Genes logFC
FBXW7 -1.89 PDZRN4 -4.49
WDR77 0.45 DES -4.04
HIST1H4C -1.06 SMAD3 -1.44
CASQ2 -4.45 PPARG -1.63
FHL1 -4.02 HIST1H4H 2.11
KAT2B -1.64 ELF3 -1.36
HIST2H2AC 1.37
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3.3.6 Identifying drug targets in the set of putative bladder

cancer proteins

Identifying drug targets by direct mapping of drugs to the putative bladder

cancer proteins

FDA-approved drugs from the ChEMBL database were mapped to the putative

bladder cancer proteins (SET3). These drugs have already been approved for the

treatment of other diseases and therefore can be considered for repurposing in the

treatment of bladder cancer.

28 proteins from the 323 SET3 bladder cancer proteins have FDA approved

drugs in ChEMBL. The targets had high affinity for the drugs (pChEMBL value ≥

6). 95 drugs were associated with these 28 targets, with some proteins binding more

than one drug (see figure 3.10). 35 of these drugs, associated with 21 SET3 pro-

teins, are antineoplastic drugs inhibiting cell growth, as depicted by their anatomic

therapeutic code (ATC). These approved drugs have not yet been considered for the

treatment of bladder cancer and are small molecules designed to inhibit cell growth

and block cell proliferation. They are currently used in treatment of other cancers

including breast cancer, prostate cancer, hepatocarcinoma and it is therefore reason-

able to assume that they could be refocused for bladder cancer treatment.
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Figure 3.10: Number of compounds associated with putative drug targets in SET3.

Identifying further drug targets by mapping the putative bladder cancer

proteins to druggable CATH-FunFams

To identify further drug targets in the putative bladder cancer protein set, we deter-

mined whether drugs could be inherited from other members of the CATH-FunFam

to which the putative cancer target belonged (see Methods). 35 of the 323 putative
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bladder cancer proteins could be mapped to 24 of the druggable CATH-FunFams

in which other relatives bind clinically approved drugs. 28 of these proteins had

already been associated with a drug (see section above).

Figure 3.11: Number of relatives in druggable CATH-FunFams (having SET3 putative
bladder cancer proteins), that are currently targeted by drugs (in green) and
the number of untargeted SET3 proteins (in blue). Each druggable CATH-
FunFam has been annotated by the median network similarity measure of the
CATH-FunFam (range 0-1) where high values indicate significant likelihood
of being free of side effects.

67% (17) of the druggable CATH-FunFams comprising 23 putative bladder

cancer drug targets have median similarity above 0.48 and hence predicted to be less

likely associated with side effects based. One family, identified as being particularly

free of side effects is 3.30.50.10.FF4220, a nuclear receptor family. This family

contains proteins such as RARB, RXRB and RXRB which show high expression in

bladder cancer and are currently drug targets in other diseases (breast and prostate

cancer). These proteins are currently targeted by tamoxifen for breast cancer, which

could be potentially harnessed for the treatment of bladder cancer.
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Druggable CATH-FunFam relatives are structurally similar

The 323 putative bladder cancer proteins were mapped to 24 of the druggable

CATH-FunFams. The relatives within the CATH-FunFams were structurally com-

pared against each other using the SSAP algorithm. The distribution of the RMSD

scores confirms that they are structurally similar with an average RMSD score <

2, for the majority of the CATH-FunFams and therefore it can be hypothesized that

relatives within each CATH-FunFam possess the same drug binding residues.

Figure 3.12: SSAP score distribution across relatives of the druggable CATH-FunFams
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Table 3.7: Druggable CATH-FunFams associated with the putative bladder cancer genes

Druggable CATH-FunFams Putative bladder cancer
drivers with drugs

Putative bladder
cancer drivers
without drug

Probability
of SE free

1.10.510.10.FF78758 ERBB2, ERBB3 − 0.22
1.10.510.10.FF78745 FGFR3 − 0.18
2.60.40.10.FF135844 FGFR3 − 0.10
2.60.40.10.FF137101 FGFR3 − 0.10
1.10.1070.11.FF1687 PIK3CA PIK3C2A 0.62
4.10.1140.10.FF38 ERBB2, ERBB3 − 0.99
1.25.40.70.FF2223 PIK3CA PIK3C2A 0.66
3.30.1010.10.FF1841 PIK3CA PIK3C2A 0.62
3.40.800.20.FF2844 HDAC1, HDAC2, HDAC3 − 0.94
3.40.800.20.FF2855 HDAC5 − 0.87

3.30.50.10.FF4132 NR3C1, PGR, VDR
NR1H2, NR4A1,
THRA, NR5A1, NR1H3 0.72

3.30.50.10.FF4122 − PPARA, PPARG 0.74
1.10.565.10.FF5076 RARA, VDR NR1H2, NR1H3 0.70

3.30.50.10.FF233
PPARA, PPARG, RARA,
RXRA, RXRG THRB 0.77

1.10.565.10.FF5096 AR, ESR1, PGR, NR3C1 − 0.62

3.30.50.10.FF4220
ESR1, RARA,
RXRA, RXRG

NR4A1, NR5A1,
NR1H3 0.82

3.30.50.10.FF4124 ESR1 − 0.93
3.30.50.10.FF4110 NR3C1, PGR − 0.63
1.10.565.10.FF5028 RXRA, RXRG − 0.50
2.140.10.30.FF11540 DPP9 − 0.32
3.40.50.1820.FF115381 DPP9 − 0.32
2.140.10.30.FF1033 DPP9 − 0.00
1.10.565.10.FF5018 − THRA, THRB 0.90
1.10.565.10.FF5008 PPARA, PPARG − 0.66

3.3.7 Identifying modules enriched in putative cancer drivers

and druggable targets in the consensus network

The putative bladder cancer proteins were used as seed set for the MCODE clus-

tering algorithm to find modules within the human consensus protein network en-

riched in druggable targets from SET3. 16 modules were found containing at least

two SET3 proteins (see Table A in appendix). Modules ranged in size from 26 to

294 proteins, comprising between 1 to 4 predicted druggable targets.

The modules contain between 3 and 11 known cancer genes from CGC and
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between 1 and 26 genes of our putative bladder cancer set (SET3). As in section

3.3.5 above, analysis of the significantly enriched GO-biological processes within

the modules revealed a number of cancer related GO-terms including chromatin

remodelling (p<0.0001), histone modification (p<0.0001), translation initiation

(p<0.001). These enriched pathways and GO-terms were synonymous with those

observed from the SET3 putative bladder proteins.

Three of the eighteen modules (Module 11, 12 and 16) were found to contain

at least one known bladder cancer protein from CGC (HIFA1, RXRA and ERBB3

respectively). These were analysed in further detail.

Module-11 contains one known bladder cancer protein (CDK1NA), 8 known

cancer genes in other types of cancer. This module has 7 putative bladder cancer

proteins from SET3 of which one is the putative bladder cancer drug target HIF-

1A, a hypoxia inducible factor protein. The genes within this module are found

to be involved in histone modification. Hypoxia, as mediated by HIF1A, has been

shown to trigger the coordination of chromatin regulating genes [189]. HIF1A is

not a hub in the module (although it is connected to 5 other genes) and belongs to

druggable CATH-FunFam 3.30.50.10.FF223 which has a median similarity score of

0.66. It has initially been shown that those druggable CATH-FunFam with a median

similarity score greater than 0.48 have a less likelihood of being less associated

with side effect [180]. This suggests that HIF1A could be considered as a target

for bladder cancer therapeutic strategy. The drug topotecan has been previously

associated with HIF1A in solid tumours [190] and can be considered for testing

experimentally for bladder cancer.
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Module-11

Module-12

Module-16

Figure 3.13: Modules clustered by MCODE clustering algorithm. The green coloured
nodes are the putative bladder cancer genes while the red nodes are the known
bladder cancer genes from Cancer Genome Census (CGC). The diamond
shaped nodes are the drug target.

Module-12 contains one known bladder cancer protein (TSC1) and 9 proteins

known drivers in other types of cancers. The module contains 5 proteins from SET3

and one putative bladder cancer drug target RXRA. TSC1 is involved in the ac-

tivation of the mTOR branch of the PI3K pathway. Module-12 is also enriched

in genes involved in chromatin remodelling, some of which have also been im-

plicated in prostate cancer. The mutation of RXRA has been cited as one of the

activators of peroxisome proliferator-activator receptors (PPARs) which switch on

genes driving cell proliferations. RXRA also belongs to druggable CATH-FunFam

3.30.50.10.FF223 with median similarity score of 0.66. FDA approved drugs such

as tretinoin and bexarotene have been shown to modulate RXRA expression level

[191] and these drugs could be repurposed in treatment of bladder cancer.

Module-16 has in total 6 proteins from SET3. Two of these are putative blad-

der cancer drug targets identified (PPARG, CDK9) with one known bladder cancer
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driver (ERBB3). This module is enriched in proteins associated with mTOR sig-

nalling pathway. mTOR signalling is known to be affected in most cancers and

alteration of this pathway occurs in about 72% of bladder cancers [192]. The FDA

approved drugs vandetanib and bosutinib that bind to ERBB3 are in trials for the

treatment of prostate cancer [193], suggesting their possible suitability for bladder

cancer once approved. ERBB3 belongs to the CATH-FunFam 1.10.510.10.FF78758

which has a median similarity of 0.22, a low similarity score has been pre-

dicted to be associated with a higher propensity of having side effect from the

targeting this family. The other two remaining drug targets within this module

(PPARG and CDK9) are found in druggable CATH-FunFams 1.10.565.10.FF5008

and 1.10.510.10.FF78743 respectively. These druggable families have a median

similarity of 0.66 and 0.19 respectively. This suggests that PPARG is probably the

best drug target in this module as it is less likely to be associated with side effects.

3.4 Chapter summary
In this study, an extended set of putative driver proteins was predicted for blad-

der cancer by combining known cancer drivers with putative drivers from CATH-

MutFams and using this initial seed set (SET1) to search for additional drivers, lo-

cated in the same modules as the seed set in a gene co-expression network generated

using WGCNA. Only genes highly differentially expressed in bladder cancer were

selected. This expanded set of putative bladder cancer genes (SET2) was further

expanded (SET3) by searching for neighbours in a comprehensive human protein

network, using a diffusion algorithm (DIAMOnD). This second network was con-

structed by combining the gene co-expression network with the human network

from Pathway Commons.

GO enrichment and pathway analysis of the final set of 323 proteins in SET3

revealed molecular signalling pathways associated with chromatin modification and

myogenesis, a phenomenon associated with muscle invasive bladder cancer. Also

identified in this study are cancer hallmark signatures, although not limited to blad-

der cancer, such as G2M-checkpoint, Epidermal-to-mesenchymal-transition, P53,
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Apoptosis as well as Notch-signalling, where mutations in the genes associated

with these pathways are linked to driving oncogenic transformations associated in

bladder cancer.

Currently there are only 10 approved drugs for bladder cancer. None of these

are targeted small molecules. They include chemotherapy and immunotherapeutic

drugs. The focus of this current study is on harnessing approved small molecules

obtained from ChEMBL database used in treatment of other diseases. 28 of the

323 putative cancer drivers were found to be associated with drugs in the ChEMBL

database. Using the druggable CATH-FunFams, this list of possible drug targets

was expanded to 35. These FDA approved drugs are currently used to treat other

diseases but can potentially be repurposed for targeting these putative drivers, sub-

ject to experimental validation.

3.5 Limitations and Future work
This study has considered genes implicated in bladder cancer using several data.

One possible limitation may be the choice of the data used in the exploration of

driver genes in bladder cancer. Bladder cancer heterogeneity and possible differ-

ences in stages and grades of the cancer was not considered in this study. This may

have impaired the prediction of the drug targets for bladder cancer as different tar-

gets may affect different stages/grades of bladder cancer. One approach in dealing

with this could be the classification of the genes involved in bladder cancers into

those involved in various stages and use of this data to reclassify the drug targets.

Since, WGCNA, the tool for building the co-expression network, was only

used to obtain modules significantly enriched with known bladder cancer genes

from the heterogeneous TCGA samples, further analysis with WGCNA maybe help

in assessing modules that reflect the subcategories of bladder cancer. In the future,

the predicted FDA approved drugs and targets that are not currently in use for blad-

der cancer will require experimental validation before repositioning the drugs for

bladder cancer.



Chapter 4

Protein Kinase Domain Families and

their inhibitors

4.1 Introduction

4.1.1 Overview of Protein Kinases

Protein kinases are are implicated in several diseases and are of immense interest

to the pharmaceutical industry (56% of all human proteins drug targets are pro-

tein kinases [116]). Protein kinases are enzymes that are involved in several cel-

lular pathways. They catalyse the transfer of γ-phosphate of ATP to the hydroxyl

groups of acceptor molecules which can either be protein substrates, lipids or small

molecules. Through this phosphorylation process, the protein targets are covalently

modified which leads to regulation of biological processes such as the control of

metabolism, transcription processes, cell division and movement, programmed cell

death and several other signal transduction events in the cell.

Protein kinases are the second largest enzyme family and the fifth largest fam-

ily of genes in humans following zinc finger proteins, G-protein coupled receptors,

immunoglobulins, and the proteases [194]. About 2% of the protein encoding part

of the human genome has been shown to encode protein kinases. Manning et al

(2002), identified all sequenced eukaryotic protein kinases by searching all human
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genome sequence sources including the Celera Genomics databases, Incytes EST,

Genbank cDNAs and expressed sequence tags (ESTs) using hidden Markov Model

(HMM) profiling of the known kinase sequences to identify related protein kinase

domains [195]. Overall, they identified 518 human protein kinase genes of which

478 were classifed as eukaryotic protein kinases (ePKs) while 40 were Atypical pro-

tein kinases (aPK) which lack sequence similarity to the eukaryotic kinase domain

but have been reported to have kinase activity.

The catalytic domain of eukaryotic proteins kinases is highly conserved both

in sequence and structure. Protein kinase activity requires the binding of a peptide

substrate, which is to be phosphorylated, and the ATP to the catalytic domain. Pro-

tein kinases can be broadly classified as either tyrosine kinases or serine/threonine

kinases based on the specificity of the substrate they phosphorylate and can then

be divided into groups, families and subfamilies. There are 9 groups of protein

kinases based on the sequence and structural similarities of the catalytic domain

[195]. Classification is also guided by knowledge of the domain structure outside

the catalytic domain, known biological functions and evolutionary history of the

kinases. The Manning classification (KinBase database) is an extension of the work

by Hanks and Hunter [196] who initially performed a conservation and phylogeny

analysis of the catalytic domain of the eukaryotic proteins to reveal the conserved

features of catalytic domains and thus, classified the protein kinases into 5 groups,

44 families and 51 subfamilies [196]. Manning and colleagues further extended this

to 9 groups, 134 families and 196 subfamilies. Figure 4.1 below shows the grouping

of the human protein kinases.

Other classification schemes for the protein kinases have also been developed

over the years. For instance, Saavedra and Barton used a multilevel hidden Markov

model library to classify protein kinases into 12 families for 21 eukaryotic genomes

[197]. They reported that classification by a multilevel HMM library outperformed

BLASTP and the single HMM classification used by KinBase. Multilevel HMM

classification involves building subfamily HMMs rather than a single HMM for the

entire family. The classification by Saavedra and Barton was built using sequences
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derived from KinBase [195] and this is displayed in the Kinomer database [198].

Another classification by Martin et al considered the composition of the kinase ac-

cessory domains and the organisations of these domains. In their approach, the

classification was performed manually and used an alignment-free method to detect

the similarity between sequences by assessing short amino acid sequence patterns

and structural features outside the catalytic domain [199]. Using this approach,

they were able to detect outliers called ”hybrid kinases” that had sequences in the

catalytic domains matching with a particular subfamily but sequences outside with

catalytic domain matching with a different subfamily [200]. The classical classifi-

cation approach using only the kinase sequences would not have been adequate to

capture this. This classification scheme stores kinase families in the KinG database

[201].
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Figure 4.1: The human kinome. Kinome illustration courtesy of Cell Signalling Technol-
ogy, Inc (www.cellsignal.com) based on [195].
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4.1.2 KinBase classification of Protein Kinases

The comprehensive work done on the classification of kinases by Manning et al

is widely used and has been cited over 7000 times (Google scholar). Below, the

groups identified by Manning et al. (2002) are described in more detail.

AGC Kinases

This group of kinases includes PKA, PKG, and PKC which are involved in di-

verse cellular roles such as cell growth and proliferation, cell survival, glucose

metabolism and protein synthesis. They are dysregulated in several diseases such as

cancer and neurological disorders, inflammation and viral infection [200]. The Akt

isoform possesses the Pleckstrin homology domain (PH-domain) at the N-terminus

which interacts with PIP3 and PIP2 leading to the activation of pyruvate dehydro-

genase kinase isoenzyme-1 (PDK1) as shown in figure 4.2. PKC also interacts with

diacyl-glycerol (DAG) and calcium by its N-terminal conserved domains (C1 and

C2) which leads to conformational changes and activation of the protein [202].

Figure 4.2: The domain structure of AGC kinase family. All members contain Thr/Ser in
the activation loop. Figure taken from [203]

CAMK Kinases

These kinases are involved in calcium signalling and are normally autoinhibited.

The binding of Ca2+/calmodulin complexes relieves this autoinhibition. Members

of this group include MLCK, RAD53, PKD, CAMK2, Trio, CAMKL, DCAMKL,



4.1. Introduction 129

CASK, and DAPK subfamilies all of which are found in multidomain proteins.

Each member of this family possesses additional unique domains in addition to

the conserved kinase domain. For instance, the Ca2+/calmodulin dependent serine

kinases (CASK) contains several interacting domains; two L27 (LIN-2 and LIN-7)

interacting domains, a PDZ (PSD-95-Dig-Z01), Src homology 3 (SH3) domain and

a C-terminal guanylate kinase domain [200]. The PKD kinase also possesses a PH

domain as found in the Akt family and this is important for the regulation of its

enzymatic activity. Figure 4.3 shows the structural arrangement and multidomain

architecture of CAMK2.

Figure 4.3: Domain organisation and structure of CaMKII. (A) There is a similar domain
organisation in the CaMKIIα and CaMKIIβ with the exception of an F-actin
binding domain inserted into CaMKIIβ . (B) Structure of CaMKII subunit PDB
ID: 3SOA. Figure taken from [204]
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CK1 group

The cell kinase 1 (CK1) members are quite ubiquitous in their phosphorylation

events as they have a wide range of substrates. They are Ser/Thr kinases and are

constitutively expressed. The kinases in this group are single domain proteins i.e.

they do not possess additional non-catalytic domains apart from the CK1-γ subfam-

ily which possesses a CK1-γ domain whose function is not yet known as shown in

figure 4.4.

Figure 4.4: Domain structure of human CK1δ . The members of this subfamily share a
common conserved kinase domain but differ in their variable N-and-C terminal
domains. The regulatory c-terminal domain has multiple inhibitory autophos-
phorylation sites. The nuclear localization signal (NLS) and kinesin homology
domain (KHD) are also located within the kinase domain. Figure obtained from
[205]

CMGC group

Members of this group possess single domains like the CK1 group. They in-

clude dual specificity tyrosine regulated kinases, dual specificity yak-related ki-

nases (DRYK), cyclin-dependent kinases (CDKs), MAPK, GSK-3, CDK-like ki-

nases. CDKs regulate the progression through the different phases of the cell cycle

in association with their cyclins activating partner. The MAP kinases are amongst

the most highly studied signal molecules. The MAP kinase cascade controls cell

proliferation, differentiation, and death across various eukaryotes. The GSK-3 ki-

nases are key metabolic enzymes in glycogen metabolism and play a role in the Wnt

pathway which is important in embryonic development.

Tyrosine Kinase group (TK-group)

These kinases catalyse the phosphorylation of tyrosine residues and are heavily im-

plicated in cancer. The tyrosine kinases are divided into 2 families:receptor and

non-receptor (cytosolic) kinases. The receptor TKs are subdivided based on the
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sequence similarity and the structure of their extracellular domains into 20 subfam-

ilies. One of the most studied extracellular domains is the Ig-like domain which oc-

curs in most of the members of this subgroup. The extracellular domains act as the

ligand binding sites for several growth receptors. The non-receptor kinases are sub-

divided into 10 subfamilies which include Src, Abl, Ack, Csk, Fak, Fes, Frk/Fyn,

Tec and Syk [200]. In addition to the kinase catalytic domain, they also possess

additional domains that are important for enzymatic regulation and substrate recog-

nition. The Src family for instance possesses additional SH3 and SH2 domains.The

Abl subfamily has an F-actin binding site and a DNA-binding region; FAK pos-

sess a FERM domain and a focal adhesion-binding domain which are important for

mediating protein-protein interation [202, 200]. The multidomain architectures of

receptor and non-receptor kinases are shown in figure 4.5.
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(a)

(b)

Figure 4.5: The multidomain architecture of tyrosine kinases (a) Receptor tyrosine kinases;
(b)Non receptor tyrosine kinases. Figures were taken from [206].

Tyrosine kinase-like group (TKL group)

The members of this group have close sequence similarity to tyrosine kinases, how-

ever, they are mostly serine/threonine kinases and lack the TK-specific motifs. They

are mostly diverse with members including receptor and non-receptor kinases. They

comprise 8 major families which include IRAK, STKR, RIPK, RAF, LRRK, MLK,

MLKL, and LISK.

STE-group

The members of this group are classified into three major families. They include

STE20 (MAPK4), STE11 (MAPK3) and STE7 (MAP2K). STE stands for ”Sterile”
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and was originally identified in yeast. The STE kinases sequentially activate each

other to then activate the MAPK family.

RGC-group

The receptor guanylate cyclase represents the smallest group of kinases and consist

entirely of pesudo-kinases that lack certain residues that are critical for phosphate

transfer [195]. They convert GTP to GMP.

Others

These include members that lack sufficient sequence homology to any of the groups

given above and display unusual phosphorylation properties, using ATP and GTP

as phosphate donors. Examples include CK2, IKKs.

Atypical protein kinases (aPks)

The atypical kinases represents a group of human kinases that lack sequence sim-

ilarity with the eukaryotic protein kinase (ePKs) domain HMM profiles, but have

been shown experimentally to have protein kinase activity. Examples include PIKK

family, A6 family, RIO and Pyruvate dehydrogenase kinases [195]. Domain organ-

isation in atypical kinases is shown in figure 4.6.

Figure 4.6: Domain organisation of the atypical family of protein kinases. In contrast to
classical kinases (EF2K), the GXGXXG motif of atypical kinases(TRPM7) is
not involved in MgATP binding but is likely to be involved in peptide interac-
tion. Figure taken from [207]

The crystal structure of the catalytic domain of TRPM7 provides insights into

the enzymatic function of the atypical kinases. The comparison of the structure of

TRPM7 and PKA catalytic domain reveals some of the major differences between
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these two kinases. See Figure 4.7.

Figure 4.7: Structural comparison of the kinase domains of TRPM7 and PKA. The N-lobe
of both PKA and TRPM7 is largely comprised of β -strands and the MgATP
binds at the cleft formed from both the N and C-lobes and the binding of Mg
in both also involves the conserved P-loop. However, the catalytic loop is not
conserved. The GXGXXG motif in TRPM7 is in an extended loop that may
play a similar role to the activation loop in classical protein kinase, PKA. Figure
obtained from [207].

4.1.3 Structural Features of Protein Kinases

Structural features of the catalytic domain of the protein kinases are described be-

low. Protein kinases possess catalytic domains and non-kinase domains that are

responsible for the regulation, scaffolding and substrate specificity. Some of these

additional non-kinase domains have been mentioned in the section above. As men-

tioned earlier, the catalytic domain of the kinase spans about 250 residues and is

highly conserved. It has two dissimilar lobes (the N-lobe and the C-lobe) joined by

a peptide coil called the linker (See figure 4.8a). The N-lobe has about 90 amino

acids that fold into 5 β -strands and one helix (C-alpha-helix). This lobe contains

the nucleotide binding site that recognises and binds ATP. The C-lobe is the larger

lobe and is mainly alpha-helical.

In the N-lobe, there are highly conserved sequence motifs that are embedded

within the first three stands. The first is the GXGXXG motif (Gly-rich loop) which

is between β1 and β2. This loop folds over the nucleotide and positions the ATP

γ-phosphate for catalysis. It is the most flexible part of the N-lobe [208]. Another
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important loop is the P-loop also called the Walker-A motif (GXXGKT/S). Both the

glycine rich motif and the P-loop bind to the nucleotide bound phosphate. However,

their interaction with purines is different. For instance, the P-loop does not contact

the purine moiety of the ATP while the Gly-rich loop connects the β strands that

harbour the adenine ring; the Gly-rich loop is also followed by a conserved Val

within the β2 strand that makes hydrophobic contact with the base of the ATP [209].

The third important motif is the AxK motif which is found in the β3 strand. The

lysine from this motif couples the α and β -phosphate of the ATP to the C-helix.

Figure 4.8: The structure of the conserved kinase core showing the bilobal characteristics
of kinases. The figure was adapted from [209]

The C-helix in the N-lobe serves as a ”signaling integration motif” as it con-

nects to different parts of the kinase domain. Its C-terminus is connected to the

C-lobe by the αC-β4 loop whereas the N-terminus interfaces with the activation
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loop. Correct positioning of the C-helix is required for activation of the kinase. The

distance between the N-terminus and the activation loop of the C-helix is a measure

of the open and closed conformation, essential for the catalysis [208].

The C-lobe varies in size, sequence and topology. It is predominantly alpha-

helical but also contains a few beta strands. It contains the substrate binding groove,

activation loop and the catalytic residues. This helical subdomain forms the core of

the kinase and the protein/peptide binding surface. The backbone amide of the

core helices (D, E, F and H) are not solvent accessible with the exception of the

G-helix. The β -subdomain of the C-lobe comprises 4 short β strands (6-9) and

contains much of the catalytic machinery for transferring the associated phosphate

from the ATP to the protein substrate. The substrate binding site is formed by

hydrophobic residues contributed by the helical core. The activation segment is

marked by a conserved Asp-Phe-Gly (DFG) (magnesium positioning loop) and Ala-

Pro-Glu (APE) motif.

The activation loop extends from the DFG motif to the aspartate at the begin-

ning of the F-helix. The length and sequences of the activation loop are the most

variable part of the kinase core and this is responsible for turning on and off the

kinase [208]. Furthermore, the F-segment extends to the GHI-subdomain (an ex-

tension of G-helix through I-helix) as shown in figure 4.8 where substrates and reg-

ulatory proteins bind. This part is also responsible for stabilizing the active kinase

core and contains allosteric sites.

The hinge region of the kinase is the loop connecting the N and C-lobe. It con-

tains several conserved residues which provide the catalytic machinery and make

up part of the ATP binding pocket. The local spatial pattern alignment (LSP) is

a method for comparing two protein structures and identifying spatially conserved

residues [208]. LSP revealed two hydrophobic motifs called ”spines”, that connect

the N and C-lobes. Structural analysis of the spines gives insight into how an active

protein kinase is assembled from an inactive protein kinase [208, 210]. Two spines

are observed to be involved in regulation of protein kinases (R-spine and C-spine).

The R-spine comprises four non-consecutive hydrophobic residues; two from the
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N-lobe (Leu106 from β4 and Leu91 from C-helix) and the other two from the C-lobe

(Phe185 from the activation loop and Tyr164 from the catalytic loop) as shown in

figure 4.9. The R spine is therefore a hydrophobic spine that links the two lobes.

Figure 4.9: The catalytic spine (C-spine; yellow) and regulatory spine (R-spine; red) of
cAMP-dependent protein kinase (PKA). The figure was adapted from [210]

Using LSP on the conserved core of the protein kinase, another hydrophobic

spine was identified, called the catalytic spine (C-spine). Like the R-spine, it com-

prises hydrophobic residues belonging to both lobes. In the N-lobe, Val57 in β2

and Ala70 from the AxK-motif as well as Leu173 in the C-lobe docks directly onto

the adenine ring of the ATP forming the C-spine. Both spines are anchored to the

hydrophobic αF-helix. Once the R-spine is assembled, and the C-helix is correctly

oriented, then the kinase is primed for catalysis. The binding of ATP completes the

C-spine and commits the kinase for catalysis [194, 208, 209]. From a structural per-
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spective, Jacob et al [211] compared the 426 available structures corresponding to

71 distinct human protein kinases based on 2 structural elements (the activation seg-

ment and the C-helix) and clustered the kinases into three conformations indicating

the catalytically active or inactive state of the kinase [211].

4.1.4 Active and Inactive Protein Kinases

Analysis of the structural elements of the kinases show distinct conformations in

the active and inactive states. The activation loop for instance is usually in an ex-

tended conformation in its active state whereas it is disordered with the loop col-

lapsed to block the substrate binding, in the inactive state (see Figure 4.10). The

structures of protein kinases has revealed the conformational variation of active and

inactive kinases. One of the most common forms of inactive protein kinases is

the positioning of the aspartate of the DFG-motif of the activation segment in an

”out-conformation” whilst the phenylalanine of the DFG-motif is directed inward

towards the active site [194]. The phosphorylation of the residues within the activa-

tion loop activates the kinases [194].

Figure 4.10: The active and inactive conformation of LCK and Src respectively. (a) Active
conformation with activation loop adopting an extended conformation while
(b) loop is folded back in the inactive c-Src kinase domain. Figure taken from
[212].

Furthermore, the presence of a salt bridge between the β3-lysine and the αC-

glutamate, together with the formation of the R- and C-spine, are the hallmarks of

an active kinase domain while inactivation involves the disassembly of the R-spine.

The rotation or movement of the αC-helix also causes a switch from an inactive to
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an active kinase as the αC adopts an ”in-conformation” in its active state and an

out-conformation in its inactive state. [213, 194].

4.1.5 Kinase Inhibitors

Kinases display remarkable diversity in their primary sequences, substrate speci-

ficity, structure and the pathways associated with them [214]. However, they share

a great degree of similarity in their 3D structure most especially in their catalytic

site where the ATP-binding cavity is found. ATP binds in the cleft between the N

and C lobes and therefore most kinase inhibitors interact with this region to perturb

the binding of ATP [215]. There are several kinds of inhibitors that are being ex-

ploited to target protein kinases. These inhibitors differ in their mode of binding and

the mechanism of action exhibited upon binding. The kinase inhibitors can either

bind covalently or reversibly.

The non-reversible (covalent) inhibitors bind irreversibly with the reactive nu-

cleophilic cysteine or lysine residue close to the ATP-binding site resulting in the

blockage of ATP binding and leading to irreversible inhibition. An example of such

a drug in clinical trials is AVL-292 which is a tyrosine kinase inhibitor which cova-

lently binds to Bruton tyrosine kinase (BTK) [216]. Ibrutinib targets BTK as well,

while Afatinib targets the Gefitinib resistant EGFR as shown in figure 4.11 [217].

Figure 4.11: Afatinib co-crystal structure with wild-type EGFR (PDB ID: 4G5J). Afatinib
binds to the kinase domain in its active conformation and forms a hydrogen
bond with the backbone NH of Met793 and also forms covalent interaction
with the sulphur of Cys797. Figure obtained from [218]
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Reversible (non-covalent) inhibitors on the other hand can be classified into

several types, based on their interaction with the binding pocket and the DFG motif

(hinge region). Type-I inhibitors are ATP-competitors that bind to the active form

of the enzyme with the aspartate residue of the DFG motif facing the active site of

the kinase (DFG-in conformation). The conserved Phe of the DFG-motif is buried

within the hydrophobic pocket of the groove between the N and C-lobes. Most of

the compounds that target this active conformation have been selected using enzy-

matic assays that select ATP mimetics with the highest inhibitory activity for the

kinase [209].

Classical examples of such approved inhibitors include gefitinib, dasatinib, er-

lotinib and sunitinib. Figure 4.12 shows type-I protein kinase inhibitors (Erlotinib

and Lapatinib) interacting with the enzyme in its active and inactive state.

Figure 4.12: Crystal structure of EGFR tyrosine kinase domain (TKD) bound with in-
hibitors. (A) Erlotinib bound with EGFR-TKD in the inactive state (B) Lapa-
tinib with inactive EGFR-TKD (1XKK) (C) Erlotinib with the active EGFR-
TKD (1M17). Figure obtained from [219]

Type-II inhibitors bind to the inactive form of the enzyme with the aspartate

residue of the DFG motif protruding outward from the ATP-binding site of the ki-

nase. The transition from the DFG-in to DFG-out conformation exposes the hy-

drophobic pocket adjacent to the ATP-binding site and this is utilized by the type-II

inhibitors to lock the kinase in an inactive conformation [220]. Type-II are generally
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less promiscuous compared with the type-I inhibitors.

Examples of FDA-approved type-II kinase inhibitors include imatinib, nilo-

tinib, and sorafenib [209]. The type-I and II inhibitors however face competition

with the millimolar concentration of ATP in vivo as well as a lack of selectivity due

to the extensive adenosine binding cleft [221]. There have therefore been efforts

directed towards kinase inhibitors with high selectivity, high affinity and less side

effects.

Type-III inhibitors are a heterogeneous group of kinase inhibitors that bind to

allosteric or remote sites on the kinase. These inhibitors mostly do not bind at the

ATP-binding sites and have no physical contact with the hinge. They have been

shown to exhibit the highest form of selectivity by exploiting the binding and reg-

ulatory sites that are specific to a particular kinase [209]. The combinations of the

structural elements in the kinases such as the C-helix’s DFG-in and out state, A-

loop, G-loop, C-terminal elements as well as regulatory domains can be exploited

to design selective inhibitors with clear advantages over the type-I and II inhibitors

[220]. Examples of approved type-III inhibitors include cobimetinib, trametinib,

selumetinib, binimetinib and rapamycin. Type-III inhibitor of MEK1 binds to the

adjacent pocket to the ATP-site which is referred to as the ”allosteric back pocket-

DFG-in” in the presence of ATP and ”allosteric back pocket-DFG-out” in the ab-

sence of ATP as shown in figure 4.13 [209].

Figure 4.13: MEK kinase inibitor binding mode (A). The chemical structure of trametinib
(B) The binding mode of trametinib with MEK1 (C). Tak-733 co-crystallized
with MEK1 (PDB ID: 3PPI) ATP is shown in cyan and Tak-733 in magenta.
Figure taken from [215]

.
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Type-IV allosteric inhibitors bind at allosteric sites that are distant from the

ATP-binding site. A unique example is the AktI-1/2 targeted inhibitor that inhibits

Akt isoforms 1 and 2 kinases. These inhibitors have no effect against PH-domain

mutants which suggest that the PH domain is required to exert their activity and

that the inhibitor interacts with both the catalytic domain and the PH domain and

prevents the activation of the upstream kinase PDK1 [222].

Other types of allosteric protein kinase inhibitors include the type-5 which

are also referred to as bivalent or bi-substrate inhibitors. The bivalent inhibitors

tend to have high affinity and more selectivity for targeted therapy. The design of

such inhibitors involve the use of an appropriate linker to couple the allosteric site

inhibitor with the kinase active site binding agent to achieve improved selectivity

from the non-ATP directed inhibitor [221]. Another example of kinase inhibitors

is the hybrid-type having both type I and II features. The field of allosteric kinase

inhibition is a rapidly evolving field with the recent FDA-approval of trametinib as

well as several other allosteric inhibitors that are in clinical trials [223]. A schematic

overview of the interaction between the various types of inhibitors and the kinases

is shown in figure 4.14

Figure 4.14: Schematic overview of the four types of reversible binding mode of kinase
inhibitors. Figure taken from [215]

.

Allosteric inhibition offers some advantages such as high selectivity and ability

to overcome drug resistance as most drug resistance to small molecule kinase in-

hibitors occurs frequently around the hinge region. However, there has been debate

about their efficacy since mutation-related resistance may also occur at the allosteric
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sites as they are not as essential for kinase function as the ATP binding sites. Also,

as a result of the hydrophobic properties of most allosteric pockets, the allosteric

inhibitors are lipophilic compounds and this may result in poor bioavailability, and

poor solubility. Another major challenge is the limited numbers of structures for

allosteric-inhibitor-bound kinases to help in the comparison of the induced changes

associated with the on/off-bound state of the enzymes. This may be due to the fact

that these sites are involved in protein-protein and protein-peptide interactions and

the transient nature of such interactions creates difficulty in solving the structures

[223].

4.1.6 Understanding the promiscuity of protein kinase

inhibitors

Promiscuity is defined as the ability of a compound to specifically interact with

more than one target (the target of interest for which it was designed) [224]. Pro-

tein kinase inhibitors are generally considered promiscuous because of their lack

of specificity and their ability to interact with several kinases and kinase families,

due to the common ATP-binding site that kinase inhibitors interact with. Hu et

al classified the protein kinse inhibitors into single and multiple kinase inhibitors

by simply counting the numbers of targets the PKI compounds in the ChEMBL

database were active against. Furthermore, they also assessed the promiscuity of

a kinase for several structurally diverse compounds and found that many kinases

recognise structurally diverse compounds [224].

The promiscuity associated with protein kinase inhibitors can lead to various

side effects. This is because many developed kinase inhibitors are not target spe-

cific and can combine with several potential targets eliciting downstream responses

which are associated with side effects. For instance, Giansanti et al. evaluated

the promiscuous nature of 4 tyrosine kinase inhibitors (imatinib, dasatinib, bosu-

tinib and nilotinib), in epidermoid carcinoma cells using proteomics techniques, as

a model system for skin cancer [225]. They observed that over 25 tyrosine kinases

had affinity for the drugs with imatinib and nilotinib displaying more specificity

while the other two showed larger downstream effects on the phosphotyrosine sig-
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nalling pathway. The promiscuity of kinases has been well studied from both ex-

perimental and computational perspectives, providing selective criteria that can be

used to minimise the off target effects.

Using a computational approach, Huang et al. mapped all the 518 human

kinase sequences onto a multiple structural alignment of 116 kinases of known 3D

structure [226]. They considered the ATP binding sites and encoded the residues

in a 9-bit fingerprint (physico-chemical characteristics of residues) into network.

Network analysis was used to partition kinases into clusters with similar fingerprints

thus enabling more selective targeting of protein kinases.

Databases like the KIDFamMap [227] provide biological insights into the se-

lectivity of kinase inhibitors and the mechanism of binding. The database pro-

vides information on kinase-inhibitor families as well as kinase-inhibitor disease

relationships. The database also provides KIDFamMap ”anchors” which represent

conserved interactions between kinase subsites and the chemical entities of the in-

hibitors. The KIDFamMap database creates a platform for accessing the conforma-

tion, function and selectivity of kinase inhibitors.

4.2 Objectives of chapter
This chapter focuses on protein kinases and their inhibitors and reports a classifica-

tion of kinases into functional families (FunFams) in order to examine the potential

side effects of drugs targeting particular families. This new classification approach

developed will help in grouping kinase sequences that do not map to the canoni-

cal KinBase classification. The method considers the multidomain architecture of

proteins which was not considered in previous classification methods.

Kinase sequences were grouped into functional families (CATH-FunFams) us-

ing a newly developed in-house sequence-based method, ”GARDENER”, devel-

oped by Dr. Nicola Bordin in the Orengo group. This approach was then bench-

marked using multiple criteria to ascertain the performance of the novel classifica-

tion protocol.

Subsequently, using a set of publicly available protein kinase inhibitors as well
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as FDA-approved kinase inhibitor drugs, the association of kinase CATH-FunFams

with protein kinase inhibitors was assessed. Network characteristics were examined

to determine which kinase CATH-FunFams were likely to have side effects and also

shed light on possible repurposing of protein kinase inhibitors to other members of

a given family. The outline for the study is summarized in figure 4.15 below.

Extract FDA approved 
protein kinase inhibitors 
and GSK protein kinase 
inhibitors from ChEMBL

Map kinase inhibitors to 
Kinase-FunFams

Identify druggable Kinase-
FunFams

Generate Kinase CATH-
FunFams

Network analysis of 
Kinase-FunFams to 

measure the possible side 
effects and  identify 

Kinase-FunFams useful for 
drug repurposing

Figure 4.15: Framework of the methodology used in this study
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4.3 Materials and Methods

4.3.1 Generating Kinase CATH-FunFams

Updating the protein kinase family in CATH-Gene3D

In CATH-Gene3D version 4.2, the kinases are classified into two separate domain

superfamilies based on the distinct structural regions of a typical protein kinase (N-

and -C domains). These are represented as the CATH-Superfamilies 3.30.200.20

(N-domain) and 1.10.510.10 (C-domain) respectively. As the majority of the protein

kinase inhibitors act at the hinge region between these two domains, it is important

to generate a class of Kinase-FunFams incorporating both domains, that can be used

for studying kinase-drug inhibitory mechanisms.

N-lobe C-lobeX-domain

Kinase domain

Hinge region

Figure 4.16: Schematic representation of obtaining kinase sequences from CATH/Gene3D
resource. The blue box represents the 3.30.200.20 (N-domain) while the red
box represents the 1.10.510.10 (C-domain) of the kinases. Other accessory
domains represented as the green box.

Since, the most cited kinase classification, the KinBase classification by Man-

ning et al [195] has not been updated since 2002, a method that can handle all

available kinase sequences and classify them into functionally coherent families

is required. To this end, a kinase functional family (Kinase-FunFam) generating

protocol was adopted based on a novel in-house approach (GARDENER) that can

handle large superfamilies, such as the kinase superfamily, which comprises more
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than 300,000 sequences. The protocol adopted is outlined below.

CATH/
Gene3D

Extract protein kinase domains (N/
C lobes) and concatenate the 

sequences including linker region

Partition the sequences based 
on the multi-domain architecture of 

the proteins.

Cluster the sequences using CD-
Hit90 clustering  to generate 

starting clusters

Run the first iteration of GeMMA/
FunFHMMER on the starting 

clusters to generate the first set of 
Kinase-FunFams which comprises 

a new set of starting cluster

GeMMA/FunFHMMER 2nd 
iteration

Filter the clusters to include only 
those with GO-annotation

FunFam-pooling

Kinase-FunFams

G
A
R
D
E
N
E
R

Figure 4.17: Kinase-FunFams generation protocol

Obtaining kinase sequences

Kinase sequences from CATH/Gene3D version 16 [128] with CATH-superfamily

’1.10.510.10’ and ’3.30.200.20’ were obtained and concatenated to give the entire

kinase unit allowing an extra 20 residues connecting the domains that represents the

kinase hinge region (See figure 4.16. The multidomain architectures (MDA) of the

proteins (as in the domain partners and order and repetition of the kinase domains)

were used as a guide in the partitioning protocol for the GARDENER algorithm.
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Running the GARDENER algorithm

The GARDENER algorithm performs iterations of GeMMA/FunFHMMER (See

introduction section 1.5.3). Within each MDA partition, the sequences were clus-

tered into 90% sequence identity clusters (s90) using CD-HIT [87]. These are the

starting clusters for GeMMA [86]. A list of experimentally-derived GO terms was

obtained from the EBI-Protein GO API. Clusters without an associated GO anno-

tation were discarded. Thereafter, the first iteration of GeMMA was performed,

obtaining the input tree for FunFHMMER [135]. The resulting FunFams from this

iteration were renamed, pooled and fed into GeMMA and FunFHMMER for a sec-

ond iteration of tree building and cutting, resulting in the final Kinase-FunFams

(See figure 4.17).

4.3.2 Benchmarking approaches to validate Kinase-FunFams

Two benchmarking strategies were adopted to ascertain whether the clustering ap-

proaches generated functionally relevant kinase families.

Functional purity of Kinase classification based on EC-annotation

The purity of the Kinase-FunFams was analysed by determining whether relatives

in each Kinase-FunFam had the same or similar Enzyme Classification (EC) num-

bers. This approach of using functional information based on the EC numbers have

been used in the assessment of the functional purity of FunFams [135]. The Enzyme

Classification is a numerical classification scheme for enzymes based on their chem-

ical reaction [228]. The EC-number is a 4 digit number with each digit representing

either the class or subclass. The first digit describes the general type of reaction the

enzyme undergoes. There are 6 classes of enzymes (oxidoreductase, transferases,

hydrolases, lyases, isomerases and ligases) represented by EC:1-6 respectively. The

second digit is the subclass which describes the type of bond breakage or formation

taking place; the third digit represents the sub-subclass which provides further in-

formation on the chemical group involved in the enzymatic reaction while the fourth

level indicates the substrate specificity of the enzyme [228].

The enzyme classification number (EC-class) of members in each FunFam was
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obtained and compared both at the 3-digit (EC3) and 4-digit (EC4) level. The num-

bers of different EC numbers identified in a FunFam gives a measure of the func-

tional purity of the Kinase-FunFam.

Comparison of Kinase-FunFams and KinBase

The Kinase-FunFams were also benchmarked using the KinBase (Manning et al)

kinase family classification which has been curated and widely used [195, 198,

229]. Since KinBase only provides the GeneID’s and FASTA file of the kinase

proteins, the sequences were mapped to UniProt using BLAST to obtain the UniProt

ID, identifying matches with 100% sequence identity and E-value less than 1e−3.

The sequences within each KinBase were then scanned against the Kinase-FunFam

database to give a mapping between the classifications. The EC-annotation at both

level 3 and level 4 was compared between Kinase-FunFams and KinBase subfamily

classification.

4.3.3 Protein Kinase Inhibitor Dataset

The Published Kinase Inhibitor Set (PKIS) is a collection of 367 compounds that

have been made available by GSK to the research community [230, 231]. These

compounds have been annotated with protein kinase activity [231] and are of vari-

ous chemotypes and are openly available from the ChEMBL database (release 23)

[179]. The PKIS are active against some known target kinases and can be extended

to other new target kinases. PKIS subsets that showed an inhibitory activity level

above 50% were selected, since Dranchak et al. (2013) and Anastassiadis et al.

(2011) had reported this threshold as appropriate for considering the inhibition of

kinase catalytic activity [230, 232].

An FDA-approved kinase-inhibitor drug dataset was also extracted from

ChEMBL release 23. A drug was considered as a small molecule with therapeutic

application, with direct binding to a single protein (ASSAY-TYPE =”B”), having a

maximum phase of development =”4” which indicates that the drug has been ap-

proved. Those with weak activity were filtered out by only considering drug-target

activity stronger than 1µM and a pChEMBL value≥6. The pChEMBL value is the

measure of the half-maximal potency/affinity on a negative logarithmic scale. The
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Anatomical Therapeutic Code (ATC-code) was used to select drugs that are protein

kinase inhibitors. The ATC code classifies drugs into different groups at different

levels. The code ”L01XE” corresponds to antineoplastic drugs which are protein

kinase inhibitors.

4.3.4 Network Data and Analysis

Human protein association network was obtained from the STRING database ver-

sion 11 [76]. The STRING database was chosen as it is widely used and frequently

updated. It provides scores indicating the reliability of an interaction, benchmarked

against common sets of true positive associations. The protein interaction data was

filtered by applying a cut-off of 0.8 on the combined score of the interaction which,

corresponds to protein-protein interactions (PPI) with high reliability. This gave

365,045 physical interactions between 14,711 proteins. The largest connected sub-

graph was extracted and node centrality measures were computed by measuring the

betweenness centrality (BC) as shown in equation 4.1 below.

BC(v) = ∑
s,t∈V

σ(s, t|v)
σ(s, t)

(4.1)

where V is the set of nodes, σ(s, t) is the number of shortest (s, t)-paths, and σ(s, t|v)

is the number of those paths passing through some node, v, other than s, t. If s = t,

σ(s, t) = 1, and if v ∈ s, t, σ(s, t|v) = 0

Measuring dispersion of Kinase-FunFam relatives in a Protein Network

The similarity measure adapted from Menche et al [5] called the ”DS-score” was

used to measure the dispersion of Kinase-FunFam relatives on the human protein

network. The DS-score measures the mean distance of separation of genes on the

network, representing the diameter of the targets for a drug in an interactome. These

results were compared against random protein sets.

Calculating the side effects associated with the Kinase-FunFams

Druggable Kinase-FunFams were identified using the same enrichment protocol

previously described in chapter two. Side effect data was obtained from SIDER

[121], a known resource containing side effects extracted from drug labels via text
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mining and mapped to drug IDs from ChEMBL database. To avoid drugs whose

side effects are not well characterised, only those drugs that have at least five side

effects in SIDER was considered as suggested by [119, 233]. The network proper-

ties of the relatives of druggable Kinase-FunFams were measured in a comprehen-

sive human protein network and druggable Kinase-FunFams with low likelihood of

being associated with side effects (i.e. relatives were not highly dispersed in protein

network) were identified.

4.4 Result and discussion

4.4.1 Compiling the CATH-Gene3D kinase sequence dataset

291,200 kinase sequences have been classified into two separate domain families

in CATH-Gene3D. The N-domain superfamily (CATH superfamily 3.30.200.20)

in which relatives have an average of 90 amino acid residues and the C-domain

superfamily (CATH superfamily 1.10.510.10) in which relatives have an average of

140 amino acid residues (see figure 4.18).

(A) (B)

Figure 4.18: Distribution of the numbers of residues in the N- and- C kinase domains in
CATH-Gene3D

The two domains were concatenated to represent the entire kinase functional

unit. On average, the kinase functional unit had ∼ 250 residues, see Figure 4.19.
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Figure 4.19: Distribution of residues in the kinase unit

4.4.2 Classification of Kinase-FunFams

The 291,200 kinase sequences were clustered into families using a novel method

’GARDENER’, that can handle large superfamilies (i.e. >100,000 sequences) de-

veloped by Nicolas Bordin in the Orengo group. Kinase sequences were first par-

titioned according to their multidomain architecture (MDA). 187 MDAs were re-

trieved. As also reported by Srinivasan and colleague [199], it was observed that

most kinases are multidomain proteins and there is considerable domain shuffling

observed in their architectures. It is however worth noting that the majority of the

kinase sequences (53%) belong to the canonical single domain N-C architecture

(3.30.200.20-1.10.510.10), represented in the Table 4.1 as Kinase-MDA-1.
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Table 4.1: The top 10 most populated multidomain architectures (MDAs) identified for
Kinase-FunFam in the CATH-Gene3D version 16 sequences. ’N’ represents the
N-domain (3.30.200.20), ’C’ represents the C-domain (1.10.510.10) while X is
any other accessory domain associated with the kinase domain.

MDA-groups Numbers of sequences % of sequences MDA
arrangement

Kinase-MDA-1 154,501 53.1 N-C
Kinase-MDA-2 6,605 2.2 N-C-C
Kinase-MDA-3 6,185 2.1 X-N-C
Kinase-MDA-4 4,498 1.5 X-X-N-C
Kinase-MDA-5 4,152 1.4 X-N-C
Kinase-MDA-6 3,320 1.1 N-C-N-C
Kinase-MDA-7 3,310 1.1 N-C-C-N
Kinase-MDA-8 3,201 1.1 X-X-N-C
Kinase-MDA-9 2,754 0.9 X-X-X-N-C

Kinase-MDA-10 2,595 0.9 X-N-C

Kinase sequences were clustered using CD-HIT at 90% sequence similarity

resulting in 11,959 (s90) starting clusters across all MDAs. Clusters without exper-

imental GO annotation were discarded.

Following the GARDENER protocol, 1955 Kinase-FunFams were generated.

Several measures were used to analyse the Kinase-FunFams. The Diversity of Posi-

tion (DOP) score calculates the information content of the multiple sequence align-

ment (MSA). A DOP score above 70 is considered to be a good indicator of high

diversity in the sequences [85]. Highly conserved residues in FunFams with a high

DOPs are typically associated with stability or function. About 80% of the Kinase-

FunFams have a high DOP score (≥ 70).

4.4.3 Assessing the quality of Kinase-FunFam classification

using Enzyme Numbers

1377 Kinase-FunFams having more than one relative (i.e. 70% of the Kinase-

FunFams) were assessed for EC-purity. Only experimental EC-terms were used

for the assessment. The similarity in Enzyme Classification (EC) number was con-

sidered at both the 3-digit and 4-digit EC-level. The EC-terms of sequences within

Kinase-FunFams were obtained from UniProtKb, and the numbers of unique EC-

terms per family was analysed. 26% of Kinase-FunFams have EC-annotations for
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relatives within them comprising a total of 12,894 sequences. This set was analysed

to gauge the quality of the functional purity of the Kinase-FunFams classification.

Figure 4.20 below shows the percentage of relatives having the most common

EC-term of the Kinase-FunFam. It can be seen that the percentages ranges from

50-100% with a large proportion (70.5%) of the Kinase-FunFams having a single

EC-annotation.
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Figure 4.20: Percentage of sequences in Kinase-FunFams with the most common EC terms

Examining the Kinase-FunFam classification at the EC3 levels shows four dif-

ferent EC3 terms (”2.7.11”, ”2.7.10”, ”2.7.12”, ”4.6.1”) (See figure 4.21) repre-

senting serine/threonine protein kinases, tyrosine protein kinases, dual-specificity

protein kinases and guanylate cyclase kinases respectively. There are also three

Kinase-FunFams with relatives having guanylate cyclase activity. These kinases

are known to use GTP as the phosphate donor rather than ATP, as observed in ma-

jority of the other kinases and they are involved in the cyclisation of GTP to cyclic

GMP.
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Figure 4.21: Numbers of Kinase-FunFams assigned to Ser/Thr, Tyr, Dual-specificity ki-
nases and Guanylate cyclase respectively.

Figure 4.22 shows that there are 19 different EC4 terms amongst the Kinase-

FunFams with the majority (80%) of the Kinase-FunFams having EC-term

”2.7.11.1”-the non specific serine/threonine protein kinases.
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Figure 4.22: Different EC-terms (level 4) found in the Kinase-FunFams.

The 12,894 sequences in Kinase-FunFams with EC annotations were dis-



4.4. Result and discussion 156

tributed across 510 Kinase-FunFams. The overall EC-purity Kinase-FunFams at

both EC level 4 and level 3 is shown in figure 4.23 below.

51%

26%

15%

5%
2%

<1%

71%

23%

5%
<1%

(a) (b)

Figure 4.23: Distribution of the numbers of families having one or more EC (level 4) and
EC (level 3) in Kinase-FunFams.

Based on the EC-annotations, it can be seen that more than three quarter of

the Kinase-FunFams are reasonably pure (<3 EC terms) whilst relatively few have

more than 3 different EC terms within them.

4.4.4 Kinase-FunFams compared with KinBase classification of

kinase sequences

The quality of the functional subclassification was also assessed by comparing the

EC-purity in the Kinase-FunFams to one of the most cited kinase classification re-

sources, KinBase. KinBase groups the kinase domains into 9 groups comprising

8 typical kinases (AGC, CAMK, CGMC, STE, TK, TKL, RGC, Others) and the

Atypical kinases [195]. The groups are associated with broad substrate specificity.

KinBase then splits each group into families and then subfamilies. Subfamilies

comprise relatives with higher functional similarity and are generally specific for

each phylum.
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Figure 4.24: Comparison of the numbers of families having a particular EC level 4 purity
(a) Kinase-FunFams classification and (b) KinBase classification. The per-
centage of sequences in each category of purity are shown above the column.

The 7379 sequences in KinBase had 6591 sequences with EC-annotations and

these were distributed in 223 KinBase subfamilies and 232 Kinase-FunFams. The

functional EC-purity of Kinase-FunFams was compared with KinBase subfamilies

at both EC3 and EC4 levels. The analysis revealed similarity in the purity levels.

Kinase-FunFams however showed a higher EC-purity, having the majority (80.3%)

of the families with one EC4 term compared to 73.1% for the KinBase classification.

At level 3, both Kinase-FunFams and KinBase classifications had the major-

ity of families classified with one EC3-annotation; 97.5% of relatives in Kinase-

FunFams with one EC3-annotation compared to 91.9% in KinBase classification

(See figure 4.25). Kinase-FunFams comprise tenfold more sequences than KinBase

i.e. a total of 69,228 sequences compared to 7,379 for KinBase.
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Figure 4.25: Comparison of the numbers of families having a particular EC level 3 purity
(a) Kinase-FunFams classification and (b) KinBase classification

4.4.5 Mapping protein kinase inhibitors set to Kinase-FunFams

Extracting GlaxoSmithKline Protein Kinase Inhibitor Sets (GSK-PKIS) from

ChEMBL at 50% activity level gave a set of 205 protein kinase inhibitors (PKIs)

which could be mapped to 133 protein kinases, out of which 116 protein kinases

were found in 62 Kinase-FunFams. This covers about 60% of the entire PKIS set

and is thus a reasonable dataset to consider for a network assessment and charac-

terization of side effects. Extracting the FDA-approved drug set using p-ChEMBL

activity level ≥ 6 gave 29 approved drugs that interact with 324 targets including

kinases and non-kinases. The targets were filtered to exclude those that are not

kinases, reducing the numbers of kinase-targets to 305 kinases, out of which 250

were found in 129 Kinase-FunFams.

Comparison of the network properties for the FDA drug-target set and the

GSK-PKI drug-target set

The FDA approved set and the GSK-PKIs have different characteristics. GSK-PKIS

are considered as experimental drugs as they have not yet been approved for clinical

trials, but have shown inhibitory activities against kinase panels from experimental

studies and as such could be used to probe molecules for kinases in the untargeted

kinome. On the other hand, FDA approved drugs have been clinically tested and

approved for use in different diseases. The network properties of both sets of targets
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were analysed using the DS-score. The DS-score measures the distances between

the targets of these drug sets within a human protein network.

Figure 4.26: Comparison of the network proximity of targets in the FDA and GSK target
sets in a human protein network

There was no statistically significant difference observed between the average

DS-score of the FDA-targets and the GSK-PKIS targets (Mann-Whitney test, P-

value = 0.07789). This implies that targets from both drug sets (FDA and GSK-

PKIS) form similar network communities (See figure 4.26).

4.4.6 Identifying druggable Kinase-FunFams

The FDA approved dataset (29 drugs and 250 targets) and the GSK-PKI set (205

drugs and 116 targets) were combined to analyse the promiscuity of the drugs and

detect druggable Kinase-FunFam with low side effects. This gave a total of 234

drugs and 270 target kinases, since some kinases are targeted by both FDA and

GSK PKIs. The combined dataset comprises multi-target inhibitors with varying

degrees of interaction with the kinases. It can be seen from figure 4.27 below that

many kinase inhibitors are associated with more than one target.
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Figure 4.27: The numbers of kinase inhibitors and the numbers of targets they are associ-
ated with.

The 270 target kinases are distributed across 135 Kinase-FunFams. There are

between 1-13 targeted kinases within each Kinase-FunFam (See figure 4.28 below).

60 of the 135 Kinase-FunFams were found to be statistically overrepresented with

drug targets and hence identified as druggable Kinase-FunFams.
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Figure 4.28: The number of kinases in Kinase-FunFams currently targeted by kinase in-
hibitors. It can be seen from figure 4.28 that 54 Kinase-FunFams have 1 tar-
geted kinase, while 1 Kinase-FunFam has 13 targeted kinases.

The relatives within the Kinase-FunFam with 13 drug targets were further anal-

ysed to reveal the diseases associated with the targets. This Kinase-FunFam is a re-

ceptor tyrosine kinase (Ephrin receptor) with relatives involved in various diseases

including colorectal cancer, prostate cancer, cataract and lymphatic malformation.

4.4.7 Dispersion of the Kinase-FunFams in the human protein

interaction network

The dispersion of the relatives of druggable Kinase-FunFams in the human protein

interaction network, was assessed to determine their propensity to be associated

with side effects. Figure 4.29 shows the mean dispersion score (DS-score) for the
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druggable Kinase-FunFams compared to random Kinase-FunFams

●
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groups Druggable Kinase−FunFams Non−druggable Kinase−FunFams Random−FunFams

Figure 4.29: Boxplot comparing the DS-score of druggable Kinase-FunFams, other
Kinase-FunFams and random-FunFams in a human protein interaction net-
work.

There is a statistically significant difference (MannWhitney test, P-

value=2.25×10−7) between the average DS-score of druggable Kinase-FunFams

compared to random-FunFams. Relatives of other Kinase-FunFams not enriched

with drug targets were also found to be closely connected in the human interaction

network.

Further analysis was carried out to associate side effects with the various

Kinase-FunFams. This study was based on earlier observation that druggable Fun-

Fams whose relatives are well connected in the network are less likely to be as-

sociated with side effects. 16 FDA-approved protein kinase inhibitors, found to

have at least 5 side effects reported in the SIDER database, were used in this analy-

sis. This filtering criteria has been previously used [119, 180] and is done to avoid

side effects that are not well characterised. The number of side effects associated
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with druggable Kinase-FunFams ranges from 6-24 as extracted from SIDER. Drug-

gable Kinase-FunFams with less than 2 human proteins in the protein network were

discarded. Network characteristics of the relatives in these Kinase-FunFams were

analysed to determine the propensity of these Kinase-FunFams to be associated with

side effects (see Table 4.2.

Previous analyses reported in chapter 2 have shown a range of DS-scores from

1-3.5 across all druggable FunFams. The analysis revealed that relatives within

Kinase-FunFams tend to be close in the human protein network. As in the previ-

ous analysis, many of the new Kinase-FunFams have a DS-score of 1. This result

supports other studies that show that kinases form more connected interactions than

non-kinase proteins in a protein-protein interaction network [234]. However, 16 of

29 FDA approved protein kinase inhibitors are reported in the SIDER database to

have between 5-24 side effects per drug.

Further network analysis were carried out to determine possible causes of side

effects. The analysis revealed that on a global network scale, the relatives of Kinase-

FunFams are hubs and bottlenecks. Kinase targets were found more likely to be

hubs (24%) and bottlenecks (32%) than random proteins in the network (Man-

nWhitney test, P-value = 2.85× 10−14 and 8.92× 10−11 for bottlenecks and hubs).

The association of drug side effects with some Kinase-FunFams may, therefore, be

due to kinase inhibitors being associated with kinases that are central in the human

protein interaction network. This work supports other studies that showed that side

effects are associated with proteins in network with high degree and high between-

ness centrality [126, 235, 236].

Another possible reason for the side effects associated with protein kinases

might be the high structural similarity of relatives across the whole superfamily.

Analysis of the SSAP scores of the individual kinase domains (1.10.510.10 and

3.30.200.20 CATH-superfamily) show that 87.4% of the relatives of the C-lobe su-

perfamily have SSAP scores ≥70 (out of 100), and 91.6% of the relatives of the

N-terminal lobe domain have SSAP score ≥70. This compares with an average of

only 68.8% of all the other CATH-superfamily with SSAP score above 70.
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4.5 Chapter summary
A novel classification of kinases was generated based on the in-house protein do-

main classification method ’GARDENER’. 1955 Kinase-FunFams were identified

comprising 69,228 sequences. Due to time constraints, the final stage of GAR-

DENER could not be implemented. This involves scanning all sequences in the

CATH kinase superfamily against the Kinase-FunFams HMM to expand the num-

bers of sequences in the Kinase-FunFams. This is expected to increase the numbers

of sequences in Kinase-FunFams to about 150,000 sequences or more.

Our classification method comprises ten fold more sequences compared to the

widely used KinBase approach that contains 7400 sequences, divided into 579 sub-

families. The EC-purity, as observed by the proportion of EC4 and EC3 annotation,

was observed to be higher in the Kinase-FunFams (80.6%) compared to the Kin-

Base classification (73.1%). Although the EC-purity of the Kinase-FunFams with

single EC4 annotation reduced to 51% when all the sequences of within the Kinase-

FunFams was analysed which suggest further optimisation of the splitting of the

trees generated from ’GARDENER’ algorithm to hopefully improve the purity of

Kinase-FunFams.

234 protein kinase inhibitors could be mapped allowing the identification of

60 druggable Kinase-FunFams. Network analysis revealed that relatives within

Kinase-FunFams tend to be more closely associated together than relatives from

random FunFams. On a global network scale, the relatives of the Kinase-FunFams

are shown to be mainly hubs and bottlenecks in human protein interaction network,

a hallmark of side effect proteins as the targeting of such proteins disrupts several

biological pathways.

Further studies will involve repurposing approved protein kinase inhibitors to

those relatives within Kinase-FunFams without drugs but are involved in known

human diseases. This analysis of the kinase-family will hopefully help in obtaining

kinase-FunFams that not yet associated with drugs and can also help in revealing

pseudokinases.



Chapter 5

Conclusion

This thesis presented computational strategies to identify novel drug targets. The

study leverages the availability of protein domain information, and protein inter-

action data, to detect putative new targets associated with low side effects. Using

domain information from the CATH-database, methods were developed to iden-

tify druggable domain families, which were then characterised for their side effect

propensity using network approaches. In particular, the drug target neighbourhood,

as described by the closeness of targets in a given human network was used in this

study to assess the likelihood of drug side effects.

In chapter 2, 81 druggable domain functional families (druggable CATH-

FunFams) were identified based on the statistical overrepresentation of drug tar-

gets in those domain families. Following this, several network based analysis were

performed using a well curated, comprehensive human protein network, including

measuring the betweenness centrality, degree and network aggregation scores such

as the ”DS-score” and the ”Matrix similarity score”. The analyses revealed that

drug targets as well as other relatives in druggable FunFams exhibit similar net-

work properties as they tend to be centralised and less dispersed in the protein net-

work when compared to relatives from randomly selected FunFams. It was found

that druggable CATH-FunFams whose relatives were dispersed in protein interac-

tion networks tend to be more associated with side effects when compared to those



167

druggable CATH-FunFams with relatives closely connected in the network.

In chapter 3, bladder cancer was chosen as a disease prototype for the detec-

tion of novel drug targets and to explore the repurposing of approved drugs. As

with other types of cancer, bladder cancer is a genetically heterogeneous disease

with mutation events that lead to uncontrollable growth and development. Puta-

tive bladder driver genes were identified using protein network based strategies that

detected putative drivers based on their proximity to a set of known drivers and pre-

dicted bladder cancer drivers predicted by family based analysis. This revealed 323

putative bladder cancer associated proteins that are enriched in hallmark signatures,

pathways and GO terms associated with bladder cancer processes including; cell

cycle related processes, activation of invasion and metastasis, as well as steroid hor-

mone processes. Drug mapping revealed that 28 of the 323 putative bladder cancer

proteins are associated with FDA approved drugs from ChEMBL database that are

currently being used to treat other diseases. This set was extended to 35 targets

which could be associated with drugs by using the druggable CATH-FunFams to

repurpose approved drugs from relatives in the FunFams.

Chapter 4 presented the generation of a comprehensive classification of kinases

using a novel in-house protein domain classification method called ”GARDENER”.

This set of Kinase-FunFams was benchmarked against another known and widely

used kinase classification, KinBase which has 579 subfamilies generated from 7400

sequences. GARDENER gave 1955 Kinase-FunFams comprising 69,200 sequences

from UniProt. Druggable Kinase-FunFams were identified based on overrepresen-

tation of drug targets within the families, and the network dispersion of relatives in

the Kinase-FunFams was measured to assess the association with drug side effects.

This allowed identification of some novel kinase targets associated with low side

effects.

The work performed in this thesis can be extended in several direction. For

example, the current implementation has only considered drugs from the ChEMBL

database as it is comprehensive and provides annotation for drug-target mapping,

with various associated scores such as the published activity and the pChEMBL
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value. However, other resources such as DrugBank, PharmGKB, Therapeutic Tar-

get Database should be considered and aggregated to give a broader perspective of

drug/target interactions.

The identification of druggable families in this study considered only domain

families that are statistically overrepresented with drug targets. This approach might

have led to omission of some potentially druggable families as it will preferentially

identify families whose relatives are currently frequently targeted. One approach

that might be used in overcoming this limitation is the use of machine learning to

extract possible druggable features of targets and drugs, and using such information

to distinguish druggable from non-druggable domain families and thereby predict

families whose relatives share these druggable features.

Furthermore, the side effect analysis in this study did not focus on the dosage of

the drug compound analysed. This might give additional information as side effects

of drugs are sometimes dose dependent. Overall, the predicted novel drug targets

from this study could be tested. One such test might be to carry out a molecular

dynamic simulation of the binding of repurposed drugs to predicted targets to find

out the energetics and binding properties of the drugs-to-ligand. Recently, efforts

have shown the value of this techniques being used to study the dynamic interaction

of drugs with proteins and characterisation of the structural changes that might be

induced by such binding [237, 238]. Also, in the case of bladder cancer, bladder

cancer cell lines can be used to test the effect of repurposed drugs. Binding assays

can be carried out and subsequently other more time consuming and expensive ex-

perimental protocols such as X-ray crystallography or Nuclear Magnetic Resonance

(NMR) can be performed to help assess the binding of repurposed drugs.

In conclusion, several possible targets have been identified in this research.

These targets are hypothetical because they have been identified purely using com-

putational approaches. Furthermore, pharmaceutical companies may not have con-

sidered these areas of repurposing as there may be limited available data on clinical

validity. Thus, to take this research forward, experimental analysis is needed to

validate the predicted targets.
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